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Abstract

With free delivery of products virtually being a standard in E-commerce, product returns

pose a major challenge for online retailers and society. For retailers, product returns involve sig-

nificant transportation, labor, disposal, and administrative costs. From a societal perspective,

product returns contribute to greenhouse gas emissions and packaging disposal and are often

a waste of natural resources. Therefore, reducing product returns has become a key challenge.

This paper develops and validates a novel smart green nudging approach to tackle the problem

of product returns during customers’ online shopping processes. We combine a green nudge

with a novel data enrichment strategy and a modern causal machine learning method. We first

run a large-scale randomized field experiment in the online shop of a European fashion retailer

to test the efficacy of a novel green nudge. Subsequently, we fuse the data from about 50,000

customers with publicly-available aggregate data to create what we call enriched digital foot-

prints and train a causal machine learning system capable of optimizing the administration of

the green nudge. We report two main findings: First, our field study shows that the large-scale

deployment of a simple, low-cost green nudge can significantly reduce product returns while

increasing retailer profits. Second, we show how a causal machine learning system trained on

the enriched digital footprint can amplify the effectiveness of the green nudge by “smartly”

administering it only to certain types of customers. Overall, this paper demonstrates how com-

bining a low-cost marketing instrument, a privacy-preserving data enrichment strategy, and a

causal machine learning method can create a win-win situation from both an environmental

and economic perspective by simultaneously reducing product returns and increasing retailers’

profits.
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print, Consumer returns
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1 Introduction

Over the past few years, we witnessed a significant and continuous surge in global E-

commerce. Despite the numerous benefits of E-commerce for customers and retailers, lax,

and frequently even free, product return policies render the boom of E-commerce bitter-

sweet. The National Retail Federation (NRF) reports that in the U.S. alone, average return

rates of products bought online equaled 18.1% in 2020 (National Retail Federation 2020)

and 20.8% in 2021 (National Retail Federation 2022). Conditional on the product category,

return rates for online purchases can be up to 50% (Ofek et al. 2011).

These high return rates are problematic for both online retailers and society at large. For

retailers, product returns induce costs that curtail their overall profits. On the one hand, for

retailers, product returns entail high expenses for creating and maintaining product return

infrastructures (Ofek et al. 2011) including transportation costs (Zhou and Hinz 2016), and

costs for salvaging returned products to make them ready for resale (Ambilkar et al. 2021).

Even worse, because retailers can frequently not directly resell returned products at full price

and returns management is highly cost-intensive, they often destroy products rather than

resell them (Shead 2021, Ofek et al. 2011). Hence, there exists tremendous potential for

online retailers to decrease product returns as a means to enhance profits.

On the other hand, for society as a whole, product returns create considerable negative

environmental externalities (Calma 2019). Product returns contribute to increased pollution

through their carbon dioxide footprint and additional waste (Tian and Sarkis 2022). In the

U.S. alone, transportation of returns generates over 15 million metric tons of additional

carbon dioxide annually, and over five billion pounds of returned products and packaging

end up in landfills (Calma 2019). From a sustainability point of view, with only about 50% of

the returned products being resold and the other half being destroyed (Shead 2021), product

returns represent a significant waste of natural resources. Against this background, reducing

product returns is a pressing goal from a societal perspective.

Despite the financial and environmental damage caused by product returns, online re-

tailers still lack an effective tool that reliably reduces the number of product returns while

being economically viable—i. e., not detrimental to business performance. The implementa-

tion of more restrictive return policies or increased return costs for customers, for instance,

often lead to fewer returns at the expense of net sales and profits (Altug et al. 2021, Zhou

and Hinz 2016). Similarly, financially rewarding customers not to return products (Gelbrich

et al. 2017), improving product descriptions or reviews (Zhou and Hinz 2016), using web

technologies to display alternative product photos (De et al. 2013), and even the provision of

virtual fitting rooms (Walsh and Möhring 2017) all show limited success in cost-effectively
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reducing product returns (Akturk et al. 2021).

Our paper further contributes to mitigating the problem of product returns by proposing

and empirically validating a novel smart green nudging approach. We bring together insights

and methods from the fields of Psychology, Behavioral Economics, and Artificial Intelligence

to reduce the environmental damage associated with product returns while increasing profits

for online retailers. Specifically, we construct what we call an enriched digital footprint and

leverage state-of-the-art Causal Machine Learning (CML) (Athey et al. 2019) to personalize

the administration of a green nudge (Thaler and Sunstein 2009, Carlsson et al. 2019)—a

minimally invasive, low-cost informational stimulus that raises customer awareness of the

adverse environmental impact of returning (unnecessarily) purchased products.

We developed and validated our smart green nudging approach in a two-stage strategy.

First, we designed and implemented the green nudge in a large-scale field experiment that

we conducted together with a large European fashion retailer. In seven weeks, half of the

visitors of the retailer’s German online shop randomly encountered our green nudge. Dur-

ing the field experiment, we precisely tracked customers’ shopping, purchasing, and return

behaviors. Second, we fused the data collected from the field study with additional aggre-

gate privacy-preserving data that is publicly-available to create customers’ enriched digital

footprint and train a CML system. The trained system addresses pivotal customer-level

treatment heterogeneities (Weinmann et al. 2016) and identifies individuals that can suc-

cessfully be targeted by our green nudge leading to a reduction of product returns without

adversely affecting profits. We then test whether the CML system, by smartly delivering

the green nudge only to certain customers, could reliably reduce returns while increasing

retailer’s overall profit.

Two main findings demonstrate the considerable business and societal benefits associated

with our proposed smart green nudging approach. First, our large-scale field experiment

shows that “naively” administering the green nudge to every customer is, on an aggregate

level, successful in reducing average product returns (-3.8%) while simultaneously increasing

average profits (+8.7%). In fact, the naive green nudge turned out to be so effective from a

business perspective that our industry partner decided to implement the nudge in the online

shop permanently. A more nuanced analysis on the customer level revealed that the naive

green nudge led to noticeable reductions in net profits for certain customer segments and,

more surprisingly, increases in product returns, i.e., the green nudge backfires for certain

customers. The backfiring undermines the efficacy of the intervention from a business and

societal perspective.

Second, our analyses reveal a remarkable superiority of smart green nudging over naive

green nudging. Administering the green nudge according to the prediction of the CML system
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can not only further increase the retailer’s profits (+2.6%). It can also lead to an additional

reduction in product returns (-2.1%) suggesting that our proposed smart green nudge creates

a win-win situation for the retailer and the environment. Importantly, we further show that

the smart green nudge can only tap its full potential and outperform the naive green nudge

when we train the CML system on our enriched digital footprint. Using only conventional

digital footprint (Berg et al. 2020) or shopping data (Xia et al. 2019) to train the CML

system does not lead to substantial improvements over the naive green nudge.

The remainder of the paper unfolds as follows. Section 2 outlines the theoretical founda-

tion and related literature of our work. Section 3 presents our empirical strategy. In section

4, we present the results of our field study and additional analyses. Finally, section 5 con-

cludes with a discussion of our works’ theoretical and practical contributions, limitations,

and avenues for future research.

2 Theoretical foundations and related literature

Our work builds on three streams of prior research. In the following, we outline all three of

them and delineate how our study complements existing work.

Product returns. The ever-growing number of product returns, especially in E-Commerce,

increasingly attracts the attention of marketing researchers (Abdulla et al. 2019)—not least

because it creates adverse effects for the environment (P̊alsson et al. 2017). Researchers in

this domain have identified different motives behind return decisions: legitimate, opportunis-

tic, and fraudulent product returns (e.g., Pei and Paswan 2018, Harris 2008). Fraudulent

returns do not comply with the legal rules of the retailer. They include returning stolen

products or consumer-damaged goods (Zhang et al. 2023). Legitimate and opportunistic re-

turns both comply with retailers’ return conditions and are different from each other in one

significant facet. Customers initially ordered legitimately returned products with a genuine

intention to keep them. By contrast, opportunistic returns involve ordered products with a

pre-made intention to return, e.g., when customers engage in bracketing and order the same

item in different colors and sizes (Altug et al. 2021), even though they know that they will

keep only one of them. The National Retail Federation estimated that in 2015, 4%-6% of

returns were opportunistic (Altug et al. 2021). Therefore, opportunistic returns represent

a non-negligible returns category that is worth avoiding.Instruments and tools that aim to

reduce product returns typically target fraudulent and opportunistic returns, however, as

previous work demonstrates, there exists considerable heterogeneity in their effectiveness

(see, e.g., El Kihal and Shehu 2022). In this work, we present an instrument able to reduce

legitimate and opportunistic product returns.

3



A considerable fraction of work on how to reduce product returns revolves around re-

turn policies (Ambilkar et al. 2021, Janakiraman et al. 2016). The literature distinguishes

between various return policies, ranging from “no-questions-asked” full money-back guaran-

tees to policies imposing restocking fees and nonrefundable handling charges (Su 2009). At

first glance, it might seem that abandoning lenient return policies can solve the problem of

increasing product returns. However, prior research presents mixed results. Several stud-

ies show that lenient return policies have considerable benefits regarding sales and profits.

Moorthy and Srinivasan (1995), for instance, showed that money-back guarantees are essen-

tial to signal product quality and are thus beneficial to increasing sales. Relatedly, Davis

et al. (1995) suggest that money-back guarantees can increase the sales volume and, there-

fore, retailers’ profits. Other research efforts corroborate the importance of lenient return

policies as a signaling instrument for high quality and low risk (e.g., Altug et al. 2021). By

contrast, there is also some research on the downsides of generous return policies (e.g., Su

2009, Shehu et al. 2020), providing evidence that lenient return policies directly promote

excessive product returns. Against the background of this mixed evidence and the consid-

erable economic risk of imposing overly restrictive return policies, it is not surprising that

return policies have not become the most important lever to reduce product returns.

Another stream of work in this literature focuses on the customer side of the product

return problem, i.e., on customers’ return behavior patterns. By examining the decision-

making process before and after the purchase, researchers seek to understand what factors

can encourage (discourage) customers to keep (return) products bought online. One can

broadly distinguish between three types of returns-preventing instruments: monetary, pro-

cedural, and customer-based (Walsh and Möhring 2017). Monetary instruments provide

material incentives to keep customers from returning products, .e.g, discounts on future pur-

chases. Procedural instruments entice customers to keep a product through design choices

related to the delivery or return process (Walsh and Möhring 2017). Zhou et al. (2018), for

instance, show that well-designed, colorful packaging and extra gifts can induce more pos-

itive emotions in consumers and, thereby, significantly reduce consumers’ return intentions

and actual returns. Conversely, retailers can also make the return process less convenient by

limiting the potential return channels, or ”print yourself” return tickets (Walsh and Möhring

2017). This approach rests on the notion that the more cumbersome the return process, the

more likely customers are to keep the product rather than go through the hassle of returning

it. Similar to the return policy, procedural prevention tools are also located in the post-order

phase (Walsh and Möhring 2017).

By contrast, customer-based instruments work before and during the order process (Walsh

and Möhring 2017). Early on Heiman et al. (2001) argued that customers are more likely to
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return products when there is a high gap between customer expectations and actual prod-

uct characteristics. Hence, many existing customer-based instruments work based on the

rationale that additional information on the characteristics of a product helps individuals

form more realistic expectations of the product and thus reduce legitimate and opportunistic

returns associated with expectancy-reality dissonances (Zhou and Hinz 2016). Frequently

proposed customer-based instruments entail virtual try-on sessions, alternative product pho-

tos, customer reviews of products, and online consulting assistance or demonstrations (Walsh

and Möhring 2017). Notably, on an individual level, product returns depend on idiosyncratic

preferences and perceptions such as risk (Petersen and Kumar 2015).

According to the specifications of prior research, our proposed approach mainly aims to

reduce opportunistic product returns by informing customers about the environmental ram-

ifications of returning ultimately unwanted products during the shopping process, i.e., is a

customer-based instrument. We seek to reduce returns by enhancing individuals’ awareness

about the environmental problems associated with high product returns. To the best of our

knowledge, we are the first to employ a large-scale minimally-invasive green nudging inter-

vention to reduce product returns. Thereby, we expand the repertoire of customer-based

interventions that help alleviate organizational and environmental problems of product re-

turns. Additionally, by making the green nudge smart using causal machine learning, we also

showcase the considerable benefits that the combination of traditional psychology-inspired

marketing interventions and state-of-the-art machine learning technology can deliver. In

that sense, our work constitutes a complement to the nascent stream of work developing

technology-based solutions to reduce product returns (Ambilkar et al. 2021, Kamble et al.

2019, Dzyabura et al. 2019).

Nudging theory and research on green nudging. Nudging posits that non-coercive

interventions can help steer individuals to voluntarily make (socially) desirable choices they

would not make otherwise (Thaler and Sunstein 2009). A nudge is a design element in the

choice architecture intending to steer individuals’ behavior in a certain predictable direc-

tion without limiting their choice set, significantly changing material incentives, or coercing

them (Mirsch et al. 2017, Thaler and Sunstein 2009). It grounds on the widely-accepted

notion that human decision-making depends on unconscious biases (Mirsch et al. 2017), the

circumstances of our choice (Hinz et al. 2022), and the presentation of choices (Kasper-

bauer 2017). Common forms of nudges include setting a default option, making social norms

salient, negligibly adjusting the ease of choosing certain options, creating a psychological an-

chor, attracting individuals’ attention to certain options, and providing individuals certain

information (Hummel and Maedche 2019, Weinmann et al. 2016). Nudging is applicable in

many contexts and can contribute to achieving different objectives. For instance, previous
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research has demonstrated the effectiveness of nudging in improving individuals’ eating and

health-related choices, their financial decisions, or their philanthropic and environmental

commitment (e.g., Goswami and Urminsky 2016, Mirsch et al. 2017, Thaler and Sunstein

2009).

Traditionally, nudging has been applied to offline contexts. However, with the ever-

increasing number of decisions that individuals have to make online, digital nudging is

rapidly gaining in relevance (Mirsch et al. 2017). Digital nudging refers to “[...] the use

of user-interface design elements to guide people’s behavior in digital choice environments”

(Weinmann et al. 2016, p. 433). Compared to their physical counterparts, digital nudges

are much cheaper, faster, and easier to implement (Mirsch et al. 2017). Although digital

nudges primarily aim to alter individuals’ choices in online environments, they can also affect

outcomes in the offline world. For instance, reminders and statistics on a fitness tracker can

significantly increase individuals’ exercise and activity levels in the real world (Weinmann

et al. 2016). Relatedly, we propose using a digital nudge in the online shopping context to

reduce product returns offline.

More recently, researchers started to explore nudges as a means to steer individuals

towards choices that minimize the adverse effects of their lifestyles and consumption on the

environment (Carlsson et al. 2019)—a form of nudging referred to as “green nudging”. More

broadly, green nudging is part of research on Pro-Environmental Behavior (PEB) exploring

interventions that aim to reduce the adverse environmental ramifications of human behaviors

(White et al. 2019).

Research on green nudging primarily investigates areas frequently considered to have the

most significant room for improvement (Lehner et al. 2016). Such areas of investigation

are predominantly offline contexts, including water and energy conservation (e.g., Andor

et al. 2020, Carroll et al. 2014, Chabe-Ferret et al. 2019, Momsen and Stoerk 2014), the

use of public transportation (e.g., Kormos et al. 2015) and the purchase of greener products

(e.g., Grinstein and Riefler 2015, Loschelder et al. 2019). The employment of green nudges

to encourage PEB has proven to be highly effective in many domains, especially regarding

energy consumption (e.g., Allcott and Rogers 2014). Schubert (2017) broadly distinguishes

between three main forms of green nudges making use of different psychological desires: (i)

green nudges based on individuals’ desire to maintain a positive self-image through green

behavior, (ii) green nudges based on individuals’ inclination to adhere to social norms and

convictions, and (iii) green nudges exploiting individuals’ tendency to go with default options.

While (green) nudges can powerfully impact decision-making processes (Weinmann et al.

2016) and help address environmental challenges (Carlsson et al. 2019), they are no panacea

(Richter et al. 2018). The intended effects of (green) nudging do not always materialize
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as expected (Lehner et al. 2016) because individuals’ responses are highly heterogeneous in

direction and size (Hummel and Maedche 2019). The way green nudging, and PEB interven-

tions more generally, affects individuals’ behaviors, depends on a variety of factors including

social influences (i.e., social norms, social identities, social desirability, self-commitment,

self-efficacy perceptions), persona (i.e., personality, self-efficacy perceptions, consumption

preferences, environmental concerns, demographics, loss aversion), and habits (White et al.

2019). These heterogeneities cause nudges to create systematically different outcomes con-

ditional on how and where they are in use. For instance, while Momsen and Stoerk (2014)

find no significant effect of green nudging for renewable energy adoption, Ruokamo et al.

(2022) report that green nudging may foster prudent energy consumption. The effectiveness

of the green nudge hinges on various aspects such as information content and households’

interest in energy issues (Ruokamo et al. 2022). Settings that leverage nudging to promote

the purchase of greener products present similarly mixed results. Loschelder et al. (2019)

and Demarque et al. (2015), for instance, find a positive effect of green nudges in the form

of descriptive norms about sustainable consumption on actual consumers’ product choices.

By contrast, Richter et al. (2018) and Liu et al. (2016) report that green nudging can steer

behaviors in unanticipated directions and backfire. The considerably heterogeneous effects

of green nudging across settings demonstrate that insights from one context are not directly

transferable to other settings or broader populations than the ones they stem from (Hummel

and Maedche 2019, Lehner et al. 2016).

Our work builds on prior literature on (green) nudging. We design and implement a green

nudge in an online environment to reduce product returns, i. e., eventually change offline be-

haviors. Our green nudge aims to capitalize on customers’ desire to maintain a positive

self-image through green behavior by increasing the salience of the adverse environmental

externalities associated with returning purchased products.We complement the literature on

(green) nudging and explore the effectiveness of green nudging in an online shop as a means

to increase profits by reducing product returns. Despite the high environmental damage

incurred by product returns in E-Commerce, there are, to the best of our knowledge, no

studies doing so. Additionally, we embrace and actively exploit heterogeneities in individ-

uals’ responses to being nudged by utilizing state-of-the-art machine learning methods to

improve the effectiveness of the intervention. This way we demonstrate the complementary

nature of (green) nudging in online environments and machine learning. Combining these

two instruments provides researchers and practitioners with an unprecedented capability to

personalize minimally invasive green nudges at scale and optimize the promotion of environ-

mentally benign behaviors.

Personalizing interventions. Prior literature suggests that nudging can substantially
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backfire due to customer heterogeneities. To overcome such heterogeneities and improve

the effectiveness of the (nudge) interventions, one can exploit the digital environment and

personalize the administration of the nudge instead of employing a one size fits all strategy.

The increasing availability of large amounts of data has recently spawned the development

of machine learning systems that predict individuals’ responses to certain interventions. For

example, machine learning predict individuals’ price sensitivity (Arevalillo 2021), forecast

consumer behavior (Hu et al. 2019, Xia et al. 2019), and personalize product recommenda-

tions (Anitha and Kalaiarasu 2021, Ramzan et al. 2019). To do so, trained machine learning

models typically leverage data to produce highly accurate, individual-level predictions about

a certain variable of interest. Combined with subject matter expertise, these predictions can

inform intervention decisions and address pivotal behavioral heterogeneities.

However, this way of using machine learning to personalize interventions has a critical

shortcoming: it does not generally provide insights into the causal effects of specific in-

terventions because these methods rely on associative inference (Jordan and Mitchell 2015).

Understanding how an intervention affects certain variables of interest, e.g., how a customer’s

product return behavior changes in response to a green nudge, is pivotal to assessing the ef-

fectiveness of possible interventions and determine whether a customer should be treated. A

growing literature at the intersection of econometrics and machine learning aims to address

this shortcoming by developing so-called “causal machine learning” methods (e.g., Wager and

Athey 2018, Athey et al. 2019, Schölkopf et al. 2021, Athey and Wager 2021). Under certain

assumptions about the availability and structure of data, these methods try to estimate the

change in the variable of interest if an individual was to be treated by an intervention. Put

differently, they aim to predict counterfactuals.

The literature on using CML methods such as causal forests (Athey et al. 2019) is in its

infancy. Only a handful of studies apply these methods to estimate the efficacy of treatment

interventions on an individual level and personalize them to account for heterogeneity. Ca-

gala et al. (2021) employ CML methods for the optimal distribution of gifts among potential

donors in a fundraising campaign. Zhang and Luo (2022) rely on causal forests to under-

stand the impact of social media postings on restaurant survival. Narang et al. (2019) use

causal forests to predict heterogeneities in purchase behavior changes under mobile app fail-

ures. Deryugina et al. (2019) leverage CML methods to estimate the impact of air pollution

exposure on life expectancy. In the context of a field experiment on electricity consumption,

Murakami et al. (2020) apply causal forests to estimate heterogeneous treatment effects at

the household level. Langen and Huber (2022) show the potential merits of CML in the

context of coupon promotions in business analytics and marketing research. We extend this

literature by employing causal forests to personalize a green nudge intervention and optimize
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its overall effectiveness to reduce product returns.

Crucially, just as other machine learning applications, CML methods’ success hinges upon

the data available during the training process (Athey and Wager 2021). In our E-Commerce

context, one straightforward data source is customers’ online shopping behavior, such as their

product basket. This customer-level “basket data” can encode information tremendously

valuable for training high-performing CML methods. While the basket data allow insights

into the number and type of products in shopping carts (e.g., organic, sustainable, sports,

and female fashion items), the “digital footprint” is another valuable source of data often

readily available in online contexts. A basic digital footprint typically contains technical

information about customers’ internet providers, used browsers, running operating systems,

and IP locations. Despite its technical nature, the digital footprint can represent information

that considerably improves machine learning predictions. In their seminal paper Berg et al.

(2020) demonstrated that variables from a basic digital footprint can provide insights into

individuals’ income, character, and creditworthiness.

In our paper, we propose going beyond leveraging customers’ baskets and digital foot-

print information to train a (causal) machine learning system. Specifically, we connect the

individual-level customer data readily available to retailers (basket data and the basic digital

footprint) with publicly available, aggregate data, thereby creating a more granular data set

we refer to as “enriched digital footprint”. The enriched digital footprint serves as the basis

to train our CML system. The selection of additional data to generate an enriched digital

footprint is guided by insights from the literature on factors that determine the effectiveness

of green nudges (e.g., Hummel and Maedche 2019). That is, we focus on aggregate-level

public data that can encode information about customers’ environmental preferences and,

thus, their propensity to respond to the green nudge in the intended way while preserving

their privacy concerning sensitive characteristics such as their gender or age.

With this strategy we add to the nascent literature on leveraging digital footprints and

aggregate data to increase the accuracy of individual-level predictions (Berg et al. 2020,

De Bruyn and Otter 2022). The main difference to previous approaches is that we do not

use aggregate data to directly infer customers’ characteristics like gender, level of education,

or age and include this information in the training process of our CML system. Instead,

our approach preserves customers’ data privacy, at least to a considerably larger extent.

Numerous data aggregating companies—often referred to as “data brokers”—such as Acx-

iom or eBureau offer retailers expensive and frequently inaccurate (Neumann et al. 2019),

individual-level data to profile their customers based on aggregate-level data (Federal Trade

Commission 2021). The inaccuracy of this information originates from limited amounts of

data and lack of insights leading to segment assignment and consumer profiling problems
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(De Bruyn and Otter 2022). Our research illustrates that novel CML methods such as causal

forests (Athey et al. 2019) may eventually render the intermediate estimation of individual-

level data from aggregate-level sources obsolete and limit the need to purchase expensive data

sets from data brokers. Additionally, by not inferring personal characteristics of customers,

our data enrichment strategy arguably maintains a higher degree of customers’ privacy.

3 Empirical strategy

In this section we outline the structure of our strategy to develop and validate our proposed

smart green nudging approach. We proceed as follows. First, we introduce a simple theo-

retical framework that aims to illustrate the workings of our green nudge and the potential

benefits of making it “smart”. Second, we outline the design of our large-scale field study.

Third, we explain our data enrichment procedure, the causal machine learning method, and

our assessment design.

3.1 Theoretical framework

This subsection develops a simple theoretical framework that has two objectives. On the

one hand, it aims to formally illustrate the effects of our green nudge, i. e., increasing the

salience of the adverse environmental externalities related to product returns. On the other

hand, the framework intends to formally explain why our proposed smart green nudge—a

green nudge smartly administered through a CML system—can improve the performance of

our product return intervention. Notably, our simple framework is by no means a complete

theoretical model that we derive hypotheses from. Instead, we want the model to help the

reader better fathom the fundamental notions underlying our proposed smart green nudging.

Let the retailer’s profit Πi for an individual customer i ∈ N be given by

Πi = pi · xi(ω) · [1− ri(ω)]− cp · xi(ω)− cr · ri(ω) · xi(ω). (1)

pi > 0 represents the average price of the products xi(.) that customer i purchased. ri(.) ∈
[0, 1] describes the share of purchased products that the customer eventually returned to

the retailer. cp > 0 represents the average marginal costs associated with producing, of-

fering, and delivering the products the customer purchased whereas cr > 0 depicts costs of

handling a product return that include any reselling value of returned products. Without

loss of generality let ω ∈ R+ denote a customer’s inclination for PEB. We assume that

this inclination shapes customers’ demand and return behaviors. Conditional on individual
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i’s preferences, the type of product, and other situational factors, the relationship between

demand xi (product return ri(.)) and ω can be positive or negative.

Following Schneider et al. (2018) and Thaler and Sunstein (2009), we model our green

nudge as a cognitive stimulus s > 1 that (temporarily) shifts customers’ inclination ω to

ω̂ = s · ω. That is, the green nudge makes customers more aware of the environmental

ramifications of their behavior. According to our theoretical framework (1), this intervention

will affect profits through changing customers’ demand xi(.) and the fraction of returned

products ri(.). In our setting, the heterogeneity that previous literature documents regarding

the success of (green) nudging originates from individual differences in the direction and

relative size of demand and product return changes. Formally, it follows that the retailer’s

profit for customer i increases ∂Πi

∂ω
≥ 0 if and only if∣∣∣∣ 1xi

[
pi − cp
pi + cr

− ri

]∣∣∣∣ · ∣∣∣∣∂xi

∂ω

∣∣∣∣ ≤ ∣∣∣∣∂ri∂ω

∣∣∣∣ . (2)

Following condition (2), the intervention is profitable when the (absolute) PEB elasticity in

returns ∂ri(.)
∂ω

is larger than the (absolute) PEB elasticity in demand ∂xi(.)
∂ω

scaled by the factor∣∣∣ 1
xi

[
pi−cp
pi+cr

− ri

]∣∣∣ < 1. According to the scaling factor, the likelihood that the intervention is

profitable increases with a customer’s initial demand xi, initial return rate ri, and the costs

associated with the production and return of products cp, cr.

To maximize overall profits
∑

i Πi for a given price and cost structure, the retailer needs

to account for heterogeneous treatment effects and administer the intervention only to the

subset of customers G ⊂ N (i) whose absolute PEB product return elasticity is relatively

larger than their absolute PEB demand elasticity, (ii) who make a sufficiently large pur-

chase, and (iii) who originally have a high product return rate (e.g., because they engage in

bracketing). By administrating the intervention only to this type of customers, the retailer

can ensure that the environmentally desirable intervention increases profits and is, therefore,

viable from a business perspective.

Naturally, the question is how to identify the subset of customers G? This is where our

proposed enriched digital footprint and the CML system come in. We first combine customer

level with publicly-available aggregate data. Using this “enriched” data set, we then train

a CML system capable of predicting whether ∂Πi

∂ω
≥ 0 holds true for individual customers

allowing us to smartly administer the green nudge only to this subset of customers.
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3.2 Large-scale field study

The first step in the development of our smart green nudging approach was the design

and implementation of a large-scale, randomized field experiment. The purpose of the field

experiment is twofold. First, we needed to test the efficacy of a green nudge to reduce

product returns and collect data to train the CML system. Second, the successful training

of our CML system (a causal forest (Athey et al. 2019)) effectively requires us to possess

data where the treatment is randomly assigned (Wager and Athey 2018). To conduct a

randomized field study, we collaborated with an industry partner—a large European fashion

retailer.

Together with our industry partner, we designed a green nudge that we implemented

in the German online shop by means of a randomized A/B test. To design the nudge, we

closely collaborated with our partner’s UX department allowing us to combine the highly

complementary practical and academic expertise. During the process of developing the green

nudge, we had to balance theory-based notions of how to design nudges and test isolated

mechanisms with practical feasibility and business restrictions. For instance, while the re-

searcher part of our team in a first best case would have tested a variety of different green

nudges to better understand distinct mechanisms, this approach was practically infeasible.

Hence, our team of researchers and practitioners eventually had to agree on one design that

we expected to perform best when first put live in the online shop. While being a protracted

process, the open discussions around the selection of a specific green nudge helped both the

researchers and practitioners of our team to learn how to communicate with each other and

carefully navigate research and business interests. Figure 1 depicts the structure of the green

nudge we eventually implemented in our field experiment.

Our implemented green nudge comprised two components that we automatically ad-

ministered throughout customers’ online shopping process: (i) an informational prompt that

occurred whenever customers checked their shopping basket, and (ii) a reminder that popped

up after customers completed their purchase and obtained the final confirmation that prod-

ucts are being sent. The prompt simply informed customers about the existence of the

environmental issue of product returns and that considerate shopping decisions can help al-

leviate these negative side effects. The reminder again emphasized that product returns are

a problem for the environment and asked customers to indicate their personal commitment

to reduce product returns on a 5-point scale. We included the self-commitment component

upon the suggestion of the practitioners in our team because they had received positive cus-

tomer feedback about self-commitment instruments used during other successful A/B tests.

The addition of this design component is one example of the immensely valuable insights

practitioners in the team shared with researchers to adjust the green nudge to the idiosyn-
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Confirmation page
Browsing in shop,

adding items to basket

Customer 
enters shop

𝒕𝟏

Customer views basket
for the 1st time

𝟎

Browsing in shop,

revisiting basket,

adding to / removing from basket

𝒕𝟐

Purchase
completion

time

𝒕𝟑

Customer 
leaves shop

Prompt (in basket)

Reminder

Figure 1: Two-component green nudge to reduce returns. The prompt appears when con-
sumers check their baskets. The reminder is shown after payment.

crasies of their customer base, emphasizing the importance of the engagement of and with

practitioners in research-industry collaborations. Our team came up with a prompt and a

reminder for two reasons: (i) because research has shown to be effective due to their low-cost

and easy-to-implement nature (e.g., Goldstein et al. 2007, Mirsch et al. 2017, White et al.

2019), and (ii) because our industry partner had used them in a different context before,

i.e., was already familiar with both instruments. Notably, we combined the prompt and the

reminder to enhance the effectiveness of the green nudge and thus increase the likelihood

that our industry partner would already see positive results regarding product returns during

the A/B test.

We tested the designed green nudge in a randomized field experiment that ran for seven

weeks in the German online shop of our industry partner.1 Website visitors from stationary

devices were automatically and randomly assigned to treatment (green nudge) and control

groups (no nudge) when they first checked their shopping basket. In total, a seven-figure

number of visitors have unknowingly participated in the field study. Several randomization

checks (see Figure 7 in Appendix) show that the randomization process was successful along

elicited characteristics. Across the treatment and control groups, 49,600 visitors made a

purchase. The conversion rate is typical for the fashion retailer industry. When analyzing

the efficacy of our green nudge to reduce product returns, we naturally focus on website

1Please note that we are unable to report certain details to maintain confidentiality and preserve the
anonymity of our industry partner.
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visitors who made a purchase.

For each of these customers, our industry partner logged purchase information such as the

overall demand value, the returned products, the number of duplicate products in the basket,

and product categories bought (e.g., female fashion, kids fashion, organic products). We also

obtained customers’ digital footprint, including their browser type, web reference, and their

IP address. A considerable obstacle our team needed to overcome regarding the collected

data was (i) the logging structure and (ii) the dispersion of online shopping, purchasing, and

product return information throughout the organization of our industry partner. Gathering

the required data and transforming it for analyses and the development of the CML system

required extensive guidance and effort by our team’s practitioners who had to engage with

different business units in their company.

3.3 Data enrichment, causal forests, and analysis

The enriched digital footprint. As illustrated by our theoretical framework, the smart

green nudging approach seeks to administer the green nudge selectively to customers for

whom it increases profits. To identify these customers, we train a CML system to predict

conditional average treatment effects for each customer.

Figure 2: Challenges to the decision whom to nudge

The ability of the CML system to make accurate predictions depends critically on the rich-

ness and granularity of the data available during the training process (Guo et al. 2020). To

understand what data we can leverage to train the system and eventually make predictions,

we need to consider the shopping process and the point in time at which the administration

of green nudging needs to be determined. As Figure 1 illustrates, the initial touch point

with the green nudge is customer’s first visit to her shopping basket (t1). At this stage of

the shopping process, our industry partner possesses (i) current data on customers’ shopping

basket composition, and (ii) customers’ digital footprints. That is, without any additional

efforts, a CML system can only leverage this customer-level information to predict whether
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it is profitable to administer the green nudge. While the digital footprint is typically equally

informative across customers, the quality of the basket data depends on customers’ shop-

ping habits and can vary considerably. Some customers may like to browse and add many

products to their baskets before checking it for the first time whereas others may like to add

one or two items and then immediately check their shopping baskets. Therefore, the quality

of the available basket data may not suffice for the CML to learn underlying behavioral

regularities and eventually produce sufficiently accurate predictions.2

To overcome these obstacles, we enrich the customer data available when deciding whether

to administer the nudge with publicly available aggregated data (see Figure 2 for an illus-

tration of the challenges and solutions). Our industry partner can store these data in the

backend of the online store and use it to make predictions as needed. We identified relevant

aggregate data building on our theoretical framework and prior literature suggesting that an

individual’s likelihood of engaging in more PEB relates to their socio-economic environment

(Green and Peloza 2014, White et al. 2019). We select publicly available data sources on

socioeconomic status, environmental attitudes, and ecological behaviors at the regional, and

district levels. Notably, we only use aggregate data and refrain from leveraging data that

is potentially privacy-invasive, such as the home address or the browser history. Specifi-

cally, we used data from the German Socio-Economic Panel (SOEP),3 and publicly available

government-provided data on the income of private households per capita and share of settle-

ment areas as population density indicator within a region of interest4 to enrich the available

customer data. We refer to the data resulting from fusing customer-level data (basket data

and the digital footprint) with aggregate third-party data as the enriched digital footprint.

Table 1 provides an overview of the resulting data structure and the level of aggregation:

the basket and digital footprint data from the 49,600 individual shopping sessions stem from

2,636 unique geolocations in Germany; the data from SOEP is regional (96 German regions);

the other public statistics are on the district level (401 German districts), whereby districts

uniquely map to regions.

To join the different levels of aggregation, we leverage the IP address included in the

digital footprint. Specifically, we use the 2,636 unique geolocations of shopping sessions to

2In line with this argumentation, our data ablation study reported below reveals that merely relying on
basket (and digital footprint) data does not suffice for the smart green nudge to outperform the naive green
nudge substantially.

3The SOEP comprises responses from more than 30,000 representative individuals in Germany in 2019.
Among many other dimensions, SOEP captures demographics, preferences, and attitudes of German citizens.
While the SOEP data is generally a publicly available resource, it can only be used for scientific purposes.
We refrain from using SOEP data in developing an operational system and merely leverage it as a proof of
concept that we can showcase.

4See https://www.statistikportal.de/de/vgrdl/ergebnisse-kreisebene/einkommen-kreise and
https://www.landatlas.de/daten.html
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Source Aggregation Data Type

Initial basket Customer Basket value Numerical

Number of products Numerical

Number of eco-friendly products Numerical

Contains duplicate products Binary

Category ”Women“ Binary

Category ”Children“ Binary

Category ”Sports“ Binary

Category ”Hipster“ Binary

Category ”Organic“ Binary

Digital footprint Customer Internet provider Categorical

Internet browser Categorical

Online during working hours Binary

Public Statistics Aggregate (District) Income private households Numerical

Share of settlement area Numerical

SOEP Aggregate (Region) Worry about environment Numerical

Members environmental groups Numerical

Table 1: Data for Smart Green Nudging.

compute a Voronoi diagram (cf. Burrough et al. 2015)—a common spatial resolution for

connecting different granular data sets by partitioning Germany into cells (see Figure 3).5

Creating the enriched digital footprint unlocks substantial additional business opportuni-

Region District
Voronoi
cell

IP geolocation

Region Prignitz-Oberhavel
District Oberhavel

Region Uckermark-Barnim
District Barnim

IP Geolocation
52.7420, 13.4580

German regions and districts Voronoi diagram from IP geolocations Example: Voronoi cell across two 
regions and two districts

Figure 3: Visualization of different data aggregation levels.

Notes: From left to right the maps reveal (i) the partition of Germany into 96 regions and 401 districts, (ii) the 2,636 unique geolocations
and their corresponding Voronoi cells, and (iii) examples of geolocations and the Voronoi cell intersecting two districts and regions. In
map (iii) all shopping sessions originating from IP addresses associated with the given location will be assigned the weighted average of
the third-party variables from the two districts/regions.

ties. Where individual-level data is scarce or unreliable (e.g., De Bruyn and Otter 2022), the

enriched digital footprint offers additional insights that can help tailoring marketing inter-

ventions. Our approach showcases that businesses can enrich their customer data without

relying on privacy-invasive data or on costly third-party data from brokers. Instead, they

5Each cell uniquely maps to one of the 2,636 IP locations. A cell consists of all points of Germany closer to
that IP location than to any other IP location. We assume the cell around an IP location to be an appropriate
approximation of the customer’s location. Before we join the aggregate data with the individual shopping
sessions, we also compute the aggregate variables as weighted averages for each IP location. Specifically, each
district or region overlapping with a Voronoi cell contributes to the weighted average, whereby the share of
overlap in the total area of the cell constitutes the weight.
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may draw from publicly available sources only, which makes the enriched digital footprint a

highly accessible tool for personalizing (marketing) interventions.

The causal forest. To make our green nudge smart, we apply causal forest (CF) estimation

techniques to the data from our randomized field experiment that we enriched as outlined

above (Athey et al. 2019, Wager and Athey 2018). The CF aims to predict the conditional

average treatment effect E(Yi,1 − Yi,0|X = xi) (CATE), i.e., the expected change in the

outcome variable Yi,j for an individual i with certain characteristics X = xi when being

exposed to some treatment intervention j = 1 compared to not being exposed j = 0. In our

context, the CF estimates how the expected retailer profit obtained from customer i would

change if she observes the green nudge. The problem CFs solve is that standard fit measures

like mean squared error are naturally not applicable in the training process of supervised

machine learning models, because it is impossible to observe Yi,1 and Yi,0 simultaneously for

the same individual—after all, one customer can either observe the nudge or not. Athey and

Imbens (2016) first showed that maximizing the variance of treatment effects across leafs

in decision trees (minus some penalty term) is mathematically equivalent to minimizing the

expected mean squared error of predicted treatment effects. As a result, a tree trained

using the variance maximization criterion can estimate the CATE for individual i as the

treatment-control difference between average outcomes Y 1,L−Y 0,L in the tree’s leaf L where

individual i is contained. A CF generalizes this idea to an ensemble of multiple decision

trees forming a forest. Notably, the training of CFs is typically “honest” in the sense that

disjoint subsamples of the training data are used to build the CF and estimate the CATE.

In our scenario, we train a CF to estimate customers’ CATE with respect to profit, and

based on that, decide whether it is the profit-maximizing choice to apply green nudging

to a particular customer. We wish to treat only customers whose estimated CATE is non-

negative, i.e., green nudging does not backfire and for whom the previously outlined condition

(2) holds. We implement the CF in Python using the popular EconML and scikit-learn

libraries.6 We follow common data science conventions and randomly split the data into

different sets of training (80%) and testing (20%) partitions (Hastie et al. 2009). We apply

one-hot encoding to categorical variables and standardize numerical variables based on the

training set. We then use the training set to construct, tune, and estimate the CF that

predicts the effect of administering the green nudge on the marginal profit of an individual

shopping session. The hyperparameters for the causal forest are determined by applying a

grid search in a 5-fold cross-validation on the training set based on out-of-sample R-score

performance (Schuler et al. 2018). We report tuning ranges in Table 6 in the Appendix. Our

implementation of the CF is combined with double machine learning-based residualization

6See https://github.com/microsoft/EconML and https://scikit-learn.org/stable/
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(Oprescu et al. 2019) to further boost its predictive performance.

Assessment design. Due to time and organizational constraints on the part of our in-

dustry partner, we needed to evaluate our smart green nudging approach using the data

we already possess. In our analyses, we use the training data set to build an optimized

CF. The optimized CF predicts the CATE for each observation in the test data set. We

administer the green nudge to all sessions for which the predicted CATE is non-negative.

As a result, for each customer, we now know (i) whether the CF would have administered

the treatment (i.e., “CF, no nudge” or “CF, green nudge”), and (ii) whether this person was

actually treated in the field experiment (i. e., “no nudge” or “green nudge”).

To measure the effect of smart green nudging, we conservatively consider the subset of the

test data for which the hypothetical CF-administered treatment and the actual treatment

coincide. For example, for a given customer j, the CF may predict that the nudge increases

(decreases) profits and administers the treatment “CF, green nudge” (“CF, no nudge”).

If the actual treatment of customer j was “green nudge” (“no nudge”), then the CF and

actual treatment coincide. We compute the average product returns, and profits across all

customers for which the hypothetical CF treatment and the actual field treatment coincide.

To assess the effectiveness of the smart green nudge we compare the resulting smart green

nudge measures with the corresponding measures averaged across all observations in the

current test set, i. e., the outcomes for the naive green nudge.

4 Results

In this section we present the impact of our green nudge intervention and smart green

nudging approach. We first depict the benefits of our green nudge in the large-scale field

study. Subsequently, we demonstrate the additional value that our smart green nudging

approach can deliver. Note that we linearly transformed the main variables of interest (i.e.,

product returns and profits) due to their confidential nature.

4.1 Green nudging

Overall treatment effects. Table 2 shows summary statistics for the main variables of

interest in our field experiment. We depict results for our treatment and control conditions

separately. The results reveal that our green nudge had a significant impact on our industry

partner’s product returns and profits. A comparison between the value of returned products

in our two study conditions shows that our green nudge entailed a statistically significant

decrease in product returns by 3.8% (Kruskal-Wallis test: p < 0.05). Considering the green

18



nudge’s impact on average profits, we find a statistically and economically significant increase

by 8.7% (Kruskal-Wallis test: p < 0.05). In relation to our theoretical framework, these

results depict that
∑

i Πi(ω̂) >
∑

i Πi(ω) with, most importantly from an environmental

perspective,
∑

i ri(ω̂) <
∑

i ri(ω).

Returns Profits

Group Obs.
Mean

(Std. Dev)
Mean

(Std. Dev)

Control 24,319
23.59

(48.86)

8.15

(32.84)

Treatment 25,281
22.69
(48.24)

8.86
(33.59)

Difference in % -3.8** +8.7**

Kruskal-Wallis test significance levels: * p <0.10, ** p <0.05, *** p <0.01

Table 2: Overall effect of green nudging

These first results demonstrate the remarkable impact that our designed green nudge

had. Importantly, the low-cost, minimally invasive intervention comprising two simple pieces

of information simultaneously reduces product returns and increases profits. Therefore,

it is beneficial for both the society at large (i. e., by reducing environmental externalities

associated with product returns) and the retailer (i. e., by increasing net profits). Considering

the example of annual carbon dioxide emissions attributable to the logistics of returns in the

US alone (e. g., Calma 2019), the intervention could reduce the carbon footprint by 570,000

metric tons of carbon dioxide emissions annually. This amount is roughly equivalent to the

annual emissions from the electricity consumption of 110,000 homes in the US7.

From a business perspective, according to internal figures of our industry partner, the

estimated annual profit increase quickly amortizes costs associated with the development,

implementation, and maintenance of the green nudge. In fact, the developed green nudge

turned out to be so successful that our industry partner opted to keep the green nudge

running in the German online shop. Apart from the immediate business benefits in terms

of decreased costs and increased profits, our industry partner received positive customer

feedback in their regular surveys. Additionally, the industry partner observed their net

promoter score increase in the immediate aftermath of the green nudge intervention. We

provide customer quotes and further details in the Appendix (see Table 7). While these

insights merely represent anecdotal evidence, these results may constitute an indication that

the introduction of the green nudge has additional positive effects on company image and

long-term growth. One may, for instance, speculate that our simple intervention leads to

pronounced customer loyalty or even a change in the customer base due to self-selection.

7https://www.epa.gov/energy/greenhouse-gas-equivalencies-calculator
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Treatment heterogeneities. Despite the green nudge’s overall effectiveness in simultane-

ously reducing product returns and increasing profits (entailing positive average treatment

effects) more nuanced analyses on treatment heterogeneities reveal that the nudge appears

to backfire for certain customer segments (i. e., it sometimes creates negative conditional

average treatment effects), i.e., in line with our theoretical framework there exist a subset G

with Πj(ω̂) < Πj(ω) with rj(ω̂) > rj(ω) for j ∈ G ⊂ N . In this subsection, we will depict

the existence of considerable treatment heterogeneities by means of an example. Notably,

while we only provide one example for brevity and readability, our analyses revealed similar

results for different customer segmentations, too (see Table 5 in Appendix).8

Returns Profits

Obs
Mean

(Std. Dev)
Effect

Mean

(Std. Dev)
Effect

Dortmund

Control 382
25.50

(53.61)
⇓ **

5.65

(34.04)
⇑ **

Treatment 422
15.26

(31.83)

12.17

(30.71)

Hamburg

Control 10.72
22.80

(46.41)
⇓ **

7.70

(30.29)
⇑

Treatment 1,092
17.66

(40.51)

10.16

(27.16)

Middle Franconia

Control 475
20.74

(42.54)
⇑ *

9.82

(33.59)
⇓

Treatment 521
30.06

(66.61)

5.38

(38.53)

Kruskal-Wallis test significance levels: * p <0.10, ** p <0.05, and *** p <0.01

Table 3: Effect of green nudging in various locations

Table 3 depicts treatment heterogeneities for three different customer segments based on

the geolocation derived from their IP address. These results prove that the green nudge

can have a considerably heterogeneous impact for customers from different regions. While

the green nudge leads to a significant decrease in product returns in Dortmund (Kruskal-

Wallis test: p < 0.05) and Hamburg (Kruskal-Wallis test: p < 0.05), we observe that it

significantly increased the product returns in Middle Franconia (Kruskal-Wallis test: p <

0.1), i. e., the intervention evoked opposite responses for customers and backfired regarding

product returns. This statistically and economically (+45.4%) significant impact on product

returns by itself constitutes a non-negligible negative impact from the societal perspective.

Notably, even though the impact on profits for the Middle Franconia segment is statistically

insignificant (p = 0.18), the economic significance is remarkable (−44.9%).

These findings are in line with prior literature on potential dangers of using (green) nudges

as an intervention (e.g., Liu et al. 2016, Weinmann et al. 2016). Previous research suggests

8Note: given the variability in latent customer attributes, our analyses arguably only scratched the tip
of the figurative treatment heterogeneity iceberg.
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that these backfire effects may represent a reactance effect (Reich and Robertson 1979)

creating negative emotional appraisals (Zemack-Rugar et al. 2017, Gonzalez-Arcos et al.

2021). The observed backfire effects for certain customer segments render the green nudge

(if naively administered to all customers) as a helpful but not optimal solution from both

the societal and business perspective. Inspired by our theoretical framework and previous

literature, we next show how to address this heterogeneity by utilizing a causal forest (Athey

et al. 2019) that we trained on customers’ enriched digital footprint to identify the segment

of customers G for which Πj∈G(ω̂) < 0.

4.2 Smart green nudging

Impact of smart green nudging. In this subsection, we outline the additional impact of

making the green nudge “smart” by means of a representative train-test split. All reported

results are robust to variations in this split. For simplicity, throughout our analyses, we

refer to administering the green nudge to all customers, i.e., not accounting for outlined

treatment heterogeneities, as “naive green nudging”. Figure 4 contrasts the overall impact

of naive and smart green nudging relative to the control condition in our field experiment. We

depict results for the overall number of returned products and profits. We report associated

summary statistics in Table 4.
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Figure 4: Impact of smart green nudging.

Notes: We depict the overall changes in returned products (left) and profit (right) of naive and smart green nudging relative to no
nudging (control).

Our results paint a clear picture: making the green nudge smart using causal machine

learning methods has a considerable impact on both product returns and profits. More

specifically, our smart green nudging approach compared to the naive green nudging leads to
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an additional decrease in product returns by 2.1%. Compared to not nudging customers at

all, the smart approach entails an overall decrease of product returns by 6.7%. Examining

the impact of smart green nudging on our industry partner’s profits we find that making

the intervention smart additionally increases profits by 2.6%. Compared to having no nudge

in place, the profit increase associated with the smart green nudge equals 12.5%. Notably,

the optimized causal forest administers the green nudge to approximately 95% of the cus-

tomers. The decrease in product returns and increase in profits associated with treating

fewer customers provide strong evidence that our optimized causal forest potently addresses

treatment heterogeneities at the customer level that mitigate the naive green nudging overall

effectiveness. Following the example of annual carbon dioxide emissions attributable to the

logistics of returns in the US alone (e. g., Calma 2019), smart green nudging could further

reduce the carbon footprint by an additional 315,000 metric tons of carbon dioxide annually.

Returns Profit

Group Obs
Mean Mean

(Std. Dev) (Std. Dev)

(i) No nudging (baseline) 4,921
23.33 8.65

(48.76) (33.36)

(ii) Naive green nudging 4,999
22.23 9.48

(46.24) (36.43)

(iii) Smart green nudging 4,956
21.77 9.73

(45.57) (36.32)

Difference (ii) - (i) in % −4.71 +9.60

Difference (iii) - (i) in % −6.69 +12.49

Difference (iii) - (ii) in % −2.06 +2.64

Table 4: Summary statistics from the analyses of smart green nudging.

In sum, our analyses depict that there exists considerable potential to switch from naively

administering the green nudge to all customers to smartly nudging only those that our causal

forest identifies as “worthy” to treat. In terms of our theoretical framework, our smart green

nudging approach leads to
∑

i∈N\GΠi(ω̂) +
∑

j∈G Πj(ω) >
∑

i∈N Πi(ω̂) >
∑

i∈N Πi(ω) with∑
i∈N\G ri(ω̂) +

∑
j∈G rj(ω) <

∑
i∈N ri(ω̂) <

∑
i∈N ri(ω).

Inside the black box. At this point, the reader may naturally wonder about two closely

connected things: (i) what is the value of using the enriched digital footprint, and (ii)

why does the smart green nudge work? To answer these questions, in the final step of our

analyses, we provide insights into the inner workings of the causal machine learning system

we developed using methods from the field of eXplainable Artificial Intelligence (e.g., Bauer

et al. 2022).

In response to the first question, Figure 5 presents results of a data ablation exercise

where we repeated our analyses under the restrictions that the causal forest only learned

based on customer-level data (i. e., basket data alone, and basket data together with the

basic digital footprint). We show the results for product returns and profits relative to the
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Figure 5: The value of the enriched digital footprint.

Notes: We depict the impact on the change in returns (dots) and change in profit (triangles) when moving from naive to smart green
nudging for different datasets.

naive green nudging.

The data ablation study reveals the considerable business and societal value associated

with the construction of our enriched digital footprint. We find that training the causal

forest on basket data alone does not lead to an improvement of the smart green nudge over

the naive one. In line with prior literature on the potential value of digital footprints (e.g.,

Berg et al. 2020), we find that the combination of basket and digital footprint data achieves a

better result than the basket data alone. Using this combined data to train the causal forest

causes our smart green nudging approach to outperform the naive green nudging (product

returns: −1.29%; profits: +1.32%). However, fusing aggregate data to the customer-level

data leads to an even better outcome (product returns:−1.98%; profits: +2.88%), illustrating

the remarkable additional value that the construction of an enriched digital footprint can

have.

To answer the second question, Figure 6 depicts the aggregated feature importance (left)

during the prediction process of the optimized causal forest, i.e., how much weight the fea-

tures of different types of data have for a typical prediction (basket data in white, digital

footprint in light gray, aggregate data in dark gray). On a more granular level (right), we

show the importances of individual features. The Figure provides two main insights. First,

we gain a better understanding of the predictors of the green nudge’s success in increasing

profits (and reducing returns). Somewhat intuitively, and in line with our theoretical frame-

work under (2), we find that the size of a customer’s basket when first checking it (i. e., initial

basket value) is the strongest single predictor of the nudge’s efficacy. The feature importance

plot also reveals that the shopping basket composition at this point in time is relevant, e.g.,

how many duplicate products, or green products it contains. We discussed these insights

with experts from our industry partner to ensure the validity of the causal forest’s internal
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Figure 6: Feature importance aggregated by the type of data (on the left) and on an indi-
vidual level (on the right). Feature importance is computed based on mean absolute SHAP
values (Lundberg and Lee 2017).

working and alleviate concerns that it ultimately picked up non-generalizable feature-label

relations in the data. The feature importances are largely in line with the consulted experts’

expectations. Interestingly, some of the results, while ultimately plausible, came as a surprise

to experts and inspired them to reconsider some of their persona definitions (e.g., the feature

“Online during work hours”). This anecdotal evidence illustrates that the employment of

causal machine learning methods to address treatment heterogeneities (in A/B tests) may

even constitute a source of inspiration to understand customer segments better (or define

new ones) and improve the design of future interventions. Second, further corroborating the

value of adding aggregate data and creating the enriched digital footprint, we observe that

the aggregate data features have relatively high importance in the prediction process. In

particular, the share of environmental activists in a region and the average regional house-

hold income are respectively the second and third most important feature to predict the

change in the retailer’s profit from a specific customer.

5 Discussion and conclusion

In this paper, we propose and validate a novel interdisciplinary smart green nudging approach

for effectively reducing product returns in E-commerce. Building on prior literature from

Psychology and Behavioral Economics we first design a minimally invasive, low-cost green

nudge that we test in a seven-week large-scale randomized field experiment in the German

online shop of a leading European fashion retailer. Overall, administering the green nudge

to all customers can significantly reduce product returns and increase retailer profits. By
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doing so, our simple green nudge has a positive environmental and economic impact. Due to

customer heterogeneity, however, the green nudging can backfire and lead to non-negligible

increases in product returns and decreases in profits for certain customer segments that ad-

versely affect the intervention’s impact. To account for customers’ heterogeneous responses,

we construct what we call an enriched digital footprint and utilize it to train a CML system

that “smartly” determines the administration of the green nudge on the individual level

to optimize its efficacy. Further analyses show the superiority of this smart green nudging

approach over naive nudging of all customers in terms of both reducing product returns and

increasing profits. Hence, the construction of the enriched digital footprint and employment

of state-of-the-art machine learning methods simultaneously benefits society at large and

the retailer, i.e., contributing to the marketing for a better world agenda (e.g., Luo and

Bhattacharya 2009, 2006).

Our work has several theoretical and practical implications. First, from a marketing

research perspective, our research emphasizes the importance of addressing customers’ het-

erogeneous responses to marketing interventions even if they are overall successful. Despite

the already positive impact of our green nudge in the field study, thorough analyses revealed

the existence of backfire effects for specific customer segments. By addressing these hetero-

geneities and making the nudge smart, we are able to reinforce the intervention’s impact on

product returns and retailer profits. Despite the knowledge that the effectiveness of online

marketing interventions may significantly improve when addressing customer heterogeneities

(Mills 2022, Peer et al. 2020, Sunstein 2013), it is typically common practice to rely on a

“one-size-fits-all strategy”. That is because personalizing online interventions, especially in

real-time, requires granular data that is often unavailable (Mills 2022). As a result, the

development and employment of algorithms to personalize interventions is frequently too

costly, impracticable, or assumed to have a negligible additional impact (Peer et al. 2020).

Our work not only showcases the possibly substantial benefits of addressing heterogeneities

and, therefore, warns marketing researchers to neglect individual-level differences. With our

data enrichment and causal machine learning strategy, we additionally present a scalable,

data-driven approach to optimize the effectiveness of marketing interventions and even learn

about previously unknown factors shaping customer behaviors. In that sense, our work

also indicates how novel machine learning technologies may render the development and

implementation of marketing interventions more beneficial as they allow for an automatic

optimization of these measures on an individual level.

Second, our work adds to the discussion on granularity, and amount of data needed to per-

sonalize marketing intervention effectively (e. g., Mills 2022). Understanding customer seg-

ments is pivotal to optimizing marketing interventions. To characterize customer segments
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researchers and practitioners often revert to obtaining customers’ personal characteristics,

e.g., using statistical models on aggregate data (De Bruyn and Otter 2022) or buying them

from data brokers at high costs (Federal Trade Commission 2021). Our work demonstrates

the value of merging customer-level with publicly-available, aggregate data—creating an

enriched digital footprint—to personalize interventions without relying on expensive third-

party services. Importantly, by training a machine learning model on the enriched digital

footprint to predict a business figure of interest, our way of enriching the data preserves

customers’ privacy in regard to sensitive characteristics such as age, gender, or ethical back-

ground. Considering increasingly tight regulations on data-privacy (e.g., EU 2016, 2021)

our strategy appears to provide a sensible middle-ground to personalize marketing inter-

ventions, especially when they contribute to the notion of a better marketing for a better

world (Luo and Bhattacharya 2009). Following our insights, the construction and mainte-

nance of aggregate-level databases from publicly available sources constitutes an important

complement to the employment of state-of-the-art machine learning methods to personalize

marketing interventions.

Third, for practitioners, our data enrichment and analytical methodology to test the

effectiveness of making the green nudge smart provide a blueprint to re-examine the effec-

tiveness of previously discarded marketing interventions. In practice, conducting an A/B

test and finding an intervention to be overall ineffective at improving a specific variable of

interest frequently leads to its abandonment—this is also true for our industry partner. With

our approach of enriching customer data, developing a causal machine learning system, and

running simulations, practitioners have a tool at their disposal to test whether discarded

marketing interventions positively affect specific customer segments that they previously

overlooked. To do so, they need the data of a given intervention’s A/B test and enrich it

utilizing publicly-available aggregate data sets. Novel insights into the existence of pivotal

heterogeneities may help practitioners improve the effectiveness of (marketing) interventions

and improve the business figure of interest in a more nuanced way.

Fourth, from a practitioner’s point of view, our work also illustrates how causal ma-

chine learning methods can serve as a novel source for customer insights and inspiration.

Specifically, using explainable artificial intelligence methods to render the internal logic of

causal machine learning methods interpretable (e.g., Bauer et al. 2022) provides the oppor-

tunity to explore and understand how specific customer characteristics contribute to the

estimated treatment effect, i.e., understand the implicitly learned customer segmentation.

In our case, for instance, feature importances indicate that the employed Causal Forests

deems the composition of the average income of private households on the district level as

a pivotal information to estimate treatment effects. This observation implies that our green
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nudge’s success somehow depends on customers’ wealth. Similar to our industry partner,

based on such insights, practitioners may conduct new customer research, re-examine current

assumptions and segment of their customers, refine future treatment interventions, and also

justify or explain interventions’ effectiveness to managers in their organization.

Finally, our work emphasizes the importance of marketing instruments—even low-cost,

minimally invasive ones like nudges—to address societal problems that originate from peo-

ple’s consumption behaviors. In our study, even the simple green nudge naively administered

to all customers helps to address the environmentally intricate issue of growing product re-

turns in E-Commerce. The use of a data enrichment strategy and causal machine learning

methods even enable us to enhance the positive environmental impact of the green nudge.

Against this background, our work indicates that modern digital technology may facilitate

the adherence to the principles of “Better Marketing for a Better World” (e.g., Luo and

Bhattacharya 2009, 2006) by enabling researchers and practitioners to better target small

interventions that have a positive impact for society.

A concluding remark is worth making. In our work, we leverage a data enrichment

strategy and state-of-the-art machine learning (ML) to optimize an ethically and socially

desirable outcome, showcasing how novel digital technologies and Big Data can contribute to

solving contemporary problems through personalizing treatment interventions. However, it is

vital to keep in mind that the high availability of (customer) data (e.g., customer footprint,

aggregated data on regional preferences and behaviors) combined with powerful machine

learning technologies can also be misused for undesirable purposes (e.g., targeting vulnerable

groups or discriminatory practices). Against this background, we want to emphasize that our

proposed approach is not meant to be an argument, much less a plea, for exploiting novel data

sources and ML technologies to personalize all kinds of interventions that maximize profits at

the expense of ethically, socially, or environmentally objectives. Instead, we comprehend our

approach as an example of how technologies enable us to align business and societal goals.

We hope that our work inspires researchers and practitioners to leverage available data and

increasingly powerful machine learning methods as a means to improve their sustainability

measures and make them more viable from a business perspective.

27



References

Abdulla H, Ketzenberg M, Abbey JD (2019) Taking stock of consumer returns: A review and

classification of the literature. Journal of Operations Management 65(6):560–605.

Akturk MS, Ketzenberg M, Yıldız B (2021) Managing consumer returns with technology-enabled

countermeasures. Omega 102:102337.

Allcott H, Rogers T (2014) The short-run and long-run effects of behavioral interventions: Exper-

imental evidence from energy conservation. American Economic Review 104(10):3003–37.

Altug MS, Aydinliyim T, Jain A (2021) Managing opportunistic consumer returns in retail opera-

tions. Management Science 67(9):5660–5678.

Ambilkar P, Dohale V, Gunasekaran A, Bilolikar V (2021) Product returns management: A com-

prehensive review and future research agenda. International Journal of Production Research

60(12):3920–3944.

Andor MA, Gerster A, Peters J, Schmidt CM (2020) Social norms and energy conservation beyond

the US. Journal of Environmental Economics and Management 103:102351.

Anitha J, Kalaiarasu M (2021) Optimized machine learning based collaborative filtering (omlcf)

recommendation system in e-commerce. Journal of Ambient Intelligence and Humanized Com-

puting 12(6):6387–6398.

Arevalillo JM (2021) Ensemble learning from model based trees with application to differential

price sensitivity assessment. Information Sciences 557:16–33.

Athey S, Imbens G (2016) Recursive partitioning for heterogeneous causal effects. Proceedings of

the National Academy of Sciences 113(27):7353–7360.

Athey S, Tibshirani J, Wager S (2019) Generalized random forests. The Annals of Statistics

47(2):1148–1178.

Athey S, Wager S (2021) Policy learning with observational data. Econometrica 89(1):133–161.

Bauer K, von Zahn M, Hinz O (2022) Expl(ai)ned: The impact of explainable artificial intelligence

on users’ information processing URL https://papers.ssrn.com/sol3/papers.cfm?abst

ract_id=3872711.
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Online Appendix

Randomization checks

In our field experiment, visitors were randomly assigned to treatment (green nudging) and

control groups (no nudging) when they first checked their shopping basket. To test whether

our randomization process was successful, we performed various randomization checks. Fig-

ure 7 presents the randomization checks for exemplary shopping session characteristics.
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Figure 7: Examples of randomization checks.

Heterogeneous effects of green nudging in different customer sub-

groups

Table 5 illustrates other exemplary customer segments where the green nudge backfires.

Evidently, the green nudge works particularly well for customers who already have adopted

a certain level of PEB and like to purchase sustainable products. In this group, the green

nudge significantly decreases returns by 4.9% (Kruskal-Wallis test: χ2 = 9.246, p < 0.01)

and increases profits by 10.9% (Kruskal-Wallis test: χ2 = 9.7, p < 0.01). Similarly, the green

nudge is highly effective in reducing opportunistic product returns by addressing bracketing

behavior. In our field experiment, the green nudge reduces product returns for customers

who engage in bracketing by i. e., by 2.8% (Kruskal-Wallis test: χ2 = 3.846, p < 0.05) and
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even manages to turn such previously not profitable customers into lucrative ones (Kruskal-

Wallis test: χ2 = 6.513, p < 0.05). By contrast, the effect of the green nudge is limited

—statistically and economically—for customers (i) who did not shop sustainable products

(ii) or did not order duplicate products (i. e., who did not engage in bracketing). Overall, the

illustrated effects further corroborate the existence of considerable treatment heterogeneities

for different customer segments.

Returns Profits

Obs.
Mean
(Std. Dev.)

Effect
Mean
(Std. Dev.)

Effect

Sustainable products in Basket: None

Control 6,224
1.646

(3.689)
⇑ 0.460

(2.685)
⇓

Treatment 6,546
1.657

(3.784)

0.444

(2.573)

Sustainable products in Basket: One or more

Control 18,095
2.605

(5.213)
⇓ ***

0.937

(3.458)
⇑ ***

Treatment 18,735
2.483
(5.121)

1.040
(3.581)

Number of duplicate products in Basket: None

Control 16,286
1.135

(2.600)
⇓ 1.225

(2.265)
⇑

Treatment 17,135
1.109

(2.528)

1.237

(2.244)
Number of duplicate products in Basket: One or more

Control 8,033
4.841

(7.028)
⇓ *

-0.018

(4.606)
⇑ **

Treatment 8,146
4.709

(7.071)

0.145

(4.860)

Kruskal-Wallis test significance levels: * p <0.10, ** p <0.05, *** p <0.01

Table 5: Effect of green nudging in various locations

Hyperparameter tuning

We determine the hyperparameters of the causal forest by applying a grid search in a 5-fold

cross-validation on the training set based on out-of-sample R-score performance (Schuler

et al. 2018). We report the tuning ranges of the grid search in Table 6.

Hyperparameter Values Meaning

max samples 0.3, 0.45 number of samples in training set for each tree
min balancedness tol 0.3, 0.5 imbalance tolerated between child nodes
min var fraction leaf None, 0.01 minimum variation of treatment vector in leaf

min samples leaf 5, 50, 100 minimum number of samples in leaf
max depth 5, 7, None maximum depth of trees

ntree 500 number of tree estimators in forest

Table 6: Hyperparameter grid for training of causal forest.
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Excerpts from customer feedback

In the weeks following the field experiment, our industry partner received feedback indicat-

ing that customers value its efforts for greater sustainability. Based on more than 16,000

net promoter scores and search poll feedbacks in the weeks after the experiment, customers

exhibited a slightly higher overall satisfaction and explicitly praised the retailer’s growing

focus on sustainability. We report selected quotes of customer feedback in Table 7. While

these insights merely represent anecdotal evidence, they nonetheless indicate that the in-

troduction of green nudging has additional positive effects on company image and possibly

long-term growth.

Customer quotes

What customers praised

“The new look and the focus on sustainability! Great job!”

“Variety in clothing, recycling and sustainability offerings”
“Buying sustainable products”

“The eco-friendliness. I would wish that every person pays more attention to this. [...]”
“The products [associated with] sustainability”

What customers suggested

“Even more sustainability”
“Become even more environmentally friendly in every way :)”

“[The retailer] should produce more fairly and sustainably.”

“Even more organic/sustainable (it’s already great, but there’s always more)”
“More sustainable products.”

Table 7: Exemplifying quotes from customer feedback collected at the online retailer in the
weeks following the field experiment.
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