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# MOTIVES BEHIND COOPERATION IN FINITELY REPEATED PRISONER'S DILEMMA 

ANUJIT CHAKRABORTY*


#### Abstract

This paper deploys a novel experiment to compare four theories that explain both selfish and non-selfish cooperation. The four theories capture incomplete information (à la Kreps et al. [1982]) alongside the following four non-selfish motives: caring about others (Altruism), being conscientious about cooperation (Duty), enjoying social-efficiency (EfficiencySeeking), and reciprocity (Sequential Reciprocity). Our experimental design varies the decline-rate of future rewards, under which these theories make contrasting predictions. We find that Efficiency-Seeking is the otherregarding behavior that fits the experimental data best. A Finite Mixture Model analysis finds that 40-49\% of our subjects are selfish, 36-45\% are Efficiency-seeking, 1-4\% are Duty players, and 6-20\% are Altruistic. JEL Codes: C72, C73, C92.


What motivates cooperation in interactions that can be modelled as Finitely Repeated Prisoner's Dilemma (FRPD)? According to Kreps et al. [1982]'s reputation theory, it is the pursuit of higher payoffs under incomplete information: all players are selfish but they are uncertain if their partners are a selfish-type or a tit-for-tat type for whom playing tit-for-tat is the dominant strategy. Under the false belief that their partner could be playing the tit-for-tat strategy, selfish individuals maintain a cooperative reputation whenever it is profitable. ${ }^{1}$

[^0]Andreoni and Miller [1993], Cooper et al. [1992] find the high levels of cooperation observed in middle and terminal rounds of FRPD inconsistent with "reputation theory with purely selfish agents". They propose altruism as the complementary explanation and comment "all of the alternative models of altruism can be viewed as one of, or some combination of" Pure Altruism (Dawes [1980]), Duty (Palfrey and Rosenthal [1988], Cooper et al. [1992]), and Efficiency-Seeking (Kreps et al. [1982]).

To reconcile reputation and altruism under a simple-unified framework, we append the uncertainty about partner's inclination to conditionally cooperate with the three above-mentioned types of altruistic preferences:
i) Pure Altruism: Players also care about their partner's pecuniary payoffs. The period-utility of player $i$ is $u_{i}=p_{i}+\alpha_{i}^{A} p_{j}$, where $\alpha_{i}^{A} \in[0,1) . p_{i}$ is the pecuniary payoff of player $i$.
ii) Duty: Players consider cooperation as conscientious action. The periodutility of player $i$ is $u_{i}=p_{i}+\alpha_{i}^{D}$, where $\alpha_{i}^{D} \in[0, \infty)$ if player $i$ cooperates and $\alpha_{i}^{D}=0$ otherwise.
iii) Efficiency-Seeking: Players enjoy extra utility at the efficient and equitable outcome. The period-utility of player $i$ is $u_{i}=p_{i}+\alpha_{i}^{E}$, where $\alpha_{i}^{E} \in[0, \infty)$ for the (Cooperate,Cooperate) outcome and $\alpha_{i}^{E}=0$ otherwise.

Each model inherits the central feature of reputation theory: Players hold beliefs about the partner's strategy, and if a player believes that their partner would play a conditionally cooperative strategy, then cooperation can be rationalized as long as the total (pecuniary and non-pecuniary) gains from sustaining cooperation are large enough. Every period, subjects update their beliefs and maximize the expected sum of period-utilities over the supergame.

Our experimental design is based on the theoretical observation that these models make fundamentally different comparative-static predictions in a perturbed FRPD that has a declining payoff-profile. We run 5-period FRPD games where the payoffs decline geometrically: All payoffs in period- $t$ are only $\delta^{t-1}$ times the period-1 payoffs, and this is common knowledge. We have four treatments with $\delta=1,3 / 4,3 / 8,1 / 4$. Thus, $\delta=1$ is the standard FRPD game and $\delta<1$ determines how quickly payoffs diminish across periods 1 to 5 . Previous FRPD experiments have either varied the stage-game payoffs across
supergames, or varied the length of the interaction for a fixed stage-game. Our treatment variation is novel: by using declining payoffs within a supergame we can derive unique testable predictions from the theories.

For example, under Duty and Efficiency-Seeking, the non-pecuniary utility is independent of the payoffs, and thus pecuniary motives dictate behavior when payoffs are large, and non-pecuniary motives dictate behavior when payoffs become relatively small at the terminal rounds of low $\delta$ treatments. Thus, these theories uniquely predict that terminal-period cooperation would be higher in the low $\delta$ treatments where the payoffs have diminished faster through earlier rounds, allowing cooperative motives to take over. In our data, terminal-period cooperation indeed increases as $\delta$ decreases. Other classes of theories where the non-pecuniary utility scales proportionally with the pecuniary utility, for example, Pure Altruism ( $\alpha p_{j}$ is proportional to $p_{j}$ ), are inconsistent with this data pattern.

To derive predictions about initial cooperation, we adapt the sizeBAD measure from Dal Bó and Fréchette [2011], Embrey et al. [2018]. SizeBAD assumes that any subject believes that her partner plays Grim Trigger (GT) with probability $p$ and plays Always Defect (AD) with probability $1-p$. SizeBAD measures the potential of initial cooperation in any $\delta$-treatment, as the unique belief $p$, that ensures that a player gets equal profit from playing GT versus playing AD herself. We create three modified sizeBAD measures under model (i)-(iii) by replacing a player's pecuniary profits $\left(u_{i}=p_{i}\right)$ from each strategy (GT and AD) by the corresponding total pecuniary and non-pecuniary utility. The utility functions in (i)-(iii) increase the non-pecuniary utility from GT and AD by different extent, and hence lead to different sizeBAD measures. But, when compared across $\delta$ treatments, all three modified sizeBAD measures unanimously predict that as $\delta$ decreases, the value and scope of initial cooperation falls. Our data confirms this hypothesis: initial cooperation decreases as $\delta$ decreases. This establishes a two-fold pattern where as $\delta$ decreases, initial cooperation decreases but terminal cooperation increases.

In the models (i)-(iii) considered so far, subjects do not revise their otherregarding utility parameter $\alpha_{i}$ over the supergame. One could have imagined a general theory of reciprocal behavior, where partner $j$ 's past defections reduce
how kindly $i$ feels about $j$ in period $t$. To fix ideas, suppose $\eta_{t}$ is the percentage of times $i$ 's partner has defected in periods 1,2 ,..t -1 . At every history in period $t$, player $i$ evaluates the supergame outcomes as

$$
u_{i, t}\left(p_{i}, p_{j}, \eta_{t}\right)=p_{i}+\beta\left(\eta_{t}\right) p_{j}, \beta \in(-1,1)
$$

where $\frac{d \beta}{d \eta_{t}} \leq 0$. This nests the case of Pure Altruism under $\frac{d \beta}{d \eta_{t}}=0$, but it also allows $i$ 's altruism to dwindle and then turn to spite under $\frac{d \beta}{d \eta_{t}}<0$. At period $s$, player $i$ has to foresee how her current decision could change $j$ 's future behavior at $s+1$, which in turn would also change $i$ 's own future preferences at $s+2$ and beyond. ${ }^{2}$ But the analysis of $i$ 's actions simplifies at period $t=5$, as no future periods remain. From the data, we know that in the lower $\delta$ treatments, $\eta_{5}$ would be higher, as players experience more defection from their partners over periods 1-4. Thus, under this model, subjects in the lower $\delta$ treatments should turn more selfish/ spiteful and hence defect more often in the terminal rounds ${ }^{3}$, but empirically we see them do the opposite. Thus, the change in initial cooperation and terminal cooperation in opposite directions cannot be explained by such a model.

As an alternative theory of reciprocal cooperation, we consider Sequential Reciprocity (Dufwenberg and Kirchsteiger [2004], Rabin [1993]), where player $i$ 's attitude towards $j$ depends not only on $j$ 's past actions, but also on $i$ 's beliefs about $j$ 's future actions. Further, instead of reciprocating directly to partner $j$ 's actions, a Sequentially Reciprocal $i$ reciprocates to how partner $j$ 's actions affected $i$ 's payoffs. In a standard PD game, one cannot separate reciprocation against past actions from reciprocation against past payoff consequences. But, in a $\delta=1 / 4$ supergame, partner's defection in early versus later rounds has exponentially different payoff consequences. For example, $j$ 's defection in the first-period of $\delta=1 / 4$ reduces $i$ 's supergame payoffs drastically. $j$ cannot redeem herself after her earlier unfair action because of the sharp decline of payoffs thereafter. Sequential Reciprocity uniquely predicts

[^1]that after $j$ 's first-period Defection, $i$ has a dominant strategy to unconditionally defect thereafter, irrespective of $i$ 's belief about $j$ 's behavior later in the game. As before, our setting with diminishing payoffs within a supergame is crucial for deriving this unique property. Our data does not support the Sequential Reciprocity prediction either. FRPD subjects are influenced more by partner's recent or overall actions than the payoff consequences of earlier payoff-heavy actions.

A FRPD game with quickly diminishing payoffs and a carefully chosen payoff matrix implies other interesting predictions. In the $\delta=\frac{1}{4}$ supergame, pecuniary gains from conditional cooperation are very low. Thus, under the Duty model, first-period cooperation in the $\delta=\frac{1}{4}$ supergame implies a large non-pecuniary $\alpha_{i}^{D}$. Such large an $\alpha_{i}^{D}$ makes cooperation the strictly dominant action in the last two periods of the supergame, when the payoffs have greatly diminished. But, our data rejects this Duty model prediction: first-period cooperators, like others, only cooperate conditionally.

We have used two data sets. In one of those we collected unincentivized belief data, to support our sizeBAD hypotheses and results. ${ }^{4}$ In the other data set, we have avoided collecting belief data as a measure of caution. Both data sets concur on all our results: (1) First-period cooperation decreases as $\delta$ decreases; (2) Terminal-period cooperation increases as $\delta$ decreases; (3) Cooperative behavior is reciprocal and never unconditional, despite the diminishing payoffs; (4) Subjects reciprocate partner's most recent cooperative actions in $\delta=1 / 4$ treatment, even when the partner has Defected in the payoff-heavy first-period. The second, third and fourth findings are inconsistent with Pure Altruism, Duty, and Sequential Reciprocity respectively.

Efficiency-Seeking is the other-regarding behavior most consistent with our data. It rewards the mutually cooperative outcome instead of rewarding the cooperative action. Thus, it predicts that cooperation is never unconditional, irrespective of how quickly payoffs decline and irrespective of initial behavior. As the non-pecuniary benefits of cooperation increase in relative importance in the later rounds of $\delta=1 / 4$, it allows for later cooperation, despite partner's

[^2]earlier defection. In Section V, we plot subject behavior based on their conditional response to partner's last-period behavior. Particularly, the $\delta=1 / 4$ treatment allows us to characterize subjects into types. We find that around one-third of those subjects behave purely selfishly, defecting almost everytime, irrespective of their partner's action. Another third of subjects, have a highly asymmetric response to partner's cooperation: they behave like EfficiencySeekers for whom partner's last period cooperation implies high probability of partner-cooperation in the upcoming period. Only $4 \%$ of subjects cooperate unconditionally, rest are difficult to characterize.

In Section VI, we estimate a Finite Mixture Model (FMM) where we model participants as making logistic choices, subject to having either one of the three other-regarding utility types (Altruism/ Duty/ Efficiency-Seeking) or being completely selfish. ${ }^{5}$ We jointly estimate the proportion of each of the four types in the population, the magnitude of Altruism/ Duty/ EfficiencySeeking parameters, how beliefs evolve after each possible outcome in the previous round, and the scaling/ payoff-sensivity parameter of logistic choice. We estimate three versions of the model. All three paint a picture similar to our reduced form results: 40-49\% of our subjects are selfish, $36-45 \%$ are Efficiency-seeking, 1-4\% are Duty players, and 6-20\% are Altruistic.

Economists interpret utility in the "as if" way instead of the "as is" way, and one should do the same for all the utility and belief parameters we estimate. For tractability, the estimation exercise has to abstract away from other important channels like bounded rationality [Radner, 1986], limited foresight [Mengel, 2014, Heller, 2015], failure of backward induction [Mantovani et al., 2014], or non-Bayesian belief-updating by FRPD subjects [Cox et al., 2015]. Still, the co-existence of a significant number of Efficiency-Seeking subjects alongside selfish subjects substantiates Andreoni and Miller [1993], Cooper et al. [1992] and fits well within the larger FRPD literature. For example, Cox et al. [2015] run a sequential-move FRPD where they reveal the second-mover's past actions from an earlier FRPD game to the first-mover. Even though pure reputation-building predicts complete unraveling, Cox et al. [2015] find significant cooperation, consistent with the presence of non-pecuniary motives for

[^3]cooperation. In a comprehensive study, Embrey et al. [2018] show that the parameters of a FRPD have a significant effect on initial cooperation, and this relation is captured succinctly by sizeBAD. We modify the original sizeBAD measure to make it applicable to Efficiency-Seeking preferences and show that any variation in the FRPD parameters (for e.g, sucker's payoff or temptation payoff) causes identical changes to the original sizeBAD for selfish subjects and the modified sizeBAD for Efficiency-Seeking subjects. ${ }^{6}$ Thus, sizeBAD predicts identically for a population of fully selfish subjects or in a mixed population of selfish and Efficiency-Seeking subjects, and these predictions have already been confirmed in the Embrey et al. [2018] paper. Our treatments also provide a new test and confirmation of the predictive power of both sizeBAD measures under decreasing $\delta .{ }^{7}$ Embrey et al. [2018] also find that conditional on subjects establishing cooperation, the first defection round moves earlier with experience. This finding is also consistent with a population of selfish and Efficiency-Seeking subjects stopping cooperation progressively earlier in the fear of getting defected on first. Efficiency-seeking is indeed highly susceptible to such fear and unraveling, as the non-pecuniary utility is only experienced as long as the partner cooperates. ${ }^{8}$ Finally, Embrey et al. [2018] also estimate the decline of cooperation in the long run by fitting a learning model to their FRPD data and simulating it for 1000 supergames. For their 8-period FRPD game which has a comparatively low temptation payoff and high sucker's payoff, the estimated decline rate is so slow that cooperation rates for the first round of the supergame would remain above $80 \%$ even after a 1000 -supergame worth of experience. The presence of efficiency-seeking subjects provides a potential explanation for why cooperation declines this slowly. It also explains cooperation observed in one-shot PD games: for example, Charness et al. [2016] find

[^4]significant cooperation in one-shot PD games, and this cooperation increases in the mutual-cooperation payoff.

## I. An overview of the literature

The experimental literature on cooperation in PD games is vast. We discuss some of the relevant papers here at the risk of inadvertently missing out on others.

Our models were motivated by the multiple papers that establish reputational cooperation (Kreps et al. [1982]) in both finite and indefinitely repeated PD games. Roth and Murnighan [1983] find that players cooperate more at higher continuation-probabilities in indefinitely-repeated PD. Bó [2005] replicates this result and additionally disentangles higher continuation-probabilities from higher expected-interactions. Andreoni and Miller [1993] test the reputation model by varying the probability that subjects interact with a computer that plays a Tit-For-Tat strategy. They find that higher beliefs about playing the computer are more conducive to higher cooperation. Bereby-Meyer and Roth [2006] find more cooperation in the first period of FRPDs than in the one-shot games. Their exercise is similar to comparing first-period cooperation rates of $\delta=1$ and $\delta=0$ in our setting. Dal Bó and Fréchette [2011], Embrey et al. [2018] show that sizeBAD captures the value of reputational cooperation and the strategic uncertainty of cooperating in infinitely and finitely repeated PD games respectively. Calford and Oprea [2017] and Friedman and Oprea [2012] study cooperative behavior in continuous-time versions of PD, and find that unraveling of cooperation can stop when when players can react quickly.

A complementary literature calls for unifying reputation with with other behavioral forces. Cooper et al. [1992] find evidence of both reputation-building and altruism. They conclude that neither can explain all the features of the data on its own. Mengel [2018] disentangles the role of 'risk' (to co-operate unilaterally) and 'temptation' (to defect against a co-operator) to find that they are good predictors of cooperation in one-shot and finitely repeated games respectively.

Payoff discounting, used in this paper, has previously been used by Fréchette and Yuksel [2017] as one of four different implementations of infinitely repeated
games in the laboratory. In Fréchette and Yuksel [2017]'s implementation, a fixed (known) number of rounds were played with certainty, and payoffs in these rounds were discounted at a known rate $\delta \in(0,1)$. After the rounds with certainty, the supergame continues with known probability $\delta$ for every additional round, and payoffs in these rounds are no longer discounted. This procedure was first introduced by Sabater-Grande and Georgantzis [2002] and has since also been used in Cabral et al. [2014] and Vespa [2020].

Our paper merges the literature on Prisoner's Dilemma with the literature on other-regarding preferences (Fehr and Schmidt [1999], Charness and Rabin [2002]) to explain terminal cooperation. Just as we show the importance of Efficiency-seeking motives in FRPD games, Engelmann and Strobel [2004] do the same using one-shot distribution tasks. A parallel theoretical literature uses bounded rationality to explain FRPD cooperation. For example, Radner [1986] shows that initial cooperation can be sustained as part of an equilibrium if agents are willing to deviate slightly from best responses. Mengel [2014] and Heller $[2015]^{9}$ use limited foresight to explain cooperation, the end-game effect, and the restart effect in finitely repeated PD. Similarly, Jehiel [2001] shows that an equilibrium concept based on limited foresight can sometimes single out cooperation in the infinitely repeated PD as a unique prediction. These theories provide an alternative explanation of the initial cooperation we observe in the current and other FRPD experiments. But, all theories of limited foresight that assume perfect foresight in the terminal period of FRPD, would predict defection at the terminal round, and hence cannot explain why we observe terminal cooperation increasing as $\delta$ decreases. Thus, when it comes to addressing different features of FRPD data, limited foresight is more of a complement than a perfect substitute of other-regarding preferences.

## II. Experimental Design

A total of 222 subjects participated in 9 sessions between November 2015 to April 2017. All participants were undergraduate students at the University of British Columbia. We ran both Between and Within treatments for robustness

[^5](with 90 and 132 subjects respectively). Subjects received 5 CAD (Canadian dollar) as show-up fee in the Within sessions and 6 CAD in the Between sessions. ${ }^{10}$ Lab currency was converted to cash payments at the exchange rate of 300 lab currency $=1 \mathrm{CAD}$. The experimental instructions were read aloud while the subjects saw a written version of the same on their screen. They also received a printout of the same instructions. The subject instructions are included in the Appendix.

## Between Treatment:

There were a total of 4 sessions of the Between treatments, two each for the $\delta=3 / 4$ and $\delta=1 / 4$ treatments. Each session, subjects were randomly divided into two groups. Each supergame, subjects from the first group were matched with a new subject from the second group using turn-pike matching ${ }^{11}$ [Bó, 2005]. In any experiment where pairs of players play multiple times, player A may behave differently with $B$ to influence what $B$ does with $C$ next, in the hope of changing how C behaves once matched with A. Turn-pike matching rules this out, but at the disadvantage of allowing no more than n matches in a session of 2 n subjects. ${ }^{12}$

The sessions took around 75 minutes to run. At the beginning of each session, we described the game, the interface, and the re-matching protocol to the subjects. Then they played eight Finitely Repeated Prisoner's Dilemma (FRPD) supergames under the same $\delta$ treatment. Each supergame lasted for 5 periods.

All $\delta$ treatments had the same period-1 payoffs. All payoffs in period- $t$ were only $\delta^{t-1}$ times the period- 1 payoffs, and this was common knowledge. Period $t \in\{1,2,3,4,5\}$ stage-game for a $\delta$-treatment is given in Table 1. For a treatment with lower $\delta$, payoffs declined faster after period-1. With $(3 / 4)^{4}=.3164$ and $(1 / 4)^{4}=.0039$, the period- 5 stage-payoffs of the $\delta=3 / 4$ treatment were around 80 times those of $\delta=1 / 4$.

[^6]

TABLE 1. Stage-game payoffs in period $t$ for $\delta$ treatment

The subjects could see the payoffs for all current and future stage-games on their instruction sheet. They also saw the current stage-game on their screen as they made each decision. Subjects could see the past actions of their partners only from the current supergame of 5 -rounds. Given they could not see partner's actions from previous games, there was no reputation across supergames. At the end of each session, subjects were paid their total earnings from 5 rounds of a randomly chosen supergame they had participated in. The experimental currency was converted to cash payments at the pre-announced rate.

The Between sessions provide enough time for learning and rule out any cross-treatment effects. We asked the subjects four prediction questions at the start of each supergame with a new partner. The belief questions were not incentivized and thus could not influence FRPD play in any way. We describe the belief-related questions in Section A. No beliefs were elicited in the Within sessions described below.

## Within Treatment:

The Within sessions provide an independent sample to test the robustness of our hypotheses. A total of 132 subjects participated in the five sessions that were run under the Within design. Matching, length and total number of supergames, game-payoffs and payment protocol were identical to the Between Treatment. In a Within session, each subject played under all of the four treatments $\delta=1,3 / 4,3 / 8,1 / 4$. The two extra $\delta=1,3 / 8$ treatments ${ }^{13}$ test the robustness of the empirical findings. We discuss more details about the design and results from the Within session in Section B of the Appendix.

[^7]The matching and information protocol were identical across the Within and Between sessions. Subjects, on average, were paid 17CAD in the Within sessions, and 12CAD and 20CAD for the $\delta=1 / 4$ and $\delta=3 / 4$ Between sessions respectively.

## III. Theories

We organize our theoretical results in five subsections. The first subsection discusses selfish reputational cooperation. Duty and Efficiency-seeking are pooled together in subsection III.2. We discuss a general model of reciprocation in subsection III.3. Sequential Reciprocity and Altruism follow in the subsections III. 4 and III.5. All the theoretical results are summarized in Table 13 and proved in Section D of the Appendix. Selfish players, whose utility is identical to their payoffs, would be called egoists.

Whenever we mention "beliefs" in this section, we mean probability distributions over the partner's strategy ${ }^{14}$. For the theory results on initial cooperation, we use sizeBAD, which restricts each player to believe that their partner is playing either Grim Trigger (GT) or Always Defect (AD). For all the other results in the paper, we do not need any restrictions on beliefs. Each player can hold arbitrary beliefs about their partner's strategy, including beliefs like partner either plays conditional cooperation or plays $A D$, and the results still follow through. I use the solution concepts of belief-rational and dominant strategy which allows me to make predictions about actions without restricting beliefs about partner's strategy.
III.1. Reputational Cooperation: In a standard FRPD, selfish players have to perform multiple steps of backward induction about own and others' future actions to arrive at the subgame perfect Nash Equilibrium strategy of Always Defect. Thus, cooperation in the standard FRPD is often attributed to the failure of backwards induction, especially, given the rich evidence across games that players fail to perform backwards induction reasoning [Güth and Tietz, 1990, McKelvey and Palfrey, 1992, Binmore et al., 2002, Mantovani et al.,

[^8]2014, Rampal, 2018]. ${ }^{15}$ In proposition 1, we show that in our $\delta=1 / 4$ treatment, cooperation is ruled out not just under backwards induction, but also under the much weaker solution concept of dominant strategies.

Proposition 1. Reputational Cooperation for Egoists II: In treatments with $\delta \leq 1 / 4$, the egoist has a unique weakly dominant strategy of playing Always Defect (AD).

Here is a simple intuition for the result: In a $\delta=0 \mathrm{FRPD}, \mathrm{AD}$ is the dominant strategy as the FRPD essentially reduces to a one-shot PD game. By continuity, AD must stay a dominant strategy in a FRPD at $\delta$ values close enough to 0 , and $1 / 4$ is such a value (by design).

In a $\delta=1 \mathrm{FRPD}$, if $i$ believes that her partner plays a threshold $m$ strategy ${ }^{16}$, then $i$ 's best response would be to play a threshold $m-1$ strategy. Learning backwards induction in FRPD is often the iterative process of understanding that both players would want to undercut the threshold duration from $m$ to $m-1$ to $m-2$ and so on. Our $\delta=1 / 4$ treatment was specifically designed such that it does not require such iterative reasoning for subjects to arrive at Always Defect ( AD ). Rather AD is the dominant strategy for selfish players: Subjects should play AD irrespective of what they believe ther partner plays, even if she believes that her partner is playing a threshold strategy. The same intuition extends to intermediate values of $\delta$ too: the potential for early cooperation drops uniformly with $\delta$, as we show in Remark 2 in the Appendix.

## III.2. Duty and Efficiency Seeking:

Next we derive the implications of Duty and Efficiency Seeking. Under the Duty model, subject preferences are:

$$
U_{i}=p_{i}+\alpha_{i}^{D} \text { where } \alpha_{i}^{D} \geq 0 \text { if Cooperate is played, } \alpha_{i}^{D}=0 \text { otherwise }
$$

And, under the Efficiency-Seeking model, subject preferences are:
$U_{i}=p_{i}+\alpha_{i}^{E}$ where $\alpha_{i}^{E} \geq 0$ when both players have cooperated, $\alpha_{i}^{E}=0$ otherwise

[^9]Initial cooperation: When a subject is contemplating whether to play a defecting strategy (like Always Defect) or a cooperative strategy in Period 1, she needs to determine which of these two strategies is the most profitable in expectation. This depends on the parameters of the game (for example, $\delta$ ) and her belief that her partner wants to play a conditionally cooperative strategy (like GT). When a high belief about partner's conditional cooperation is required to justify own cooperation, it implies that the game or situation $(\delta)$ is less conducive to initial cooperation. Based on this idea, SizeBAD assumes that:

## Assumption [sizeBAD]

(A1) All players are selfish $\left(u_{i}=\pi_{i}\right)$.
(A2) Any player believes that her partner plays grim trigger (GT) with probability $p$ and plays Always defect (AD) with probability $(1-p)$.

SizeBAD, introduced by Dal Bó and Fréchette [2011] for infinitely repeated games and adapted by Embrey et al. [2018] to FRPD, is calculated as the probability $p$ that $i$ must assign to partner $j$ playing Grim Trigger, so that $i$ herself is indifferent between playing Grim Trigger (cooperative strategy) and AD (defecting strategy).

To extend sizeBAD to other-regarding references in FRPD with discounted payoffs, we modify (A1) by replacing $u_{i}=\pi_{i}$ by Duty or Efficiency-Seeking (in Proposition 2) or Altruistic utility (in Proposition 7), maintain (A2), and use the discounted payoffs in calculating the total utility from each strategy. For example, to construct sizeBAD for the Efficiency-Seeking model, we assume

Assumption 2 [Modified sizeBAD for Efficiency-Seeking]
(A1) $U_{i}=p_{i}+\alpha_{i}^{E}$ where $\alpha_{i}^{E} \geq 0$ when both players cooperate, $\alpha_{i}^{E}=0$ otherwise. (A2) Any player believes that her partner plays grim trigger with probability $p$ and plays Always defect (AD) with probability $(1-p)$.

It is easy to show that the modified sizeBAD measure for player who has Efficiency-Seeking parameter $\alpha_{i}^{E}$ becomes

$$
\begin{equation*}
\rho_{0}=\frac{\pi_{d d}-\pi_{c d}}{\left(x_{5}(\delta)\left(\pi_{c c}-\pi_{d d}\right)-\pi_{c d}-\pi_{d c}+2 \pi_{d d}+5 \alpha_{i}^{E}\right)} \tag{1}
\end{equation*}
$$

instead of

$$
\begin{equation*}
\rho_{0}=\frac{\pi_{d d}-\pi_{c d}}{\left(5\left(\pi_{c c}-\pi_{d d}\right)-\pi_{c d}-\pi_{d c}+2 \pi_{d d}\right)} \tag{2}
\end{equation*}
$$

under selfish preferences and $\delta=1$, where,

$$
x_{n}(\delta)= \begin{cases}\frac{1-\delta^{n}}{1-\delta} & \text { if } \delta<1  \tag{3}\\ n & \text { if } \delta=1\end{cases}
$$

Proposition 2. Initial Cooperation: Under the Efficiency-Seeking model (or the Duty model), for any $\alpha_{i}$, as $\delta$ decreases, the modified sizeBAD measure increases.

For selfish subjects, the decision to cooperate depends on how the temptation to become the first defector compares to the potential loss from defecting too early. Subjects with Efficiency-Seeking (or Duty) preferences face an identical tradeoff, but with more $\left(\alpha_{i}^{E}\right.$ or $\left.\alpha_{i}^{D}\right)$ to lose from defecting too early, and this is what the modified sizeBAD above captures. When $\delta$ decreases, defecting too early becomes less costly for all types of subjects. Thus, the modified sizeBAD measure predicts the same comparative statics with respect to game parameters (for example, the sucker's payoff $\pi_{c d}$ or temptation payoff $\pi_{c d}$ ) for Efficiency-Seeking or Duty subjects, as the standard sizeBAD measure does for selfish subjects.

Mathematically speaking, as $\delta$ decreases, $x_{5}$ in equation (3) decreases, hence, the denominator of $\rho_{0}$ in (1) decreases and hence, $\rho_{0}$ itself increases. Thus, as $\delta$ decreases, initial cooperation should decrease for all values of the EfficiencySeeking parameter $\alpha_{i}^{E}$.

To generate predictions about initial cooperation from Proposition 2, we consider two alternative assumptions. First, initial beliefs are equally optimistic at all treatments. Second, as initial cooperation is more demanding at lower $\delta$, subjects are (weakly) less optimistic at lower $\delta$. Under Proposition 2,
both assumptions imply lower cooperation in lower $\delta$ treatments. We plot average initial beliefs at every supergame in Figure 5. Our belief data empirically justifies less optimism at lower $\delta$.

Terminal cooperation: To compare terminal cooperation, we do not assume any restriction on beliefs. Rather in Propositions 3, 4 and 6, we allow the players to hold any beliefs about their partner's strategy. We use the solution concepts of belief-rational or dominant-strategy, which allow for arbitrary beliefs. ${ }^{17}$

In particular, for a fixed player, we compare across $\delta$ treatments the set of beliefs (through set-inclusion) under which terminal cooperation becomes a best response. First, we define belief-rational, a condition that simply states that such a set is non-empty at period $t$ for some player-type.

Definition 1. Cooperation is belief-rational in period $t$ for Duty-type $\alpha_{i}^{D}$ (or Efficiency-type $\alpha_{i}^{E}$ ) if there exists some period $t$ belief about partner's strategy in the ensuing supergame, against which the best-response for player $i$ involves cooperating in period $t$.

Cooperation could be belief-rational in any period of any treatment, as long as, a Duty or Efficiency-Seeking player $i$ has a large enough $\alpha_{i}$ parameter. It is easiest to see this for the terminal periods because there are no future reputational implications. As long as $\alpha_{i}$ is larger than $\min \left\{\pi_{d d}-\pi_{c d}, \pi_{d c}-\right.$ $\left.\pi_{c c}\right\}=\min \left\{1000 \delta^{4}, 600 \delta^{4}\right\}=600 \delta^{4}$, terminal cooperation is belief-rational: for sufficiently large belief on the partner cooperating, cooperation is a bestresponse. Further, if $\alpha_{i}$ is larger than $\max \left\{\pi_{d d}-\pi_{c d}, \pi_{d c}-\pi_{c c}\right\}=1000 \delta^{4}$, terminal cooperation is strictly dominant under the Duty Model

Proposition 3. Terminal cooperation: Let $\delta_{h}$, $\delta_{l} \in\{1,3 / 4,3 / 8,1 / 4\}$ be two treatments with $\delta_{h}>\delta_{l}$.
i) Duty model: For any fixed $\alpha_{i}^{D}$, if terminal-period cooperation is belief-rational at treatment $\delta_{h}$, then it is a strictly dominant strategy at treatment $\delta_{l}$. Further, there exists a range of duty parameters $\alpha_{i}^{D}$ for which final period cooperation is only belief-rational in $\delta_{l}$ but not in $\delta_{h}$.

[^10]ii) Efficiency-Seeking Model: For any fixed $\alpha_{i}^{E}$, if terminal-period cooperation is belief-rational at treatment $\delta_{h}$, then so it is at treatment $\delta_{l}$. Further, there exists a range of parameters $\alpha_{i}^{E}$ for which final period cooperation is only belief-rational in $\delta_{l}$ but not in $\delta_{h}$.

Our terminal-period predictions from Proposition 3, (i) and (ii), follow from how we have spaced out terminal-period payoffs through $\delta_{h}, \delta_{l} \in\{1,3 / 4,3 / 8,1 / 4\}$ with $\delta_{h}>\delta_{l}$. The proof of (i) follows in three simple steps. The beliefrationality at $\delta_{h}$ implies that $\alpha_{i}$ must compensate for at least $600 \delta_{h}^{4}$. By design, $600 \delta_{h}^{4}$ is greater than $1000 \delta_{l}^{4}$ for any pair of $\delta_{h}>\delta_{l}$. Finally, $\alpha_{i}^{D}>1000 \delta_{l}^{4}$ implies that cooperation is the weakly dominant action at $\delta_{l}$. (ii) follows similarly. Results (i) and (ii) imply higher terminal cooperation under lower $\delta$ when terminal beliefs are equally optimistic at all treatments or (weakly) more optimistic at lower $\delta$. Our belief data on terminal round optimism justifies this assumption (see Figure 5).

Remark 1. If the $\alpha_{i}$-parameter was proportional to the stakes, the Duty or Efficiency-Seeking models would no longer predict the increase in terminal cooperation for small $\delta$. The stake-independent $\alpha_{i}$ is crucial to cooperative forces dominating behavior in terminal rounds of low $\delta$ treatments.

Example 1 in Appendix D presents a numerical equilibrium-analysis for a population of Efficiency-Seeking players. Next, Proposition 4 states how firstperiod cooperation is linked to terminal period cooperation under the Duty Model.

Proposition 4. Duty Model: Take a player $i$ who has Duty model preferences with $\alpha_{i}^{D}$. If Cooperation is belief-rational for $i$ in the first period of the $\delta=1 / 4$ Treatment, then Cooperation must be a dominant strategy for $i$ in the last two periods of the $\delta=1 / 4$ Treatment.

Let $S_{c}$ be the set of all strategies that cooperate in the first period. It is easy to see that the strategy of always cooperating (AC) would belong to this set $S_{c}$. Suppose, we fix $i$ 's first-period belief $b$ about her partner's strategy. For this fixed belief $b$, there must exist a Duty parameter $\alpha_{i}(b)$ such that some strategy $s \in S_{c}$ becomes the best response to $b$. For any $b$, such a value always
exists as at $\alpha_{i}^{D}>1000, \mathrm{AC} \in S_{c}$ becomes a dominant strategy. We calculate a loose lower bound $\alpha_{i}^{\min }(b)$ on this $\alpha_{i}(b)$ by requiring that at least one strategy from $S_{c}$ gives a higher expected payoff than playing AD. In the proof, we show that even $\inf _{b} \alpha_{i}^{\min }(b)$ is so large, that it would make Cooperation a dominant strategy in every subgame consisting of the last two periods.

Here is the intuition for why this result holds: Reputation alone cannot justify initial cooperation under $\delta=1 / 4$, as there is little to be gained from the future. Cooperating in period 1 can only be rationalized under a large $\alpha_{i}^{D}$, even under arbitrarily optimistic beliefs about partner's reciprocating behavior. Even the lowest $\alpha_{i}^{D}$ that makes initial cooperation belief-rational, would dominate the discounted pecuniary losses $1000 \delta^{3}$ from cooperation by the fourth period.
III.3. An alternative model of reciprocity. In the Altruism, Duty and Efficiency-seeking models, subjects have the same other-regarding utility parameter $\alpha_{i}$ throughout the supergame. Here we consider an alternative model where partner $j$ 's past defections determine and reduce how kindly $i$ feels about $j$ in period $t$. Suppose $\eta_{t}$ is the percentage of times $i$ 's partner has defected in periods 1,2 ,..t -1 . At every history in period $t$, player $i$ evaluates the supergame outcomes under the utility function

$$
\begin{equation*}
u_{i, t}\left(p_{i}, p_{j}, \eta_{t}\right)=p_{i}+\beta\left(\eta_{t}\right) p_{j}, \beta \in(-1,1), d \beta / d \eta_{t} \leq 0 \tag{4}
\end{equation*}
$$

This nests the case of Pure Altruism under $\frac{d \beta}{d \eta_{t}}=0$, but under $\frac{d \beta}{d \eta_{t}}<0$, it allows $i$ 's altruism to dwindle and then turn to spite. This model is not easily tractable: At period $s, i$ has to foresee how her current decision could change $j$ 's behavior at $s+1$, which in turn would also change $i$ 's own preferences at $s+2$ and beyond. But it simplifies at period $t=5$, as no future rounds remain.

Proposition 5. Alternative Model: Take two players $i_{1}$ and $i_{2}$ who have identical preferences and identical $d \beta / d \eta_{t}$ as defined in equation (4). Suppose $i_{1}$ participates in a $\delta_{h}$ treatment and $i_{2}$ participates in a $\delta_{l}$ treatment where $\delta_{h}>\delta_{l}$. Further let $i_{1}$ and $i_{2}$ 's experience from Periods 1 to 4 be summarized by $\eta_{5}^{h}$ and $\eta_{5}^{l}$ where $\eta_{5}^{h} \leq \eta_{5}^{l}$. Then, if cooperation is belief-rational for $i_{2}$, then Cooperation must also be belief-rational for $i_{1}$.

If $\delta_{l}$ treatment has higher $\eta_{5}$, then players should be relatively more kind to the partner in the terminal round of the $\delta_{h}$ treatment. Thus, the $\delta_{h}$ treatment should be more conducive to terminal cooperation.
III.4. Sequential Reciprocity: We first describe the Sequential Reciprocity model. For player $i$, we use $S_{i}$ as the set of all her strategies and $\pi_{i}$ to denote her supergame payoffs. Fix a player $i$ at history $h$ of the game. Suppose $i$ is playing strategy $s_{i} \in S_{i}{ }^{18}$, believes that her partner $j$ would play the strategy $s_{i j} \in S_{j}$, and, believes that $j$ believes that $i$ would play $s_{i j i} \in S_{i} . s_{i j}$ is $i$ 's first order belief, and $s_{i j i}$ is $i$ 's second-order belief. At history $h$, assume that the choices that define (or lead to) history $h$ have been made with probability 1 under these strategies.

Let $E\left(S_{x}\right)$ be the set of efficient strategies for $x \in i, j$. A strategy belongs in this efficient set for $x \in i, j$, if there does not exist an alternative strategy by $x$ that improves everyone's payoffs, for every strategy played by other players, at all histories of play with strict inequality for some (player-other's strategyhistory).

For a fixed $s_{i j i}, i$ considers the maximum payoff

$$
\Pi_{i}^{\max }\left(s_{i j i}\right)=\max _{s_{j} \in S_{j}} \pi_{i}\left(s_{i j i}, s_{j}\right)
$$

and the minimum payoff

$$
\Pi_{i}^{\min }\left(s_{i j i}\right)=\min _{s_{j} \in E\left(S_{j}\right)} \pi_{i}\left(s_{i j i}, s_{j}\right)
$$

that $j$ could give her through her actions $s_{j} \in S_{j}$. Then, for her secondorder belief $s_{i j i}, i$ calculates the equitable outcome $\Pi_{i}^{e}\left(s_{i j i}\right)$ as the average of $\Pi_{i}^{\text {max }}\left(s_{i j i}\right)$ and $\Pi_{i}^{\text {min }}\left(s_{i j i}\right)$. Given $\Pi_{i}^{e}\left(s_{i j i}\right), i$ judges $j$ 's kindness to $i$ as

$$
\lambda_{i j i}\left(s_{i j}, s_{i j i}\right)=\pi_{i}\left(s_{i j i}, s_{i j}\right)-\Pi_{i}^{e}\left(s_{i j i}\right)
$$

Thus, kindness $\lambda_{i j i}(\cdot)$ could be positive or negative, depending on if the perceived outcome $\pi_{i}\left(s_{i j i}, s_{i j}\right)$ is greater or smaller than the equitable outcome $\Pi_{i}^{e}\left(s_{i j i}\right)$. Similarly, given her first order belief $s_{i j}, i$ judges her own kindness

[^11]towards $j$ at any action $s_{i}$ as
\[

$$
\begin{aligned}
k_{i j}\left(s_{i}, s_{i j}\right) & =\pi_{j}\left(s_{i}, s_{i j}\right)-\Pi_{j}^{e}\left(s_{i j}\right) \\
& =\pi_{j}\left(s_{i}, s_{i j}\right)-\frac{\max _{s_{i} \in S_{i}} \pi_{j}\left(s_{i}, s_{i j}\right)+\min _{s_{i}}\left\{\pi_{j}\left(s_{i}, s_{i j}\right): s_{i} \in E\left(S_{i}\right)\right\}}{2}
\end{aligned}
$$
\]

Just like $\lambda_{i j i}$, the kindness term $k_{i j}$ can also be both positive and negative.
Finally, $i$ 's utility is

$$
U_{i}\left(s_{i}, s_{i j}, s_{i j i}\right)=\pi_{i}\left(s_{i}, s_{i j}\right)+\alpha_{i} k_{i j}\left(s_{i}, s_{i j}\right) \lambda_{i j i}\left(s_{i j}, s_{i j i}\right)
$$

which is the sum of the monetary payoff and a reciprocity payoff that is the product of the two kindness factors. Positive and negative kindness has to be reciprocated with like to maintain a positive reciprocity payoff. Beliefs are updated using Bayes rule along the game.

Sequential Reciprocity, like other models of psychological games, is difficult to test as it involves subjects' first and higher-order beliefs which are unobservable. We do, however derive a testable implication of Sequential Reciprocity model that holds irrespective of subjects' first and second-order beliefs.

Proposition 6. Sequential Reciprocity: If partner $j$ has Defected in Period 1 of the $\delta=1 / 4$ supergame, Defecting at all subsequent histories through periods 2-5 becomes a strictly best response for player $i$. This holds irrespective of $\alpha_{i}$ and irrespective of the first and second-order beliefs player $i$ has about her partner $j$ at every subsequent history.

The payoff gains from partner's cooperation are largest in Period 1 of the $\delta=1 / 4$ treatment. A first-period Defect by partner $j$ reduces $i$ 's potential payoffs drastically. Payoffs decline exponentially thereafter and thus no future actions can push $i$ 's total income above the equitable outcome. Thus, $i$ regards $j$ 's first-period Defection as an irreversibly unkind act, and maximizing her own reciprocity payoff now requires doing everything to reduce partner's payoff, which requires $i$ to Defect throughout. Maximizing pecuniary payoffs also requires $i$ to Defect throughout (see Proposition 1). Thus, Player 1 should Defect unconditionally hereon, irrespective of the relative weight she assigns to pecuniary and reciprocity payoffs. This logic goes through irrespective of first and second-order beliefs the player has for the rest of the supergame.
III.5. Pure Altruism: The preferences of any player under this model is given by

$$
U_{i}=p_{i}+\alpha_{i}^{A} p_{j}, \quad 0 \leq \alpha_{i}^{A}<1
$$

Playing Defect is a weak best response in any stage game of any $\delta$ treatment as long as

$$
1200+1200 \alpha_{i}^{A} \geq 200+2600 \alpha_{i}^{A} \text { and } 2600+200 \alpha_{i}^{A} \geq 2000+2000 \alpha_{i}^{A}
$$

which gives $\alpha_{i}^{A} \leq \frac{1}{3}$. Similarly, for $\alpha_{i}^{A} \geq \frac{5}{7}$ players, playing Cooperation is a weakly best response in any stage game of any $\delta$ treatment. When two $\alpha_{i}^{A} \in\left(\frac{1}{3}, \frac{5}{7}\right)$ types play each other, both (D,D) and (C,C) are equilibria of the stage-game, the latter being the payoff dominant outcome.

For $\alpha_{i}^{A} \geq \frac{5}{7}$ players, cooperating is a strictly dominant strategy of the stage game, and hence there is no value-risk tradeoff of cooperation! This also means that sizeBAD is an irrelevant statistic for them.

Proposition 7. For the payoff parameters in our paper, sizeBAD is not defined for $\alpha_{i} \geq \frac{5}{7}$ players of the Pure Altruism model. For $\alpha_{i}<\frac{5}{7}$, modified size $B A D$ decreases as $\delta$ increases.

For $\alpha_{i}<\frac{5}{7}$ players, modified sizeBAD is given by

$$
\rho_{0}=\frac{\left(1+\alpha_{i}^{A}\right) \pi_{d d}-\left(\pi_{c d}+\alpha_{i}^{A} \pi_{d c}\right)}{\left(\left(1+\alpha_{i}^{A}\right)\left(\pi_{c c}-\pi_{d d}\right) x_{5}-\left(1+\alpha_{i}^{A}\right)\left(\pi_{c d}+\pi_{d c}\right)+2 \pi_{d d}\left(1+\alpha_{i}^{A}\right)\right)}
$$

which decreases as $\delta$ increases, at all values of $\alpha_{i}^{A}$. We are going to assume the following condition on coordination behavior of any two $\alpha_{i}^{A} \in\left(\frac{1}{3}, \frac{5}{7}\right)$ players: Assumption 3: Consider any two $\alpha_{i}^{A} \in\left(\frac{1}{3}, \frac{5}{7}\right)$ players matched together in an $F R P D$ supergame. They are no less likely to coordinate on the $(C, C)$ outcome in a high- $\delta$ FRPD supergame than in a low- $\delta$ FRPD supergame.

Comparisons of Payoff and Risk Dominance support this assumption. Let $U^{t}$ be the Pure Altruism utility from period $t$ stage-game payoffs.
i) Payoff Dominance: $U^{t}(C, C)-U^{t}(D, D)$, the utility-gain from successful coordination on (C,C) vs that from (D,D) at period $t>1$, is strictly increasing
in $\delta$. Thus, payoff-dominance is more salient at high $\delta$ treatments.
ii) Risk Dominance: The value of $\alpha_{i}$ that solves the indifference condition of mixed strategies

$$
U^{t}\left(C, \alpha_{i}^{A} C+\left(1-\alpha_{i}\right) D\right)-U^{t}\left(D, \alpha_{i}^{A} C+\left(1-\alpha_{i}^{A}\right) D\right)=0
$$

is independent of $t$ and $\delta$. The "risk factor" (from the risk-dominance literature) for playing ( $\mathrm{C}, \mathrm{C}$ ) vs $(\mathrm{D}, \mathrm{D})$ for any player is the same at all periods, of all treatments. Thus risk dominance does not select stage-game equilibria differently across $\delta$ treatments.

Proposition 8. Pure Altruism: Under Assumption 3 about coordination by $\alpha_{i}^{A} \in\left(\frac{1}{3}, \frac{5}{7}\right)$ players, cooperation should either remain unchanged or decrease in all periods, as $\delta$ decreases.

## IV. Hypotheses and Results

We discuss the results from the Between sessions in this section. All of our main tables, graphs and results are replicated for the Within sessions data in Section B of the Appendix.

## IV.1. Initial and terminal cooperation:

Hypothesis 1: As $\delta$ increases, cooperation in the initial period increases.
Duty, Altruism, and Efficiency-Seeking support Hypothesis 1, through their respective modified sizeBAD measures (see Propositions 2, 7). Reputational cooperation (with selfish players) predicts no cooperation in any period of $\delta=1 / 4$ treatment (Proposition 1). The Sequential Reciprocity model does not support or oppose the hypothesis.

Hypothesis 2: As $\delta$ decreases, cooperation in the terminal period increases.
Only Duty and Efficiency-Seeking support Hypothesis 2 (see Proposition 2). Reputational cooperation (with selfish players) rules out any terminal cooperation and thus opposes Hypothesis 2. Pure Altruism also opposes Hypothesis 2 (see Proposition 8). Sequential Reciprocity does not have a clear prediction.

The data confirm Hypotheses 1 and 2. In Table 2, we compare the first and last-period cooperation rates. Period 1 cooperation is significantly higher in the $\delta=3 / 4$ treatment than that in the $\delta=1 / 4$ treatment. Similarly, Period 5
cooperation is significantly lower in the $\delta=3 / 4$ treatment than that in $\delta=1 / 4$ treatment. Dropping the first four supergames of the Between sessions, to allow for subject-learning, does not change these results. This opposite pattern in initial and terminal cooperation rules out the theory of reciprocation described in Section III. 3

Table 2. Average cooperation rates (\%) and standard error (in parenthesis) in Periods 1 and 5. Left panel is for Between Session's data. Right panel is for pooled data from Between and Within sessions. Lower panel reports p-values from F test against null $H_{0}: \delta_{2}=\delta_{4}$.

|  | Between |  |  |  | Within+Between (Pooled data) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Games 1-8 |  | Games 5-8 |  |  |  |
|  | P1 | P5 | P1 | P5 | P1 | P5 |
| $\delta_{2}=3 / 4$ | $\begin{aligned} & 40.77 \\ & (5.95) \end{aligned}$ | $\begin{aligned} & 11.90 \\ & (2.54) \end{aligned}$ | $\begin{aligned} & 39.29 \\ & (6.46) \end{aligned}$ | $\begin{gathered} 8.33 \\ (2.89) \end{gathered}$ | $\begin{aligned} & 34.33 \\ & (5.46) \end{aligned}$ | $\begin{gathered} 9.33 \\ (1.83) \end{gathered}$ |
| $\delta_{4}=1 / 4$ | $\begin{aligned} & 26.82 \\ & (4.57) \end{aligned}$ | $\begin{aligned} & 23.18 \\ & (3.96) \end{aligned}$ | $\begin{aligned} & 16.67 \\ & (4.71) \end{aligned}$ | $\begin{aligned} & 19.27 \\ & (4.53) \end{aligned}$ | $\begin{aligned} & 22.99 \\ & (3.65) \end{aligned}$ | $\begin{aligned} & 20.52 \\ & (3.38) \end{aligned}$ |
| $H_{0}: \delta_{2}=\delta_{4}$ | . 066 | . 019 | . 006 | . 045 | . 08 | . 001 |
| Clustering | Subject level |  |  |  | Session le | bootstrapped |
| $N$ | 90 |  |  |  | 8 |  |

In the right panel, we pool data from both Between and Within sessions for statistical power. We cluster bootstrapped standard errors at the session level. The hypotheses still stand. Figure 1 describes how cooperation evolves through Periods 1 to 5 .

Table 3 shows that the comparative statics ( $\delta=3 / 4$ vs $\delta=1 / 4$ ) and terminal cooperation persist even after subjects gain significant experience. ${ }^{19}$

[^12]Figure 1. Percentage Cooperation across Periods 1-5 in Between Sessions


Table 3. Persistence with learning: Cooperation rates (\%) in first and terminal periods across supergames (Between Sessions)

| Supergames |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Period 1 | $\delta_{2}=3 / 4$ | 42.86 | 45.24 | 38.10 | 42.86 | 45.24 | 38.10 | 35.71 | 38.10 |
| Coop | $\delta_{4}=1 / 4$ | 47.92 | 41.67 | 31.25 | 27.08 | 25.00 | 16.67 | 14.58 | 10.41 |
|  |  |  |  |  |  |  |  |  |  |
| Period 5 | $\delta_{2}=3 / 4$ | 11.90 | 16.67 | 19.05 | 14.29 | 9.52 | 9.52 | 9.52 | 4.76 |
| Coop | $\delta_{4}=1 / 4$ | 33.33 | 33.33 | 27.08 | 14.58 | 16.67 | 20.83 | 14.58 | 25.00 |

IV.2. Connection between first and terminal period behavior:

Hypothesis 3: If a subject Cooperates in the first period of a $\delta=1 / 4 \mathrm{su}$ pergame, then she would Cooperate unconditionally in the last two periods of
that supergame. In other words, in the Quarter Treatment, $\frac{\text { \#games where a subject cooperated in the first period \& last } 2 \text { periods }}{\text { \#games where a subject cooperated in the first period }}=1$

Hypothesis 3A is proposed by the Duty model (Proposition 4). None of the other models link a player's own first-period cooperation to unconditional terminal-period cooperation.

There is very limited support for Hypothesis 3 in our $\delta=1 / 4$ data. In the Between sessions, subjects cooperated in Periods 4 and 5 after cooperating in Period 1, in only 39 out of 103 possible instances. ${ }^{20}$ Further, 27 of those 39 instances happened when the two players have successfully coordinated at (C,C) in the previous periods. Most of the data seem more consistent with a model of conditional cooperation or reciprocity. ${ }^{21}$

Cooperation is systematically reciprocal throughout, even in lowpayoff periods: In Table 4, we compare the relative frequencies of cooperation as a function of partner's last period behavior. The first panel explains why the Duty model fails: first-period cooperators cooperate conditionally, and not unconditionally, even in low $\delta$ conditions. The second panel shows that even when imposed discounting has dissipated the pecuniary payoffs greatly in periods $4-5$, subjects reciprocate their partner's last period action with a high probability: cooperation is met with cooperation and defection is met with defection. This part of the data suggests that even under discounted payoffs, subjects pay close attention to what their partners are playing, and pay close attention to how they respond to it. Further, given partner's past behavior is almost perfectly predictive of a player's current behavior, from an outside observer's perspective, this data is highly systematic instead of having unexplained variability, i.e, noise.

[^13]|  | Periods 2-5 |  | Periods 4-5 |
| :---: | :---: | :---: | :---: |
|  | First period Cooperators | All <br> subjects |  |
|  | $\delta=1 / 4$ | $\delta=3 / 4$ | $\delta=1 / 4$ |
| Partner cooperated | $\frac{158}{193}$ | $\frac{167}{240}$ | $\frac{103}{170}$ |
| in previous period | $(83 \%)$ | $(70 \%)$ | $(60.59 \%)$ |
| Partner defected | $\frac{38}{219}$ | $\frac{28}{280}$ | $\frac{74}{598}$ |
| in previous period | $(18 \%)$ | $(9 \%)$ | $(12.37 \%)$ |

Table 4. Conditional cooperation instead of Duty: Frequency of Cooperation in Periods 2-5 by First Period Cooperators in Between treatments

Hypothesis 4A: A subject never cooperates in Periods 2-5 of a $\delta=1 / 4$ supergame if the partner has Defected in Period 1.

The data is inconsistent with this Sequential Reciprocity prediction. Subjects keep cooperating even after being defected-on by their partner in Period 1. In the Between Sessions, $42 \%$ ( 138 out of the 328) of total instances of Cooperation in periods 2-5 come from subjects whose partners Defected in Period $1 .{ }^{22} 42 \%$ is a large percentage: the mismatch between the data and the prediction isn't just qualitative.

For an alternative test, consider two different hypothetical situations where the partner $j$ has Defected for the same number of previous periods. $i$ 's payoffs have been harmed exponentially more in the situation where one of those defections happened in the first period. In Table 5, we run a non-causal logistic regression of Period $t \in\{4,5\}$ cooperation on own and partner's Period 1 cooperation ( $\operatorname{Coop}_{\tau=1}$, PCoop $_{\tau=1}$ respectively), and total instances of own and partner cooperation till Period $t-1\left(\sum_{\tau=1}^{\tau=t-1}\right.$ Coop $_{\tau}, \sum_{\tau=1}^{\tau=t-1}$ PCoop $_{\tau}$ respectively). The dependent variable, $C_{o o p}^{t}$ is binary and takes a value of 1 is the subject cooperated in period $t \in\{4,5\}$. Sequential reciprocity predicts that the coefficient on partner's Period 1 cooperation, $\mathrm{PCoop}_{\tau=1}$, should be

[^14]| $\delta=1 / 4$ | Between Sessions |  |
| :---: | :---: | :---: |
| Treatment | (1) Period 4 | $(2)$ Period 5 |
| Coop $_{\tau=1}$ | -2.64 | -2.42 |
|  | $(.76)$ | $(.79)$ |
| PCoop $_{\tau=1}$ | -1.85 | -1.79 |
|  | $(.98)$ | $(.85)$ |
| $\sum_{\tau=1}^{\tau=t-1}$ Coop $_{\tau}$ | 1.98 | 1.58 |
|  | $(.42)$ | $(.29)$ |
| $\sum_{\tau=1}^{\tau=t-1}$ PCoop $_{\tau}$ | 1.07 | .67 |
|  | $(.39)$ | $(.23)$ |
| Constant | -2.42 | -2.58 |
|  | $(.31)$ | $(.32)$ |
| Observations | 384 | 384 |
| Standard errors, clustered at the subject level are reported in parentheses |  |  |

TABLE 5. Logistic regression of cooperation in Period 4 or Period 5 on behavior from period $\tau=1$ and total previous cooperation.
positive: For a fixed $\sum_{\tau=1}^{\tau=t-1} \mathrm{PCoop}_{\tau}$, cooperation is more likely if partner cooperated in payoff-heavy Period 1 than in a later period.

Hypothesis 4B: For a fixed number of total own and partner-defections ( $\sum_{\tau=1}^{t-1}$ PCoop $_{\tau}$ ) till period $t-1$, partner's first-period cooperation ( PCoop $_{\tau=1}$ ) marginally raises the chances of cooperation in period $t \in\{4,5\}$.

The coefficients on partner's period 1 cooperation are significantly negative. The negative coefficients persist even if one removes the variables $C o o p_{\tau=1}$ or $\sum_{\tau=1}^{t-1}$ Coop $_{\tau}$ from the regression. As summarized in Table 8, the data rejects all other theories but Efficiency-Seeking. In Appendix E, we discuss how the current experiment could inform existing theory.

## V. Heterogeneity in Behavior

In this section we characterize subjects into the four utility types (Altruism/ Duty/ Efficiency-Seeking/ Selfish), based on their response to partner's behavior.

Between sessions: In Figure 3a, we summarize the behavior of Between session subjects by their conditional response in the latter half (Rounds 3 to 5) of all 8 supergames, against partner's previous actions. ${ }^{23}$ The $x$ and $y$ components correspond to a player's average empirical likelihood of cooperation against previous round's cooperation and defection.

Figure 2. For each subject from the Between sessions, we calculate the average empirical frequency of cooperation against partner's last round cooperation (C) or Defection (D). On the left, we bubble-plot each subject's conditional cooperation against $C$ vs against $D$. On the right, we bubble-plot how conditional cooperation against C changes from Round 2 to Rounds 3-5.

(A) Cooperation against C vs against D (B) Cooperation against C, Round 2 vs $3-5$
$\delta=1 / 4$ polarizes cooperative response to partner's cooperation. It has a larger proportion of subjects who are very likely $(x \in[.8,1])$ to cooperate after partner's cooperation: $20 / 47(43 \%)$ of all $\delta=1 / 4$ subjects as compared to only $8 / 40(20 \%)$ of all $\delta=3 / 4$ subjects. Conversely, it also has a slightly larger

[^15]proportion of subjects who always defect $(\max \{x, y\} \leq .2): 15 / 47(32 \%)$ of all $\delta=1 / 4$ subjects versus $11 / 40(27.5 \%)$ of all $\delta=3 / 4$ subjects. ${ }^{24}$

Unconditional cooperators are almost non-existent, as most subjects rarely cooperate after partner's defection. Under $\delta=1 / 4$, after partner's defection, $38 / 47$ subjects cooperate on less than $20 \%$ occasions ( $y \leq .2$ ). Similarly, under $\delta=3 / 4$, after partner's defection, $36 / 40$ subjects cooperate on less than $20 \%$ occasions.

Proposition 4 and 6 about the $\delta=1 / 4$ treatment allow us to characterize subjects into types. Type-identification is especially easier to justify for extreme patterns. $15 / 47$ of $\delta=1 / 4$ session subjects behave selfishly $(\max \{x, y\} \leq .2)$. $2 / 47$ behave like always-cooperators $(x \approx y \approx 1)$ with high Duty parameters. 16/47 other subjects, who have a highly asymmetric response to partner's cooperation ( $x \geq .8, y \leq .2$ ) behave like Efficiency-Seekers for whom partner's last period cooperation implies high probability of partner-cooperation in the upcoming period. Rest are difficult to characterize without strong assumptions.

Many $\delta=1 / 4$ subjects increase how often they cooperate against partner's cooperation from Round 2 to later rounds: see Figure (3b). Under $\delta=3 / 4$, we observe the opposite pattern: subjects decrease how often they cooperate against partner's cooperation in the later rounds. Thus, Figure (3b) rejects purely Tit-for-tat behavior under which conditional behavior should not change across rounds. Figure (7-ii) in Appendix II shows that first period cooperators in $\delta=1 / 4$ are no different than others in terms of conditional cooperation in rounds $3-5$ (rejecting the Duty model).

Within Sessions: The strictly conditional pattern of cooperation repeats in the Within sessions, as shown in Figure (7-i) in Section B: Barring a single subject, no one cooperates unconditionally, even in the last 3 periods of the low $\delta$ treatments $(\delta \leq 3 / 8)$. The probability of cooperation after partner's defection is never greater than .5. The Within sessions data is less favorable to heterogeneity analysis for conditional responses: Due to the fewer repetitions

[^16]per $\delta$-treatment, many subjects never experience partner's cooperation under low or high $\delta$, excluding them from analysis.

How is total cooperation in $\delta \leq 3 / 8$ (Low) treatments correlated to cooperation in $\delta>3 / 8$ (High) treatments for the Within session subjects? In Table 6 , we tabulate all 132 subjects from the Within sessions on the basis of the total times they cooperated (out of a maximum of 20) under each scenario. 27 (20.5\% of 132) subjects never cooperated, while 45 ( $30 \%$ of 132 ) subjects cooperated 6 times or more in at least one of the scenarios. Total cooperation under Low and High conditions are systematically related, with the $p$-value from Chi-Squared test lower than .001. This systematic relation hints at similar cooperative mechanisms being at play under both conditions.

Table 6. Total cooperation in Low $\left(C_{l}\right)$ vs High $\left(C_{h}\right)$. Within sessions.

|  | $C_{h}=0$ | $1 \leq C_{h} \leq 5$ | $6 \leq C_{h} \leq 10$ | $C_{h} \geq 11$ |
| :---: | :---: | :---: | :---: | :---: |
| $C_{l}=0$ | $20.5 \%$ | $13.6 \%$ | $1.5 \%$ | $.8 \%$ |
| $1 \leq C_{l} \leq 5$ | $11.3 \%$ | $20.5 \%$ | $7.6 \%$ | $.8 \%$ |
| $6 \leq C_{l} \leq 10$ | .8 | $3.8 \%$ | $9.8 \%$ | $6.1 \%$ |
| $C_{l} \geq 11$ | $0 \%$ | $0 \%$ | $.8 \%$ | $2.3 \%$ |

## VI. Structural Estimation

In this section, we consider the four utility types: Selfish (S), Duty (D), Efficiency-seeking (E) and Altruism (A), and fit a Finite Mixture Model to the data. ${ }^{25}$ To simplify our analysis, we assume the following:
(1) Choices: Every round $t$, player $i$ matched with player $j$ chooses action $a_{i, t}^{j} \in\{C, D\}$.
(2) Supergame payoffs: Player $i$ approximates the expected utility of current actions by assuming that if both players cooperate in the current round ( $a_{i, t}^{j}=$ $a_{j, t}^{i}=C$ ), then they both cooperate in all future rounds $s>t$ of the supergame; if either player defects, then they both defect in all future rounds $s>t$ of the supergame.
${ }^{25}$ Unfortunately, the Dufwenberg and Kirchsteiger [2004] model is not tractable enough to use in this exercise.
(3) Beliefs: In the $\delta \in\{1 / 4,3 / 4\}$ treatment, $i$ 's belief in period $t \geq 2$ about their partner $j$ 's Cooperation can take four values $\beta_{C C, \delta}, \beta_{C D, \delta}, \beta_{D C, \delta}, \beta_{D D, \delta} \in$ $[0,1]$, depending on the outcome $o \in\{C C, C D, D C, D D\}$ of the last period. ${ }^{26}$
(4) Initial Beliefs: For period $t=1$, there are no previous actions, but we directly use the Period 1 belief data we had collected about partner's cooperation from that supergame (see Appendix A for details of our belief data).

Let $\Pi_{C C}^{t}=\sum_{s=t}^{s=5} \delta^{s-1} 2000$ be the total payoff from sustaining the (C,C) outcome from Period $t$ to Period 5. Similarly, let $\Pi_{D D}^{t}=\sum_{s=t}^{s=5} \delta^{s-1} 1200$ be the same for the (D,D) outcome. Given assumptions (1)-(4), Subject $i$ is modeled as a random utility maximizer whose expected utility in Period $t$ from taking action $a_{i, t}^{j} \in\{C, D\}$ depends on her type $\tau(i) \in\{S, D, E, A\}$ and her beliefs which in turn depend on the last period's outcome $o \in\{C C, C D, D C, D D\}$.

$$
\left.\begin{array}{rl}
\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau(i)=S, o, \delta\right)= & \beta_{o, \delta} \Pi_{C C}^{t}+\left(1-\beta_{o, \delta}\right)(\underbrace{\delta^{t-1} 200+\Pi_{D}^{t+1}}_{(\mathrm{C}, \mathrm{D}) \text { in } t,(\mathrm{D}, \mathrm{D}) \text { for rest }}
\end{array}\right), ~ \begin{aligned}
\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau(i)=D, o, \delta\right)= & \beta_{o, \delta}(\Pi_{C C}^{t}+\alpha_{D} \underbrace{(6-t)}_{\text {remaining periods }}) \\
& \quad+\left(1-\beta_{o, \delta}\right)\left(\delta^{t-1} 200+\alpha_{D}+\Pi_{D D}^{t+1}\right) \\
\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau(i)=E, o, \delta\right)= & \beta_{o, \delta}\left(\Pi_{C C}^{t}+\alpha_{E}(6-t)\right)+\left(1-\beta_{o, \delta}\right)\left(\delta^{t-1} 200+\Pi_{D D}^{t+1}\right) \\
\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau(i)=A, o, \delta\right)= & \beta_{o, \delta}\left(1+\alpha_{A}\right) \Pi_{C C}^{t} \\
& \quad+\left(1-\beta_{o, \delta}\right)\left(\delta^{t-1} 200+\alpha_{A} \delta^{t-1} 2600+\left(1+\alpha_{A}\right) \Pi_{D D}^{t+1}\right) \\
\Pi^{t}\left(a_{i, t}^{j}=D \mid \tau(i) \neq A, o, \delta\right)= & \beta_{o, \delta}\left(\delta^{t-1} 2600+\Pi_{D D}^{t+1}\right)+\left(1-\beta_{o, \delta}\right) \Pi_{D D}^{t} \\
\Pi^{t}\left(a_{i, t}^{j}=D \mid \tau(i)=A, o, \delta\right)= & \beta_{o, \delta}\left(\delta^{t-1} 2600+\alpha_{A} \delta^{t-1} 200+\left(1+\alpha_{A}\right) \Pi_{D D}^{t+1}\right)+\left(1-\beta_{o, \delta}\right)\left(1+\alpha_{A}\right) \Pi_{D D}^{t}
\end{aligned}
$$

where $\alpha_{D}, \alpha_{E} \geq 0$ and $\alpha_{A} \in[0,1]$. Under the usual assumptions on idiosyncratic errors, this gives rise to the logistic form of probabilities,

$$
\begin{align*}
P\left(a_{i, t}^{j}=C \mid \tau, o, \delta\right) & =\frac{\exp \left(\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau, o, \delta\right) / \lambda_{t, \delta}\right)}{\exp \left(\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau, o, \delta\right) / \lambda_{t, \delta}\right)+\exp \left(\Pi^{t}\left(a_{i, t}^{j}=D \mid \tau, o, \delta\right) / \lambda_{t, \delta}\right)}  \tag{5}\\
& =\frac{1}{1+\exp \left(\left(\Pi^{t}\left(a_{i, t}^{j}=D \mid \tau, o, \delta\right)-\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau, o, \delta\right)\right) / \lambda_{t, \delta}\right)}
\end{align*}
$$

[^17]where $\lambda_{t, \delta}$ is a scaling parameter that measures how well the subject bestresponds to her expected utility in Round $t$ of treatment $\delta$.
VI.1. Stochastic choice under diminishing payoffs: For any model $\tau$, and for a fixed payoff difference
$$
\Delta_{\delta}^{t}=\left|\left(\Pi^{t}\left(a_{i, t}^{j}=D \mid \tau, o, \delta\right)-\Pi^{t}\left(a_{i, t}^{j}=C \mid \tau, o, \delta\right)\right)\right|
$$
in equation (5) between defection and cooperation, when $\lambda_{t, \delta}$ increases, the utility maximizing choice is made less often. In the limit, as $\lambda_{t, \delta} \rightarrow \infty$, choices become uniformly random and each action is taken with $50 \%$ chance. Similarly, if $\lambda_{t, \delta}$ is constant across rounds $t$ and treatments $\delta$, but $\Delta_{\delta}^{t}$ decreases due to discounting in the later rounds, choices should become uniformly random under any stochastic choice model. Equipped with this stochastic choice feature, just the selfish utility model $(\tau(i)=S)$ with a constant $\lambda_{t, \delta}$ could also explain the second data-feature from Table 8: As $\delta$ decreases, $\Delta_{\delta}^{t}$ decreases faster for lower $\delta$, and thus, under a constant $\lambda_{t, \delta}$, Defect (the selfish player's utilitymaximizing choice) should be observed less often.

Does the stochastic selfish model explain all of the observed terminal cooperation? Is $\lambda_{t, \delta}$ constant across rounds $t$ and treatments $\delta \in\{1 / 4,3 / 4\}$ ? These are empirical questions that we allow the data to answer. We model $\lambda_{t, \delta}$ as

$$
\lambda_{t, \delta}=\lambda_{1, \delta} \times\left(r_{\delta}\right)^{t-1}
$$

with $r_{\delta}$ being the the per-period rate of change in responsiveness for treatment $\delta$.
VI.2. Data and likelihood: Each subject $i$ 's data consists of their action from every period $t$ and for every match $j$, and $i$ 's first period belief about partner's cooperation that we had collected. To estimate the proportion of the population who abide by each utility model, we assume that each subject is drawn independently from a distribution $\left(p_{S}, p_{D}, p_{E}, p_{A}\right)$ over the 4 utility types and maximize the logged likelihood of the observed data
$L L=\sum_{i} \log \left(\sum_{\tau}\left(\prod_{t, j}\left(P\left(a_{i, t}^{j}=C \mid \tau, o, \delta\right) \times \mathbb{1}\left\{a_{j, t-1}^{i}=C\right\}+P\left(a_{i, t}^{j}=D \mid \tau, o, \delta\right) \times \mathbb{1}\left\{a_{j, t-1}^{i}=D\right\}\right)\right) p_{\tau}\right)$
over the set of parameters

$$
\left(p_{S}, p_{D}, p_{E}, p_{A},\left(\beta_{\{C, D\}^{2} \times\{3 / 4,1 / 4\}}\right),\left(\lambda_{1, \delta}, r_{\delta}\right)_{\delta \in\{3 / 4,1 / 4\}}, \alpha_{D}, \alpha_{E}, \alpha_{A}\right) \in[0,1]^{15} \times \mathbb{R}_{+}^{4}
$$

In equation 6, the inner product of probabilities is over all periods $t$ and partners $j$, and the outer sums are over all utility-types $\tau$ and all players $i$ respectively.
VI.3. Results: We estimate the model with unrestricted parameters in model [1] of Table 7 , then restrict the payoff-sensitivity $r_{\delta=3 / 4}=r_{\delta=1 / 4}=1$ in model [2], and then further restrict the belief parameters $\beta_{0, \delta=3 / 4}=\beta_{0, \delta=1 / 4}$ for all outcomes $o$ in model [3]. The sample fit (log likelihood) reduces a lot under the constrainsts, but the estimates of the residual parameters do not change as much. Results from a likelihood ratio (LR) test comparing the constrained [2] (or [3]) and unconstrained [1] model give a $p$-value lower than 0.0001 , implying that, by allowing the sensitivity parameter to decay or by allowing the beliefs to depend on the treatment being run, the unconstrained model fits the data significantly better.

Type proportions: The estimated proportions of Selfish, Duty, EfficiencySeeking, and Altruistic subjects are $40 \%, 4 \%, 36 \%$ and $20 \%$ respectively in the unconstrained model [1], $47 \%, 2 \%, 45 \%, 6 \%$ in the constrained model [2], $49 \%, 1 \%, 36 \%, 14 \%$ in the constrained model [3]. Thus, under both models, the modal subject is Selfish ${ }^{27}$. Around $40 \%$ of subjects are estimated as Efficiency Seeking, making it the second most common preference type, despite the competition from stochastic choice under the Selfish model. This suggests that the cooperation observed in the data is best interpreted as that from a mixture of selfish subjects and other-regarding subjects.

Payoff-responsiveness: In model [1], we estimate $r_{\delta=3 / 4}=.64$ and $r_{\delta=1 / 4}=$ .26. This can be interpreted as if the subjects became more sensitive to payoffdifferences as the payoffs declined. Especially, at $\delta=1 / 4$, the $95 \%$ confidence interval of $r_{\delta}$ contains $1 / 4$. Thus, based on the estimates from model [1], we do not find any evidence for choices becoming less sensitive to utility-differences at terminal rounds of $\delta=1 / 4$. But, what if one restricts $r_{\delta=3 / 4}=r_{\delta=1 / 4}=1$ ?

[^18]A similar pattern emerges when we compare the sensitivity parameters across the treatments from model [2]: In the $\delta=1 / 4$ treatment, where payments were smaller, the subjects were more sensitive to the utility differences (the scaling parameter is 86.79 as compared to 237.52).

Beliefs: Conditional on (D,D) being played in the last round, both models estimate the beliefs $\beta_{D D, \delta}$ about partner's current cooperation as approximately 0 . Similarly, $\beta_{C C, 1 / 4}$ was estimated as close to 1 , which should be interpreted as players assign close to a belief of 1 on partner's cooperation in the next round after (C,C) outcome. Finally, if only one of the players cooperated in the last round (outcomes (D,D) or (C,D)), then the belief about partner's current cooperation is weakly higher if it was the partner who had cooperated, i.e, $\beta_{D C, \delta} \geq \beta_{C D, \delta}$.

Utility parameters: Across all specifications [1] to [3], we get similar estimates of the Efficiency-Seeking $\left(\alpha_{i}^{E}\right)$, Altruism $\left(\alpha_{i}^{A}\right)$, and Duty parameter $\left(\alpha_{i}^{D}\right)$. The Efficiency-Seeking parameter $\left(\alpha_{i}^{E}\right)$ is about half of the difference between the temptation payoff (2600) and the mutually cooperative outcome (2000) from period 1.

Using the estimated unconstrained Finite Mixture Model in [1] and based on how a subject played, we can assign each subject a posterior type-probability of her belonging to each of the four utility types. For example, a subject could be assigned $\left(p_{S}=1, p_{D}=0, p_{E}=0, p_{A}=0\right)$ implying that the model is "confident" that she is a selfish player. Similarly, a subject could be assigned ( $p_{S}=p_{D}=p_{E}=p_{A}=.25$ ) implying that the model assigns equal chance of her being of any type.

For each subject, we also calculate their total count of cooperation over 8 supergames. This number runs between 0 to 40 . We use a jittered scatter plot of posterior type-probabilities (Y-axis) against this count (X-axis) for the $\delta=1 / 4$ treatment, in Figure $3 .{ }^{28}$ Each subject is represented by four markers, one each for the four type-probabilities. For example, to the subject who cooperated for all 40 rounds, the model assigns a posterior probability of approximately 1 of being the Duty type (blue diamond at $p=1, c=40$ ), and probabilities of 0 of being the other three types (three markers clustered at

[^19]|  | FMM |  |  |
| :---: | :---: | :---: | :---: |
|  | [1] | [2] | [3] |
| parameters |  |  |  |
| $\lambda_{1, \delta=3 / 4}$ | 491.27 | 237.32 | 253.48 |
|  | (44.15) | (12.04) | (12.88) |
| $\lambda_{1, \delta=1 / 4}$ | 299.58 | 86.79 | 80.37 |
|  | (26.90) | (7.34) | (6.02) |
| $r_{\delta=3 / 4}$ | $.64$ |  |  |
|  | (.02) |  |  |
| $r_{\delta=1 / 4}$ | . 26 |  |  |
|  | (.01) |  |  |
| $\beta_{D D, 3 / 4}$ | 0.00 | 0.00 | 0.00 |
|  | (.00) | (.00) | (.00) |
| $\beta_{C D, 3 / 4}$ | . 05 | . 12 | . 05 |
|  | (.05) | (.04) | (.03) |
| $\beta_{D C, 3 / 4}$ | . 26 | . 33 | . 18 |
|  | (.04) | (.04) | (.03) |
| $\beta_{C C, 3 / 4}$ | . 81 | . 96 | . 99 |
|  | (.06) | (.09) | (.08) |
| $\beta_{D D, 1 / 4}$ | 0.00 | 0.00 |  |
|  | (.00) | (.00) |  |
| $\beta_{C D, 1 / 4}$ | . 02 | . 04 |  |
|  | (.01) | (.05) |  |
| $\beta_{D C, 1 / 4}$ | . 02 | . 01 |  |
|  | (.005) | (.06) |  |
| $\beta_{C C, 1 / 4}$ | 1.00 | . 48 |  |
|  | (.00) | (.06) |  |
| $\alpha_{D}$ | 214.65 | 184.69 | 168.10 |
|  | (35.88) | (39.01) | (33.58) |
| $\alpha_{E}$ | 252.05 | 221.36 | 214.35 |
|  | (24.99) | (13.13) | (10.82) |
| $\alpha_{A}$ | . 37 | . 56 | . 50 |
|  | (.03) | (.02) | (.02) |
| $p_{S}$ | . 40 | . 47 | . 49 |
|  | (.06) | (.06) | (.06) |
| $p_{D}$ | . 04 | . 02 | . 01 |
|  | (.02) | (.02) | (.01) |
| $p_{E}$ | . 36 | . 45 | . 36 |
|  | (.06) | (.06) | (.06) |
| $p_{A}$ | . 20 | . 06 | . 14 |
|  | (.05) | (.03) | (.04) |
| LL | -1222.00 | -1636.32 | -1648.80 |

Table 7. Finite Mixture Model analysis of the four utility models. Column [2] restricts $r_{\delta=3 / 4}=r_{\delta=1 / 4}=1$. Column [3] further restricts the same belief parameters across both treatments, that is, $\beta_{o, \delta=3 / 4}=\beta_{o, \delta=1 / 4}$. We report the asymptotic standard errors below.
$p=0, c=40$ ). Similarly, there were two subjects who cooperated 28 times, and were both assigned a posterior probability of 1 for being Efficiency-Seeking
(two gray rectangles coincide at $p=1, c=28$, with the other markers clustered around $p=0, c=28)$. Most points lie on or very close to the horizontal axes $p=0$ and $p=1$, indicating that it is only for a small number of subjects that FMM is incapable of detecting the best-fit model with confidence.

Figure 3. Jittered scatter plot of posterior type-probabilities against the total count of cooperation over 8 supergames. ( $\delta=1 / 4$ treatment) We replicate the same figure for the $\delta=3 / 4$ treatment in Figure 8 in the Appendix.


There is no subject who is assigned a posterior probability of more than $80 \%$ of being selfish, and who cooperates more than 3 times out of a total 40 times possible over the eight $\delta=1 / 4$ supergames. When it comes to terminal cooperation, we get the same picture: selfish subjects seldom cooperate. To show this, we use a jittered scatter plot of posterior type-probabilities (Y-axis) against total cooperation in Periods 4 and 5 (X-axis) for the $\delta=1 / 4$ treatment, in Figure 4.

Figure 4. Jittered scatter plot of posterior type-probabilities against the total count of cooperation in Periods $4-5$ over 8 supergames. $\quad(\delta=1 / 4$ treatment)


Here is one reason why the finite mixture model identifies significant otherregarding preferences from the cooperative subjects. The stochastic selfish model can never explain subjects taking a payoff-dominated action (for e.g, cooperation in the terminal round) with probability greater than $50 \%$. This makes it a bad fit for how strongly reciprocal our cooperative subjects were: Conditional on achieving the (C,C) outcome in the 4 th period, $\delta=1 / 4$ players cooperated $93 \%$ of the time in the 5th period. Thus, a stochastic Selfish model that can explain the moderate aggregate rate of terminal cooperation over all rounds and matches would still fall short of explaining the high within-player and within-match correlation of cooperative behavior. ${ }^{29}$

In Section C of the Appendix we estimate a nested logit model that nests the Altruism, Duty and Efficiency Seeking models in one general model. We estimate this as an unconstrained nested logit model, and compare it to three constrained models run with $\alpha_{i}^{A}=0, \alpha_{i}^{D}=0$ and $\alpha_{i}^{E}=0$ respectively. We

[^20]compare the fit of each of the constrained models individually to the unconstrained model using the Likelihood Ratio test. We find that removing Efficiency-Seeking or Altruism from the unconstrained model significantly decreases the fit, but removing the Duty model does not. When we compare the unconstrained general model to a constrained purely selfish model with $\alpha_{i}^{A}=\alpha_{i}^{D}=\alpha_{i}^{E}=0$, we find that the absence of other-regarding preferences reduces the fit significantly and by a large margin.

## VII. Conclusion

We incorporate theories of non-selfish motives into the reputation model, binding complementary explanations together for better predictive power. EfficiencySeeking fits the data best as it divorces itself from unconditional cooperation (see Duty model) or unforgiving punishment (see Sequential Reciprocity), even when the payoffs diminish fast. As $\delta$ decreases, it correctly predicts higher terminal cooperation and lower initial cooperation (Proposition 2). In our Finite Mixture Model, we estimate that 40-49\% of our subjects are selfish, 36-45\% are Efficiency-seeking, $1-4 \%$ are Duty players, and $6-20 \%$ are Altruistic.

| Data features | Kreps et al. [1982] <br> (Selfish) | Pure <br> Altruism | Duty | Efficiency <br> Seeking | DK <br> $(2004)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| As $\delta$ increases, initial | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| cooperation increases | X | X | $\checkmark$ | $\checkmark$ |  |
| As $\delta$ decreases, terminal <br> cooperation increases |  |  | X |  |  |
| Initial cooperation does not <br> guarantee later cooperation |  |  |  |  | X |
| Partner's initial defection does <br> not guarantee later defection |  |  |  |  |  |

TABLE 8. $\checkmark=$ Data matches prediction, $\mathrm{X}=$ Data rejects prediction. A blank box means the theory does not make a related prediction.

## Appendix A. Beliefs

In the Between sessions, the subjects were also asked to answer the following four prediction questions at the start of each supergame with a new partner:

- How likely is your partner to cooperate on the first round of the this game?
- How likely is your partner to cooperate in the very next round if you cooperated in the previous round of the game?
- How likely is your partner to cooperate in the very next round if you defected in the previous round of the game?
- How likely is your partner to cooperate on the very last (5th) round of the this game?

We used neutral language in the instructions: B and R were the names assigned to Defect, and T and L were the names assigned to Cooperate. At each question the subjects could respond on a scale of 0 to 10 , and they were advised to enter a higher number the more likely they thought the event was. They were also provided the following reference points:

- A response of 0 (lowest point of the scale) would mean "never".
- 5 (midway point of the scale) would mean "as likely as getting Heads on a fair coin toss/ 50-50 odds",
- 10 (right extreme of the scale) would mean "surely".
- Events more likely than "never" and less likely than heads on a fair coin toss, should be rated between 0 and 5 , and so on.

Subjects comfortable in thinking of likelihoods in terms of probabilities, were told how the $0-10$ scale maps into the $[0,1]$ probability scale. The belief questions were not incentivized and thus they are less likely to influence FRPD play in any way. ${ }^{30}$

In Figure 5, we plot the evolution of first and terminal period beliefs (about partner's cooperation) throughout supergames 1 to 8 . We also provide the corresponding $95 \%$ confidence intervals. The belief data gives us a way to test some of the assumptions we used in constructing our hypotheses.

[^21]To predict initial cooperation from Propositions 2 and 2, we have assumed that Period 1 beliefs are either equally optimistic across $\delta$ or weakly more optimistic at higher $\delta$. Initial beliefs are indeed identical at the start of the $\delta=1 / 4$ and $\delta=3 / 4$ session. Initial beliefs are statistically identical (for both one and two-sided t-tests) across treatments through supergames 1-4, and become more optimistic for $\delta=3 / 4$ thereafter. Supergame 5 onwards, the one-sided t -test is significant at $5 \%$.

To predict terminal cooperation from Proposition 2, we assumed that Period 5 beliefs are either equally optimistic or weakly more optimistic at lower $\delta$. Period 5 beliefs are indeed weakly more optimistic in the $\delta=1 / 4$ sessions. These beliefs stay more optimistic for $\delta=1 / 4$ (one-sided t-test significant at $10 \%$ or $5 \%$ ) till Supergame 5, and then become statistically identical.

## Appendix B. Details of the Within Sessions

Design: A total of 132 subjects participated in the five sessions that were run under the Within design. Matching, length and total number of supergames, game-payoffs and payment protocol were identical to the Between Treatment. In a Within session, each subject played under all of the four treatments $\delta=$ $1,3 / 4,3 / 8,1 / 4$. Each session, the four treatments were repeated in two blocks, so that each subject played 2 supergames under each treatment and a total of $(4 \times 2)=8$ supergames. The order of treatments in the Within sessions was randomized at the session level. At the beginning of each session, a coin-toss decided if the treatments would be run in a decreasing order

$$
\delta=1,3 / 4,3 / 8,1 / 4,1,3 / 4,3 / 8,1 / 4
$$

or in an increasing order

$$
\delta=1 / 4,3 / 8,3 / 4,1,1 / 4,3 / 8,3 / 4,1
$$

We planned to get around 60 subjects in each order. Overall, 3 sessions ( 74 subjects in total) were run in the decreasing order ${ }^{31}$ and 2 sessions ( 58 subjects in total) in the increasing order. Below we replicate the main results from Section IV using the data from the Within Sessions.

[^22]Figure 5. Reported optimism about partner's cooperation on a 0-10 scale across supergames 1-8 in the Between Sessions (for both $\delta=1 / 4$ and $\delta=3 / 4$ )

Period 1



Initial and terminal cooperation: As reported in Table 9, first period cooperation is higher in the $\delta=3 / 4$ treatment than that in $\delta=1 / 4$ treatment. In fact, first-period cooperation across four $\delta$ treatments is increasing in $\delta$. Similarly, last period cooperation is significantly lower in the $\delta=3 / 4$ treatment than that in $\delta=1 / 4$ treatment, and approximately decreasing in $\delta$. The tests reconfirm Hypotheses 1 and 2. In column 2, we drop the first block of data for all subjects, and redo our analysis as a robustness check. All of the pair-wise
tests come out to be significant, except the comparison of Period 5 cooperation rates between $\delta=1$ and $\delta=3 / 8$ treatments.

Table 9. Comparison of cooperation rates in first and terminal periods of Within Sessions (Compare with Table 2 from the Between sessions)

|  | Blocks 1 and 2 (All Data) | Only Second Block |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Period 1 | Period 5 | Period 1 | Period 5 |
| $\delta_{1}=1$ | 33.71 | 9.85 | 31.82 | 8.33 |
| $\delta_{2}=3 / 4$ | $(3.55)$ | $(1.97)$ | $(4.08)$ | $(2.42)$ |
|  | 26.14 | 6.06 | 21.97 | 6.06 |
| $\delta_{3}=3 / 8$ | $(3.12)$ | $(1.70)$ | $(3.63)$ | $(2.09)$ |
| $\delta_{4}=1 / 4$ | 20.08 | 12.88 | 15.15 | 12.88 |
|  | $(2.84)$ | $(2.32)$ | $(3.14)$ | $(2.93)$ |
| N | 17.42 | 16.67 | 9.85 | 17.42 |
| $\delta_{2}$ vs $\delta_{4}$ | $(2.64)$ | $(2.45)$ | $(2.61)$ | $(3.32)$ |
| $\delta_{1}$ vs $\delta_{4}$ | 1056 | 1056 | 528 | 528 |
| $\delta_{1}$ vs $\delta_{3}$ | .0067 | .0000 | .0009 | .0005 |

Standard errors, clustered at the level of 132 subjects are reported in parentheses below
Lower panel reports p-values from F test against $H_{0}: \delta_{i}=\delta_{j}$

Cooperation is systematically reciprocal throughout even in Within sessions: In Table 10, we compare the relative frequencies of cooperation as a function of partner's last period behavior. Duty model is inconsistent with this data: first-period cooperators cooperate conditionally, and not unconditionally, even in low $\delta$ conditions. The second panel shows that reciprocal behavior continues even when imposed discounting has dissipated the pecuniary payoffs greatly in periods $4-5$.

Effect of early behavior on late cooperation: In Table 11, we run a non-causal logistic regression of Period $t \in\{4,5\}$ cooperation on own and

Figure 6. Percentage Cooperation across Periods 1-5 in Within sessions (Compare with Figure 1 from the Between sessions)


|  | Periods 2-5 |  | Periods 4-5 |
| :---: | :---: | :---: | :---: |
|  | First period Cooperators | All subjects |  |
|  | $\delta \leq 3 / 8$ | $\delta>3 / 8$ | $\delta \leq 3 / 8$ |
| Partner cooperated | $\frac{78}{123}$ | $\frac{160}{226}$ | $\frac{88}{163}$ |
| in previous period | $(63 \%)$ | $(71 \%)$ | $(53.99 \%)$ |
| Partner defected | $\frac{43}{273}$ | $\frac{51}{406}$ | $\frac{77}{893}$ |
| in previous period | $(16 \%)$ | $(12 \%)$ | $(8.62 \%)$ |

Table 10. Conditional cooperation instead of duty: Frequency of Cooperation in Periods 2-5 by First Period Cooperators in Within treatments. (Compare with Table 4 from the Between sessions)
partner's Period 1 cooperation $\left(\operatorname{Coop}_{\tau=1}, P C o o p_{\tau=1}\right.$ respectively), and total instances of own and partner cooperation till Period $t-1\left(\sum_{\tau=1}^{\tau=t-1} \operatorname{Coop}_{\tau}\right.$,
$\sum_{\tau=1}^{\tau=t-1} \mathrm{PCoop}_{\tau}$ respectively). Sequential reciprocity predicts that the coefficient on partner's Period 1 cooperation, $\mathrm{PCoop}_{\tau=1}$, should be positive. The coefficients on partner's period 1 cooperation are instead negative (and potentially underpowered) for the Within sessions. The negative coefficients persist even if one removes the variables $\operatorname{Coop}_{\tau=1}$ or $\sum_{\tau=1}^{t-1} \operatorname{Coop}_{\tau}$ from the regression.

| $\delta=1 / 4$ | Within |  |
| :---: | :---: | :---: |
| Treatment | $(1)$ Period 4 | $(2)$ Period 5 |
| Coop $_{\tau=1}$ | -1.74 | -1.10 |
|  | $(.79)$ | $(.66)$ |
| PCoop ${ }_{\tau=1}$ | -.98 | -1.08 |
|  | $(.87)$ | $(.85)$ |
| $\sum_{\tau=1}^{\tau=t-1}$ Coop $_{\tau}$ | 1.76 | 1.00 |
|  | $(.34)$ | $(.25)$ |
| $\sum_{\tau=t-1}^{\tau=1}$ PCoop $_{\tau}$ | 1.10 | .49 |
|  | $(.33)$ | $(.21)$ |
| Constant | -2.88 | -2.39 |
|  | $(.30)$ | $(.24)$ |
| Observations | 264 | 264 |
| Standard errors, clustered at the level of subjects, are reported in parentheses below |  |  |

Table 11. Logistic regression of cooperation in Period 4 or Period 5 on behavior from period $\tau=1$ and total previous cooperation. (Compare with Table 5 from the Between sessions)

## Appendix C. Nested Logit Models

Different theories considered in this paper often make unrelated predictions. For e.g., Duty is the only theory that makes a prediction about own initial cooperation versus own later cooperation. Instead of comparing each model against the corresponding features of the data that result in its rejection, we provide a unified empirical test of fit across all the models of Altruism, Duty
and Efficiency Seeking models. As a starting point, we specify a general model that nests the other-regarding utility of all three varieties. Under the assumptions used in the Finite Mixture Model estimation exercise from Section VI this model would imply:

$$
\begin{aligned}
\Pi^{t}\left(a_{i, t}^{j}=C\right)= & \beta_{o, t}\left(\left(1+\alpha_{A}\right) \Pi_{C C}^{t}+\alpha_{D}(6-t)+\alpha_{E}(6-t)\right) \\
& \quad+\left(1-\beta_{o, t}\right)\left(\delta^{t-1} 200+\alpha_{A} \delta^{t-1} 2600+\alpha_{D}+\Pi_{D D}^{t+1}\right) \\
\Pi^{t}\left(a_{i, t}^{j}=D\right)= & \beta_{o, t}\left(2600 \delta^{t-1}+\alpha_{A} \delta^{t-1} 200+\left(1+\alpha_{A}\right) \Pi_{D D}^{t+1}\right)+\left(1-\beta_{o, t}\right)\left(1+\alpha_{A}\right) \Pi_{D D}^{t}
\end{aligned}
$$

We estimate this as a nested logit model in Column [1] of Table 12. Next, we also estimate models [2], [3] and [4] that are special cases of model [1], under $\alpha_{E}=0, \alpha_{A}=0$ and $\alpha_{D}=0$ respectively. We compare the fit of each of the models [2], [3] and [4] individually to the unconstrained model [1], under the null hypothesis that the constrained or smaller model is the "best" model. The Likelihood Ratio test confirms that we can reject this null for all the comparisons ${ }^{32}$, but for that between model [1] and [4]. Thus, the data rejects the null hypothesis that adding Duty preferences increases the model fit, but it cannot do the same for Efficiency-Seeking or Altruism. Finally, in column [5], we estimate the original model under the restriction $\alpha_{E}=\alpha_{A}=\alpha_{D}=0$, imposing fully selfish preferences. This significantly reduces the fit that the model can offer, and the LR test indicates that adding other-regarding preferences significantly increases the model fit ${ }^{33}$.

## Appendix D. Proofs

[^23]| parameter | Nested Logit Models |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | [1] | [2] | [3] | [4] | [5] |
|  | unrestricted | $\alpha_{E}=0$ | $\alpha_{A}=0$ | $\alpha_{D}=0$ | $\alpha_{E}=\alpha_{A}=\alpha_{D}=0$ |
|  |  |  |  |  |  |
| $\lambda_{1, \delta=3 / 4}$ | 275.04 | 284.12 | 505.54 | 275.04 | 499.93 |
|  | (26.58) | (28.17) | (35.36) | (26.58) | (33.93) |
| $\lambda_{1, \delta=1 / 4}$ | 722.55 | 800.2 | 467.80 | 722.55 | 455.86 |
|  | (71.36) | (76.50) | (40.19) | (71.36) | (39.26) |
| $r_{\delta=3 / 4}$ | . 56 | . 53 | . 70 | . 56 | . 71 |
|  | (.02) | (.02) | (.02) | (.02) | (.02) |
| $r_{\delta=1 / 4}$ | . 24 | . 20 | . 23 | . 24 | . 25 |
|  | (.01) | (.01) | (.01) | (.01) | (.01) |
| $\beta_{C D, 3 / 4}$ | 0.00 | 0.00 | . 15 | 0.00 | . 15 |
|  | (.00) | (.00) | (.07) | (.00) | (.07) |
| $\beta_{D C, 3 / 4}$ | . 14 | . 11 | . 33 | . 14 | . 35 |
|  | (.05) | (.05) | (.05) | (.05) | (.05) |
| $\beta_{C C, 3 / 4}$ | 1.00 | . 99 | 1.00 | 1.00 | 1.00 |
|  | (.00) | (.07) | (.00) | (.00) | (.00) |
| $\beta_{C D, 1 / 4}$ | . 53 | . 64 | . 42 | . 53 | 1.00 |
|  | (.05) | (.05) | (.06) | (.05) | (.00) |
| $\beta_{D C, 1 / 4}$ | . 33 | . 43 | . 24 | . 33 | . 33 |
|  | (.05) | (.05) | (.05) | (.05) | (.05) |
| $\beta_{C C, 1 / 4}$ | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|  | (.00) | (.00) | (.00) | (.00) | (.00) |
| $\alpha_{D}$ | 0.00 | 1.38 | 0.00 | - | - |
|  | (.00) | (.12) | (.00) |  |  |
| $\alpha_{E}$ | 4.37 | - | 10.76 | 4.37 | - |
|  | (.72) |  | (1.68) | (.72) |  |
| $\alpha_{A}$ | . 20 | . 25 | - | . 20 | - |
|  | (.02) | (.02) |  | (.02) |  |
| LL | -1356.07 | -1380.11 | -1388.71 | -1356.07 | -1532.22 |

Table 12. Nested logit models: Column [1] is the unconstrained model that nests the features of Altruism, Efficiency-Seeking and Duty. Models [2], [3] and [4] are special cases of model [1], under $\alpha_{E}=0, \alpha_{A}=0$ and $\alpha_{D}=0$ respectively. Model [5] has purely selfish preferences. We report the asymptotic standard errors below the estimated coefficients. We imposed $\beta_{D D, \delta}=0$ given it was consistently 0 in all versions of the FMM.

| Prediction | Kreps et al. [1982] <br> (Selfish) | Pure <br> Altruism | Duty | Efficiency <br> Seeking | DK <br> $(2004)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| As $\delta$ increases, initial |  |  |  |  |  |
| cooperation increases | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| As $\delta$ decreases, terminal |  |  |  |  |  |
| cooperation increases | X | X | $\checkmark$ | $\checkmark$ |  |
| Initial cooperation in $\delta=1 / 4$ |  |  |  |  |  |
| guarantees later cooperation | 46 |  | $\checkmark$ |  |  |
| Unconditional defection |  |  |  |  |  |
| if partner defected initially in $\delta=1 / 4$ |  |  |  |  |  |

TABLE 13. $\checkmark=$ Theory makes this prediction, $\mathrm{X}=$ Theory makes the opposite prediction. A blank box means the theory does not make a related

Proof. [Proposition 1] We need to show that for any strategy $S_{-i}$ the partner plays, AD provides a weakly higher profit than any other strategy $S_{i}$. Thus, it must be that

$$
\begin{aligned}
\Pi_{i}\left(A D, S_{-i}\right) & \geq \Pi_{i}\left(S_{i}, S_{-i}\right) \forall S_{i}, \forall S_{-i} \\
\Longleftrightarrow \min _{\mathcal{S}_{-i}} \min _{S_{i} \in \mathcal{S}_{i}}\left(\Pi_{i}\left(A D, S_{-i}\right)-\Pi_{i}\left(S_{i}, S_{-i}\right)\right) & \geq 0
\end{aligned}
$$

Fix some opponent strategy $S_{-i}$ and let $\mathcal{H}$ be the histories reached by $S_{-i}$ and AD. Now consider any deviation strategy $S_{i}$ for $i$. Let $A$ be the set of all deviation strategies that play defect at all histories in $\mathcal{H}$. As $S_{i}^{a} \in A$ and AD play identically at all histories reached,

$$
\left(\Pi_{i}\left(A D, S_{-i}\right)-\Pi_{i}\left(S_{i}^{a}, S_{-i}\right)\right)=0 \forall S_{i}^{a} \in A
$$

For the more interesting case, consider some $S_{i}^{b} \in \mathcal{S}_{i} \backslash A$. By definition, $S_{i}^{b}$ must cooperate at some history $h \in \mathcal{H}$ in period $t+1$. Without loss of generality, let $h$ also be the earliest history in $\mathcal{H}$ where $S_{i}^{b}$ cooperates. Thus, $S_{i}$ and AD must have accumulated the same payoffs at all earlier histories, but accumulate difference payoffs period $t+1$ (and history $h$ ) onwards.

If $S_{-i}$ cooperates at $h$, then, AD and $S_{i}^{b}$ obtain $2600 \delta^{t}$ and $2000 \delta^{t}$ from period $t+1$ respectively. Thus,

$$
\begin{aligned}
\min _{S_{i}^{b}}\left(\Pi_{i}\left(A D, S_{-i}\right)-\Pi_{i}\left(S_{i}^{b}, S_{-i}\right)\right) & \geq \min _{S_{i}^{b}} \Pi_{i}\left(A D, S_{-i}\right)-\max _{S_{i}^{b}} \Pi_{i}\left(S_{i}^{b}, S_{-i}\right) \\
& \geq\left(2600 \delta^{t}+\sum_{s=t+1}^{4} 1200 \delta^{s}\right)-\left(2000 \delta^{t}+\sum_{s=t+1}^{4} 2600 \delta^{s}\right) \forall t \\
& =\left(600 \delta^{t}-\sum_{s=t+1}^{4} 1400 \delta^{s}\right) \forall t \\
& \geq\left(600 \delta^{t}-\sum_{s=t+1}^{\infty} 1400 \delta^{s}\right) \forall t \\
& =\delta^{t}\left(600-\delta \frac{1400}{1-\delta}\right) \forall t \\
& =\frac{1}{4^{t}}\left(600-\frac{1400}{3}\right) \forall t \\
& \geq 0 \forall t
\end{aligned}
$$

To bound the expressions of the minimum and maximum, we have simply picked the minimum and maximum stage game payoffs possible in each following period, and thus our bounds are robust to how $S_{-i}$ and $S_{i}^{b}$ play in the future periods.
Similarly, if $S_{-i}$ defects at $h$, then, AD and $S_{i}^{b}$ obtain $1200 \delta^{t}$ and $200 \delta^{t}$ from the from period $t+1$ respectively. Thus,

$$
\begin{aligned}
\min _{S_{i}^{b} \in \mathcal{S}_{i} \backslash A}\left(\Pi_{i}\left(A D, S_{-i}\right)-\Pi_{i}\left(S_{i}, S_{-i}\right)\right) \geq & \min _{S_{i}^{b} \in \mathcal{S}_{i} \backslash A} \Pi_{i}\left(A D, S_{-i}\right)-\max _{S_{i}^{b} \in \mathcal{S}_{i} \backslash A} \Pi_{i}\left(S_{i}, S_{-i}\right) \\
& \left(1200 \delta^{t}+\sum_{s=t+1}^{4} 1200 \delta^{s}\right)-\left(200 \delta^{t}+\sum_{s=t+1}^{4} 2600 \delta^{s}\right) \\
= & \left(1000 \delta^{t}-\sum_{s=t+1}^{4} 1400 \delta^{s}\right) \\
\geq & \left(600 \delta^{t}-\sum_{s=t+1}^{\infty} 1400 \delta^{s}\right) \forall t \\
\geq & 0 \forall t
\end{aligned}
$$

Thus, irrespective of what $S_{-i}$ plays at $h$,

$$
\min _{S_{i} \in \mathcal{S}_{i}}\left(\Pi_{i}\left(A D, S_{-i}\right)-\Pi_{i}\left(S_{i}, S_{-i}\right)\right) \geq 0
$$

Given we showed this for an arbitrary $S_{-i}$, this statement must hold for all $S_{-i}$. Thus,

$$
\min _{\mathcal{S}_{-i}} \min _{S_{i} \in \mathcal{S}_{i}}\left(\Pi_{i}\left(A D, S_{-i}\right)-\Pi_{i}\left(S_{i}, S_{-i}\right)\right) \geq 0
$$

and AD must be a weakly dominant strategy. The proof of the uniqueness of AD as a weakly dominant strategy follows similarly, and is hence omitted.

Remark 2. SizeBAD: For egoists, the sizeBAD measure is not defined for $\delta \leq .51$. In the range $\delta \in[.52,1]$, sizeBAD increases as $\delta$ decreases.

Proof. Before we get to the proof, here is the main intuition for this result: For selfish subjects, the decision to cooperate depends on how the temptation to become the first defector compares to the potential loss from defecting too early. When $\delta$ decreases, the potential loss from defecting too early falls, as payoffs from future rounds are heavily discounted. This makes the environment less conducive to initial cooperation.

First we modify sizeBAD to fit our FRPD games. Following Embrey et al. [2018], we assume that an egoistic player (P1) playing a $T=5$ period FRPD in $\delta$ treatment is deciding between playing Grim Trigger and Always Defect. She believes that her partner (P2) too is limited to playing these two strategies. Let $\rho_{0}$ be the the belief on P2 playing Grim Trigger that makes P1 indifferent between playing Grim Trigger and Always Defect.
Let

$$
x_{n}(\delta)= \begin{cases}\frac{1-\delta^{n}}{1-\delta} & \text { if } \delta<1 \\ n & \text { if } \delta=1\end{cases}
$$

Thus, $x_{T}=1+\delta x_{T-1}$ and $\delta x_{T-1}=x_{T}-1$.
P1's indifference implies

$$
\begin{align*}
& \rho_{0}\left(\pi_{c c} x_{T}\right)+\left(1-\rho_{0}\right)\left(\pi_{c d}+\pi_{d d} \delta x_{T-1}\right)=\rho_{0}\left(\pi_{d c}+\pi_{d d} \delta x_{T-1}\right)+\left(1-\rho_{0}\right)\left(\pi_{d d} x_{T}\right) \\
& \Longleftrightarrow \rho_{0}\left(\pi_{c c} x_{T}\right)+\left(1-\rho_{0}\right)\left(\pi_{c d}+\pi_{d d}\left(x_{T}-1\right)\right)=\rho_{0}\left(\pi_{d c}+\pi_{d d} \delta x_{T-1}\right)+\left(1-\rho_{0}\right)\left(\pi_{d d} x_{T}\right) \\
& \Longleftrightarrow \rho_{0}\left(\left(\pi_{c c}-\pi_{d d}\right) x_{T}+\pi_{d d}-\pi_{c d}\right)+\pi_{c d}+\pi_{d d} \delta x_{T-1}=\rho_{0}\left(\pi_{d c}+\pi_{d d} \delta x_{T-1}-\pi_{d d} x_{T}\right)+\pi_{d d} x_{T} \\
& \Longleftrightarrow \rho_{0}\left(\left(\pi_{c c}-\pi_{d d}\right) x_{T}+\pi_{d d}-\pi_{c d}\right)+\pi_{c d}+\pi_{d d} \delta x_{T-1}=\rho_{0}\left(\pi_{d c}-\pi_{d d}\right)+\pi_{d d} x_{T} \\
& \Longleftrightarrow \rho_{0}\left(\left(\pi_{c c}-\pi_{d d}\right) x_{T}-\pi_{c d}-\pi_{d c}+2 \pi_{d d}\right)=\pi_{d d}-\pi_{c d} \\
&(7) \Longleftrightarrow \rho_{0}  \tag{7}\\
&=\frac{\pi_{d d}-\pi_{c d}}{\left(\left(\pi_{c c}-\pi_{d d}\right) x_{T}-\pi_{c d}-\pi_{d c}+2 \pi_{d d}\right)}
\end{align*}
$$

Given the stage game parameters, the denominator turns zero just below $\delta=$ .52 , and hence sizeBAD is undefined thence. As $\delta$ increases, the denominator increases and the sizeBAD measure decreases.

Proof. [Proposition 2] We use the same notation as in the proof of Remark 2. Game length, $T=5$. Let

$$
x_{n}(\delta)= \begin{cases}\frac{1-\delta^{n}}{1-\delta} & \text { if } \delta<1 \\ n & \text { if } \delta=1\end{cases}
$$

Under the Efficiency-Seeking model, P1's indifference in the first-period implies

$$
\begin{aligned}
\rho_{0}\left(\pi_{c c} x_{T}+5 \alpha_{i}^{E}\right)+\left(1-\rho_{0}\right)\left(\pi_{c d}+\pi_{d d} \delta x_{T-1}\right) & =\rho_{0}\left(\pi_{d c}+\pi_{d d} \delta x_{T-1}\right)+\left(1-\rho_{0}\right)\left(\pi_{d d} x_{T}\right) \\
\Longleftrightarrow \rho_{0} & =\frac{\pi_{d d}-\pi_{c d}}{\left(\left(\pi_{c c}-\pi_{d d}\right) x_{T}-\pi_{c d}-\pi_{d c}+2 \pi_{d d}+5 \alpha_{i}^{E}\right)}
\end{aligned}
$$

For any $\alpha_{i}^{E}$-player, as $\delta$ decreases, $x_{T}$ and the denominator decreases, thus predicting a high $\rho_{0}$ and declining cooperation. The result for the Duty model follows similarly, with the caveat that for very large Duty parameters, cooperation would become a dominant strategy of every stage-game, and sizeBAD would become irrelevant.

Proof. [Proposition 3] (i) Last period cooperation is never reputational and always altruistic or warm-glow in nature. In the final period if a subject believes that the other player is going to cooperate with probability $p$, then she would find it worth cooperating as long as

$$
\begin{aligned}
\delta^{4}[p(2000)+(1-p)(200)]+\alpha_{i}^{A} & \geq \delta^{4}[p(2600)+(1-p)(1200)] \\
\alpha_{i}^{A} & \geq \delta^{4}[p(2600-2000)+(1-p)(1200-200)] \\
& =600 \delta^{4} p+1000 \delta^{4}(1-p)
\end{aligned}
$$

The RHS is bounded above by $1000 \delta^{4}$ and bounded below by $600 \delta^{4}$. The next set of inequalities show that the lower bound for any $\delta_{h}$ is larger than the upper bound for $\delta_{l}$.

$$
\begin{aligned}
600 \times(1)^{4} & >1000 \times(3 / 4)^{4} \\
600 \times(3 / 4)^{4} & >1000 \times(3 / 8)^{4} \\
600 \times(3 / 8)^{4} & >1000 \times(1 / 4)^{4}
\end{aligned}
$$

Thus, if altruistic cooperation in the final period is belief-rational for any player in a high $\delta$ treatment, say $\delta=1$, then $\alpha_{i}^{A} \geq 600 \times 1^{4}$ and hence, $\alpha_{i}^{A} \geq 1000 \times(3 / 4)^{4}$, and hence it must be a dominant strategy for her at $\delta=3 / 4$, and by extension at all lower $\delta$ treatments. For values of $\alpha_{i}^{A}$ that lie in the intervals defined by any of the strict inequalities, final-period cooperation could only be a rational response in the corresponding lower $\delta$ treatment. For example, with $\left.\alpha_{i}^{A} \in\left(1000 \times(3 / 4)^{4}, 600\right)\right)$, "final period cooperation" could only be a rational response in the $\delta=3 / 4$ treatment, but not in the $\delta=1$ treatment. As long as there are subjects in the experimental population with $\alpha_{i}^{A}$ in the relevant range, one would expect to see strictly higher last period cooperation as $\delta$ decreases.
(ii) The proof is very similar to (i) and hence omitted.

Example 1. Efficiency-Seeking Equilibrium: Suppose nature assigns Reciprocation Cooperation parameter $\alpha_{i}$ of 450,70 and 0 with probability .2, .2, . 6 respectively. Let us call the players with these $\alpha$ s as Types 1, 2, and 3 respectively. Cooperation is strictly dominated in the final period for all Types in the $\delta=1$ treatment. But terminal period cooperation is reasonable in the $\delta \in\{3 / 8,1 / 4\}$ treatments.

For example, in the $\delta=3 / 8$ treatment, there is a Perfect Bayesian Equilibrium with the following strategies.

- Type 1 cooperates in period 1 and conditionally cooperates (plays Tit for Tat) thereafter. Every other Type defects in both the first and second periods.
- In the third period, Type 2 reveals itself by cooperating only if partner was Type 1, i.e, had cooperated in period 1. Type 2 conditionally cooperates thereafter. Type 3 never cooperates.
- Cooperation rates in the 5 periods in this equilibrium would be $20 \%, 04 \%, 08 \%, 12 \%, 12 \%$ respectively.

Proof. [Proposition 4] Let the preferences of the player under consideration be $U_{i}=p_{i}+\alpha_{i}$.
We start by deriving an $\alpha_{i}^{\text {min }}$ below which first-period cooperation cannot be belief-rational: any player cooperating in the first period must have an $\alpha_{i}$ at least as large as $\alpha_{i}^{\text {min }}$. We then show that for $\alpha_{i}^{A} \geq \alpha_{i}^{\text {min }}$, cooperation in the last two periods at all histories is a strictly best response.
For any strategy $S_{c}$ where $i$ cooperates in the first period, and for any strategy $S_{-i}$ played by the partner, $i$ defects between 1 to 4 times between periods 2-5. The maximum expected payoff from any extensive-form strategy $S_{c}$ is no more than the maximum of the four following quantities, where in $\Pi_{\max }^{i}$ she defects $i$ times in periods 2-5.

$$
\begin{aligned}
& \Pi_{\max }^{1}=\rho_{0} 200+\left(1-\rho_{0}\right) 2000+863.28+\alpha_{i} \\
& \Pi_{\max }^{2}=\rho_{0} 200+\left(1-\rho_{0}\right) 2000+860.94+2 \alpha_{i} \\
& \Pi_{\max }^{3}=\rho_{0} 200+\left(1-\rho_{0}\right) 2000+851.56+3 \alpha_{i} \\
& \Pi_{\max }^{4}=\rho_{0} 200+\left(1-\rho_{0}\right) 2000+814.06+4 \alpha_{i}
\end{aligned}
$$

These maximal bounds on $\Pi_{\text {max }}^{i}$ are derived by allowing the player to enjoy the (Defect, Cooperate) payoff whenever she Defects, and, the (Cooperate, Cooperate) payoff with $\alpha_{i}^{A}$ whenever she Cooperates. For first-period cooperation to be belief rational, it must outperform all possible strategies, including Always Defect. Always Defect provides a payoff no less than

$$
\Pi=\rho_{0} 1200+\left(1-\rho_{0}\right) 2600+398.43
$$

with this lower bound achieved by assuming the (Defect, Defect) outcome throughout. Hence, for initial Cooperation to be a better response than Always Defect, one must have $\max _{i} \Pi_{\text {max }}^{i} \geq \Pi$. Each inequality $\Pi_{\max }^{i} \geq \Pi$ implies a lower bound on $\alpha_{i}$. For example, the first inequality is

$$
\begin{aligned}
\Pi_{\max }^{1} & \geq \Pi \\
\Longleftrightarrow \rho_{0} 200+\left(1-\rho_{0}\right) 2000+863.28+\alpha_{i}^{A} & \geq \rho_{0} 1200+\left(1-\rho_{0}\right) 2600+398.43 \\
\Longleftrightarrow \alpha_{i}^{A} & \geq 135.16
\end{aligned}
$$

We have used the most optimistic and the most pessimistic pecuniary payoffs in the LHS ( $\Pi_{\max }^{1}$ ) and RHS ( $\Pi$ ) respectively. This makes sure that $\Pi_{\max }^{1} \geq \Pi$ is impossible at any value of $\alpha_{i}^{A}$ that is lower than 135.16.
The next three inequalities result in $\alpha_{i}^{A} \geq 68.75, \alpha_{i}^{A} \geq 48.96$, and $\alpha_{i}^{A} \geq 46.09$. For first-period cooperation to be belief-rational, one requires $\max _{i} \Pi_{\max }^{i} \geq \Pi$, and hence atleast $\alpha_{i}^{A}>\alpha_{i}^{\text {min }}=46$.

The payoff parameters from the last three periods of the $\delta=1 / 4$ supergame are given in Table 14. Cooperation and Defect are written as C and D respectively. As $46>\max \left\{\pi_{d d}-\pi_{c d}, \pi_{d c}-\pi_{c c}\right\}=\max \{4.69-.78,10.16-7.81\}$, a player would with $\alpha_{i}^{A} \geq 46$ would find it a dominant strategy to Cooperate in the last period. Cooperating in fourth-period risks losing at most $\max \{40.63-31.25,18.75-3.13\}=15.62$ on stage-game payoff and at most $\left(\pi_{c c}-\pi_{c d}\right)=(7.81-.78)=7.03$ in the last period payoff (she already knows that she will play Cooperate in the terminal period). The non-pecuniary utility $\alpha_{i}^{A}>46$ gained through cooperation in period 4 more than makes up for the maximum total pecuniary loss $(15.62+7.03)$. Thus, she would find Cooperate to be a dominant strategy also in the fourth period.

Such a player would cooperate in the last two periods, at all histories, and for all beliefs that she might have how her actions might affect her opponent's play.

|  | $(\mathrm{D}, \mathrm{D})$ | $(\mathrm{D}, \mathrm{C})$ | $(\mathrm{C}, \mathrm{D})$ | $(\mathrm{C}, \mathrm{C})$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1200 | 2600 | 200 | 2000 |
| 2 | 300 | 650 | 50 | 500 |
| 3 | 75 | 162.5 | 12.5 | 125 |
| 4 | 18.75 | 40.63 | 3.13 | 31.25 |
| 5 | 4.69 | 10.16 | .78 | 7.81 |

Table 14. Payoff parameters in the five periods of the $\delta=1 / 4$ supergame approximated to 2 decimal places.

Proof. [Proposition 5]Let $\beta_{1}=\beta\left(\eta_{5}^{h}\right)$ and $\beta_{2}=\beta\left(\eta_{5}^{l}\right)$. As $\eta_{5}^{h} \leq \eta_{5}$ ), we have $\beta_{1} \geq \beta_{2}$. Belief rationality at $\delta_{l}$ requires

$$
\begin{aligned}
& \min \left\{\left(\left(\delta_{l}^{4} 200+\beta_{2} \delta_{l}^{4} 2600\right)-\left(\delta_{l}^{4} 1200+\beta_{2} \delta_{l}^{4} 1200\right)\right),\right. \\
& \left.\left(\left(\delta_{l}^{4} 2000+\beta_{2} \delta_{l}^{4} 2000\right)-\left(\delta_{l}^{4} 2600+\beta_{2} \delta_{l}^{4} 200\right)\right)\right\} \geq 0 \\
& \Longleftrightarrow \delta_{l}^{4} \min \left\{\left(\beta_{2} 1400-1000\right),\left(\beta_{2} 1800-600\right)\right\} \geq 0 \\
& \Longleftrightarrow \delta_{h}^{4} \min \left\{\left(\beta_{2} 1400-1000\right),\left(\beta_{2} 1800-600\right)\right\} \geq 0 \\
& \Longleftrightarrow \delta_{h}^{4} \min \left\{\left(\beta_{1} 1400-1000\right),\left(\beta_{1} 1800-600\right)\right\} \geq 0 \\
& \min \left\{\left(\left(\delta_{h}^{4} 200+\beta_{1} \delta_{h}^{4} 2600\right)-\left(\delta_{h}^{4} 1200+\beta_{1} \delta_{h}^{4} 1200\right)\right),\right. \\
& \left.\left(\left(\delta_{h}^{4} 2000+\beta_{1} \delta_{h}^{4} 2000\right)-\left(\delta_{h}^{4} 2600+\beta_{1} \delta_{h}^{4} 200\right)\right)\right\} \geq 0
\end{aligned}
$$

Thus, belief rationality of terminal cooperation at $\delta_{l}$ implies the belief rationality of terminal cooperation at $\delta_{h}$.

## Sequential Reciprocity:

Proof. [Proposition 6] We will show that subjects consider partner's firstperiod defection as irreversibly unkind under Dufwenberg and Kirchsteiger [2004], irrespective of her first and second-order beliefs.
Take any history where $j$ has defected on $i$ in period 1 . Suppose $i$ cooperated in period 1. By consistency of beliefs and actions, $i$ thinks that $j$ believes that $i$ is playing an extensive form strategy $s_{i j i}$ that involves playing C in the first period. The case where $s_{121}$ involves Player 1 playing D initially follows similarly.

Let $i$ 's belief about $j$ 's strategy be $s_{j}$. Let $S_{A C}\left(\right.$ and $\left.S_{A D}\right)$ be the strategies of $j$ where $j$ always cooperates (and always defects, respectively) at every history. For any $s_{i j i}$, the maximum payoff that $j$ can allow $i, \max _{s_{j}} \pi_{i}\left(s_{i j i}, s_{j}\right)$, is no less than $\pi_{i}\left(s_{i j i}, S_{A C}\right)$. Thus,

$$
\max _{s_{j}} \pi_{i}\left(s_{i j i}, s_{j}\right) \geq \pi_{i}\left(s_{i j i}, S_{A C}\right)
$$

Thus, for any fixed $s_{i j i}, \max _{s_{j}} \pi_{i}\left(s_{i j i}, s_{j}\right)$ is bounded below by

$$
\begin{aligned}
\Pi_{1}=\inf _{s_{i j i}} \max _{s_{2}} \pi_{i}\left(s_{i j i}, s_{j}\right) & \geq \inf _{s_{i j i}} \pi_{i}\left(s_{i j i}, S_{A C}\right) \\
& =2664.03
\end{aligned}
$$

(The infimum is evaluated when $s_{i j i}$ is a strategy of cooperation at every history. 2664.03 is equal to the sum of (C,C) outcomes across five periods of $\delta=1 / 4$. See Table 14.)
Similarly, for any $s_{121}, \min _{s_{j} \in E\left(S_{j}\right)} \pi_{i}\left(s_{i j i}, s_{j}\right)$, is no less than

$$
\begin{aligned}
\Pi_{2}=\inf _{s_{i j i}} \min _{s_{j} \in E\left(S_{j}\right)} \pi_{i}\left(s_{i j i}, s_{j}\right) & \geq \inf _{s_{121}} \pi_{i}\left(s_{i j i}, S_{A D}\right) \\
& =266.403
\end{aligned}
$$

(The infimum is evaluated by summing the (C,D) payoff across five periods of $\delta=1 / 4$. We get an extreme lower bound, as Player 1's payoffs can't get any lower. See Table 14. We have used the fact that $\mathrm{AD} \in E\left(S_{j}\right)$.)
The outcome considered as kind by Player 1 under Dufwenberg and Kirchsteiger [2004] is,

$$
\Pi_{i}^{e}\left(s_{i j i}\right)=\frac{\max _{s_{2}} \pi_{i}\left(s_{i j i}, s_{j}\right)+\min _{s_{j} \in E\left(S_{j}\right)} \pi_{i}\left(s_{i j i}, s_{j}\right)}{2}
$$

This is no less than

$$
\Pi^{*}=\frac{\left(\Pi_{1}+\Pi_{2}\right)}{2}=\frac{(2664.03+266.403)}{2}=1465.234
$$

The maximum Player 1 could get if Player 2 has already Defected in the first period is $\Pi_{m}=1063.281$. This generous upper bound is calculated as

$$
200+2600 \sum_{s=1}^{4}(1 / 4)^{s}
$$

by assuming she enjoys the (C,D) outcome for rounds $2-5$, and thus upper bound is still below $\Pi^{*}$. Thus, P2's first-period defect guarantees P1 an unfair outcome, and hence, must be considered irredeemably unkind by Player 1.

Player 1's final utility is the sum of pecuniary payoff and $\alpha_{i}$-times reciprocity payoff. Maximizing the reciprocity payoff requires her to act as unkindly as possible to Player 1. Playing unkindly is equivalent to playing Defect throughout. Maximizing pecuniary payoffs also requires her to Defect throughout (see Proposition 1). Thus, Player 1 should Defect unconditionally hereon, irrespective of $\alpha_{i}$.
The proof for the case where $s_{121}$ involves a second order believe about Player 1 playing D in the first period of the Quarter treatment is very similar, with $\Pi_{1}, \Pi_{2}, \Pi^{*}$ and $\Pi_{m}$ equal to $3264,1266.41,2265.23$ and 2063.28 respectively.

Proof. [Proposition 7] Following the steps in Proposition 2, one could show that under Pure Altruism, sizeBAD is given by

$$
\rho_{0}=\frac{\left(1+\alpha_{i}\right) \pi_{d d}-\left(\pi_{c d}+\alpha_{i} \pi_{d c}\right)}{\left(\left(1+\alpha_{i}\right)\left(\pi_{c c}-\pi_{d d}\right) x_{5}-\left(1+\alpha_{i}\right)\left(\pi_{c d}+\pi_{d c}\right)+2 \pi_{d d}\left(1+\alpha_{i}\right)\right)}
$$

where

$$
x_{n}(\delta)= \begin{cases}\frac{1-\delta^{n}}{1-\delta} & \text { if } \delta<1 \\ n & \text { if } \delta=1\end{cases}
$$

For the range of parameters where $\rho_{0} \in(0,1)$, increasing $\delta$ increases $\rho_{0}$. In our paper, $\pi_{d d}=1200, \pi_{c d}=200, \pi_{d c}=2600$.
For $\alpha_{i}$ close to $1, \rho_{0}$ is negative for all $\delta$. Intuitively, for subjects with $\alpha_{i}$ close to 1 , cooperating is a strictly dominant strategy of the stage game, and hence there is no value-risk tradeoff of cooperation!
Same holds for the payoffs in Embrey et al. [2018]: $\pi_{d d}=39, \pi_{c d}=5, \pi_{d c}=87$ for the Difficult PD. $\pi_{d d}=39, \pi_{c d}=22, \pi_{d c}=63$ for the Difficult PD.
[Proposition 8] We shorten Pure Altruism to PA for the following text. In an FRPD supergame with a lower $\delta$, the PA-players with $\alpha_{i} \leq \frac{1}{3}$ would play reputational cooperation less often as gains from future-cooperation are lower. The $\alpha_{i} \in\left(\frac{1}{3}, \frac{5}{7}\right)$ players, who try to coordinate on (C,C) or (D,D) would also
play cooperation less often, as matched reputational players Defect more often under a low $\delta$ and due to Assumption 3. The $\alpha_{i} \geq \frac{5}{7}$ type plays Cooperation as a dominant strategy. Their behavior does not change with $\delta$.

Thus, we can conclude that as $\delta$ decreases, cooperation across periods should either remain the same (in absence of $\alpha_{i}<\frac{1}{3}$ PA-players), or strictly decrease. These conclusions hold for all periods of the supergame.

## Appendix E. Extending The Existing Models of Behavior

Equipped with the hindsight of the experimental findings (Table 8), we discuss how the other theories could be altered to make them fit better. The Pure Altruism model is already consistent with the reciprocity behavior in the data: $\alpha_{i} \in\left(\frac{1}{3}, \frac{5}{7}\right)$ players try to coordinate on ( $\mathrm{C}, \mathrm{C}$ ) or ( $\mathrm{D}, \mathrm{D}$ ). It is also consistent with higher initial cooperation under higher $\delta$. But we could not think of any version of it which would also be consistent with increasing cooperation in the terminal periods.

The kindness calculations under Dufwenberg and Kirchsteiger [2004] can be extended to allow for only short recall periods ${ }^{34}$. This would better fit the "fast to forgive" reciprocal behavior observed in the current paper (Table 4) and some other papers (Fudenberg et al. [2012]).

The sizeBAD notion could also be extended to better predict our cooperationdata. First, we allow it to be defined for any $m$-th period of a $n$-period game. Second, we retrofit the Efficiency-Seeking utility model into it. One would get

$$
\rho_{m}^{\text {RecCoop }}=\frac{\pi_{d d}-\pi_{c d}}{\left(\left(\pi_{c c}-\pi_{d d}\right)\left(1+\delta_{. .}+\delta^{n-m}\right)+\delta^{-(m-1)}(n-m) \alpha_{c o o p}-\pi_{c d}-\pi_{d c}+2 \pi_{d d}\right)}
$$

At $m=1$, the second term in the denominator is independent of $\delta$. Thus, for initial cooperation, an increase in $\delta$ increases the denominator, making cooperation easier. As $m$ increases, the second term in the denominator would eventually dominate the effect of $m$ in the denominator (due to its multiplicative exponential nature). Lower the $\delta$, higher the denominator, and higher

[^24]would be cooperation. This could indeed predict the two central traits of our data: lower $\delta$ favors higher terminal cooperation and lower initial cooperation.

Appendix F. Appendix VI: Experimental Instructions (For Online Appendix)

The following are the experimental instructions, first for Between $(\delta=1 / 4$ and $\delta=3 / 4)$ and then for Within treatments.

## Instructions

## WELCOME

This experiment is a study of economic decision making. The instructions are simple. If you follow them carefully and make good decisions you may earn a considerable amount of money. The money you earn will be paid to you, in cash, at the end of the experiment. Do not discuss your choices or payoffs with any other player!

## - Description of payments:

In all your decisions, you will make a choice between two possible actions Top Row ( T ) and Bottom Row (B). The other player will also make a similar choice- he/ she would choose between Left Column (L) and Right Column $(\mathrm{R})$. You have to make the decision in each round without knowing what your partner's choice, and your partner makes her decision without knowing yours. Your (and your partner's) payments will depend on the combination of your action and your counterpart's simultaneous choices. These payment possibilities will be represented in a MATRIX like the one below.


Notice that the cells contain a pair of numbers. In each cell, the first number(which is always in bold) shows your payment for this round, and the second number shows the payment of the other player. Your and the other player's choice determines which of the cell payments are activated.
Summarizing this MATRIX:
You select T and the other selects L, you each make 2000.
You select T and the other selects R , you make 200 while the other makes 2600 .
You select B and the other selects L, you make 2600 while the other makes 200 .
You select B and the other selects R, you each make 1200.
All payments are written in lab currency. During the payment stage, total earnings in lab currency will be converted to cash payments at the exchange rate 300 lab currency $=\$ 1$, and approximated to the closest multiple of $\$ 1$.

## Description of a game:

You will be playing 8 games with 8 different partners. At the end of the experiment, one of those 8 games would be randomly chosen and your payment would be earnings from that 5 rounds of that game $+\$ 6$ participation fee. Each game in turn will have 5 rounds of decisions, and start with the same payoff MATRIX. As the rounds progress within a game, the payments (i.e, payment MATRIX) from your actions would change. In each subsequent round, the payments would shrink to a quarter of their previous value, for all pair of actions by you and your partner. To see in more detail, the first round payoff MATRIX for all games would be

## Round 1:



Then, the second round payoff MATRIX would have all the possible payments reduced to a quarter $\left(\frac{1}{4}\right)$ of their value, i.e, the matrix would look like

## Round 2:



Take a moment to see how $(500,500)$ from the top-left cell in second round, is exactly a quarter of $(2000,2000)$ from the top-left cell in first round. So, the same pair of actions from the first round yield only a quarter of the value to both you and your partner now. You should be able to guess at this point, that the payment MATRIX in the next (third) round will look like
Round 3:


This would continue similarly till the 5 th or last round (as described in the next page).
Round 4:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
| You | T | 31.25, 31.25 | 3.13, 40.63 |
|  | B | 40.63, 3.13 | 18.75, 18.75 |

Round 5:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
| You | T | 7.81, 7.81 | . $78,10.16$ |
|  | B | 10.16, . 78 | 4.69, 4.69 |

At the start of each setting you are matched with a new player, and you play all the 5 rounds of that setting with that same player. You can see all your plays and results from all previous rounds and games. For example, in Round 3 of Game 6, you can see your full history from Games 1-5, and Rounds 1-2 from Game 6 itself.
Thus you can only see what your current partner chose in all the previous rounds of the current game she is playing with you, and the same holds for your partner. So, Round 2 onwards, both you and your partner can make your decisions in a game based how the other person has previously played in the previous rounds of that same game.
After the 5 rounds in a game end, you never face the same player again. You move on to the next game where you have a new partner. Your new partner does not get any information about your play in previous games, and you do not get to know about her history from previous games she played with someone else.

## Prediction tasks:

Before each game, you would be asked to make 4 predictions about your new partner in the ensuing game. You have never played with this person before, hence, this is merely a prediction, and we would like you to give it your best shot. These predictions are confidential, and will never be disclosed to any other participant. You would be asked the following questions:

- How likely is your partner to play L on the first round of the this game?
- How likely is your partner to play L in the very next round if you played T in the previous round of the game?
- How likely is your partner to play L in the very next round if you played B in the previous round of the game?
- How likely is your partner to play L on the very last (5th) round of the this game?

At each question you are asked to guess how likely something is, and you are asked to respond on a scale of 0 to 10. You can answer with any number between 0 and 10 on each question, as you see fit. The more likely you think the event is, the higher the number you should enter.
For reference, we ask you to use the following rule:

- A response of 0 (lowest point of the scale) would mean "never".
- 5 (midway point of the scale) would mean "as likely as getting Heads on a fair coin toss/50-50 odds",
- 10 (right extreme of the scale) would mean "surely".
- Events more likely than"never" and less likely than heads on a fair coin toss, should be rated between 0 and 5, and so on.
- Of course, you might want to use intermediate numbers as you see fit.

Of course, you might get to see how close your predictions were to the reality when you play the game.
Read this paragraph only if you prefer to think of likelihoods in terms of probabilities. In that case, you can think of the prediction task in the following way: if you think that the likelihood has a probability x , you should the integer closest to 10 x . So, you can think of the scale $0-10$ as the probability scale of $0-1$ in steps of .1. For example, if you think the probability that your partner plays $L$ on the first round with probability .3 , your response should be 3 on the $0-10$ scale for that question.

We will start by giving you a short tutorial about how the GUI works, and then we will go right away to the Predictions and Games 1-8. Best of luck.

## Instructions

## WELCOME

This experiment is a study of economic decision making. The instructions are simple. If you follow them carefully and make good decisions you may earn a considerable amount of money. The money you earn will be paid to you, in cash, at the end of the experiment. Do not discuss your choices or payoffs with any other player!

## - Description of payments:

In all your decisions, you will make a choice between two possible actions Top Row ( T ) and Bottom Row (B). The other player will also make a similar choice- he/ she would choose between Left Column (L) and Right Column $(\mathrm{R})$. You have to make the decision in each round without knowing what your partner's choice, and your partner makes her decision without knowing yours. Your (and your partner's) payments will depend on the combination of your action and your counterpart's simultaneous choices. These payment possibilities will be represented in a MATRIX like the one below.

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
| You | T | 2000, 2000 | 200, 2600 |
|  | B | 2600, 200 | 1200,1200 |

Notice that the cells contain a pair of numbers. In each cell, the first number(which is always in bold) shows your payment for this round, and the second number shows the payment of the other player. Your and the other player's choice determines which of the cell payments are activated.
Summarizing this MATRIX:
You select T and the other selects L, you each make 2000.
You select T and the other selects R , you make 200 while the other makes 2600 .
You select B and the other selects L, you make 2600 while the other makes 200 .
You select B and the other selects R, you each make 1200 .
All payments are written in lab currency. During the payment stage, total earnings in lab currency will be converted to cash payments at the exchange rate 300 lab currency $=\$ 1$, and approximated to the closest multiple of $\$ 1$.

## Description of a game:

You will be playing 8 games with 8 different partners. At the end of the experiment, one of those 8 games would be randomly chosen and your payment would be earnings from that 5 rounds of that game $+\$ 6$ participation fee. Each game will have 5 rounds of decisions, and start with the same payoff MATRIX. As the rounds progress within a game, the payments (i.e, payment MATRIX) from your actions would change. In each subsequent round, the payments would shrink to three quarters $\left(\frac{3}{4}\right)$ of their previous value, for all pair of actions by you and your partner. To see in more detail, the first round payoff MATRIX for all games would be

## Round 1:



Then, the second round payoff MATRIX would have all the possible payments reduced to a quarter of their value, i.e, the matrix would look like

## Round 2:



Take a moment to see how $(1500,1500)$ from the top-left cell in second round, is exactly a three quarters of $(2000,2000)$ from the top-left cell in first round. So, the same pair of actions from the first round yield only three quarters of the value to both you and your partner now. You should be able to guess at this point, that the payment MATRIX in the next (third) round will look like

## Round 3:

|  | Other player |  |  |
| :---: | :---: | :---: | :---: |
|  | L | R |  |
| You | T | 1125,1125 | $\mathbf{1 1 2 . 5}, 1462.5$ |
|  | B | $\mathbf{1 4 6 2 . 5}, 112.5$ | $\mathbf{6 7 5}, 675$ |
|  |  |  |  |

This would continue similarly till the 5 th or last round (as described in the next page).

## Round 4:



## Round 5:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
|  | You | T | $\mathbf{6 3 2 . 8 1}, 632.81$ |
| $\mathbf{6 3 . 2 8}, 822.66$ |  |  |  |
|  | B | $\mathbf{8 2 2 . 6 6}, 63.28$ | $\mathbf{3 7 9 . 6 9}, 379.69$ |

At the start of each setting you are matched with a new player, and you play all the 5 rounds of that setting with that same player. You can see all your plays and results from all previous rounds and games. For example, in Round 3 of Game 6, you can see your full history from Games 1-5, and Rounds 1-2 from Game 6 itself.
Thus you can only see what your current partner chose in all the previous rounds of the current game she is playing with you, and the same holds for your partner. So, Round 2 onwards, both you and your partner can make your decisions in a game based how the other person has previously played in the previous rounds of that same game.
After the 5 rounds in a game end, you never face the same player again. You move on to the next game where you have a new partner. Your new partner does not get any information about your play in previous games, and you do not get to know about her history from previous games she played with someone else.

## Prediction tasks:

Before each game, you would be asked to make 4 predictions about your new partner in the ensuing game. You have never played with this person before, hence, this is merely a prediction, and we would like you to give it your best shot. These predictions are confidential, and will never be disclosed to any other participant. You would be asked the following questions:

- How likely is your partner to play L on the first round of the this game?
- How likely is your partner to play L in the very next round if you played T in the previous round of the game?
- How likely is your partner to play L in the very next round if you played B in the previous round of the game?
- How likely is your partner to play L on the very last (5th) round of the this game?

At each question you are asked to guess how likely something is, and you are asked to respond on a scale of 0 to 10. You can answer with any number between 0 and 10 on each question, as you see fit. The more likely you think the event is, the higher the number you should enter.
For reference, we ask you to use the following rule:

- A response of 0 (lowest point of the scale) would mean "never".
- 5 (midway point of the scale) would mean "as likely as getting Heads on a fair coin toss/50-50 odds",
- 10 (right extreme of the scale) would mean "surely".
- Events more likely than"never" and less likely than heads on a fair coin toss, should be rated between 0 and 5, and so on.
- Of course, you might want to use intermediate numbers as you see fit.

Of course, you might get to see how close your predictions were to the reality when you play the game.
Read this paragraph only if you prefer to think of likelihoods in terms of probabilities. In that case, you can think of the prediction task in the following way: if you think that the likelihood has a probability x , you should the integer closest to 10 x . So, you can think of the scale $0-10$ as the probability scale of $0-1$ in steps of .1. For example, if you think the probability that your partner plays $L$ on the first round with probability .3 , your response should be 3 on the $0-10$ scale for that question.

We will start by giving you a short tutorial about how the GUI works, and then we will go right away to the Predictions and Games 1-8. Best of luck.

# Subjects' Instructions 

## WELCOME

This experiment is a study of economic decision making. The instructions are simple. If you follow them carefully and make good decisions you may earn a considerable amount of money. You should read the following instructions carefully, as they would help you perform successfully in the game.

In this experiment you will be playing under 4 different Settings: 1) One, 2) Three-quarters, 3) Three-over-eight, 4) Two-over-eight.

For each Setting you will be paired with one other player through a computer network to play a game. You will be playing 2 games under each setting, thus a total of 8 games. At the end of the experiment, one of the 8 games will be randomly chosen, and the total earnings in 5 rounds of that game will be converted from lab currency to cash payments at the exchange rate 300 lab currency $=\$ 1$, and approximated to the closest multiple of $\$ 1$. Your total earnings would be calculated as (show-up fee of $\$ 5+$ your earnings from that particular game) and paid to you immediately after the experiment. Under each game, you and the other player will be playing 5 Rounds. Thus in 8 games you will playing a total of $(8 \times 5)=40$ Rounds. Remember, after each game you are matched with a different opponent, hence, you play each of these 8 games with 8 different opponents.

Your decisions and payoffs are confidential. Do not discuss your choices or payoffs with any other player!

## - Description of Rounds:

As said before, you will be playing 6 rounds under each Setting. Every round you will make a choice between two possible actions Top Row(T) and Bottom Row(B). The other player will also make a similar choice each roundhe/ she chooses between Left Column $(\mathrm{L})$ and Right Column $(\mathrm{R})$. Your payments will depend on the combination of your action and your counterpart's action. These payment possibilities will be represented in a MATRIX like the one below.

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  | L | R |  |
| You | T | $\mathbf{2 0 0 0}, 2000$ | $\mathbf{2 0 0}, 2600$ |
|  | B | $\mathbf{2 6 0 0}, 200$ | $\mathbf{1 2 0 0}, 1200$ |

Notice that the cells contain a pair of numbers. In each cell, the first number(which is always in bold) shows your payment for this round, and the second number shows the payment of the other player. Your and the other player's choice determines which of the cell payments are activated. If you choose $T$ (top row) and the other player chooses R (right column), the top right cell (located at the intersection of top row and right column) is activated.


Hence, your payment for this round is 200, while the other player's payment for this round is 2600 .
Similarly, if you choose B (bottom row) and the other player chooses $R$ (right column), the bottom right cell is activated. Hence, your payment for this round is 1200 , and the other player's payment for this round is also 1200 .


All payments here are in lab currencies.

## - Description of Settings:

In this experiment you will be playing under 4 different Settings: 1) Same, 2) Three-quarters, 3) Three-over-eight, 4) Two-over-eight. The name of the particular setting, suggests how the payments diminish after each round. For example, the Three-quarters Setting means that the payments get diminished to Threequarters its value each subsequent round. Similarly the Two-over-eight setting means that the payments get diminished to Two-over-eight (or a quarter) times its value each subsequent round. The setting Same is the only exception, as it would have exactly identical payoffs in all the rounds.

To see in more detail, under the "Three-quarters" setting, the first round payoff MATRIX looks like

|  | Other player |  |  |
| :---: | :---: | :---: | :---: |
|  | L | R |  |
|  | You | $\mathbf{2 0 0 0}, 2000$ | $\mathbf{2 0 0}, 2600$ |
|  | B | $\mathbf{2 6 0 0}, 200$ | $\mathbf{1 2 0 0}, 1200$ |

Then, the second round payoff MATRIX would have all the possible payments halved, i.e, the matrix would look like


Take a moment to see how $(1500,1500)$ from the top-left cell in second round, is exactly $3 / 4$ times of (2000, 2000) from the top-left cell in first round. You should be able to guess at this point, that the payment MATRIX in the next (third) round will look like


This would continue similarly till the 5 th or last round.
At the start of each setting you are matched with a new player, and you play all the 5 rounds of that setting with that same player. After the 5 rounds in a setting end, you never face the same player again. You move on to the next setting where you are matched with a new player.

## Setting Same:

All 5 rounds are played with the following payment scheme:

|  | Other player |  |  |
| :---: | :---: | :---: | :---: |
|  | L | R |  |
|  | T | $\mathbf{2 0 0 0}, 2000$ | $\mathbf{2 0 0}, 2600$ |
|  | B | $\mathbf{2 6 0 0}, 200$ | $\mathbf{1 2 0 0}, 1200$ |

## Setting Three Quarters:

Round 1:


Round 2


Round 3:


Round 4:


Round 5:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
| You | T | $\mathbf{6 3 2 . 8 1}, 632.81$ | $\mathbf{6 3 . 2 8}, 822.66$ |
|  | B | $\mathbf{8 2 2 . 6 6}, 63.28$ | $\mathbf{3 7 9 . 6 9}, 379.69$ |

## Setting Three-over-eight:

Round 1:


Round 2


Round 3:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
| You | T | $\mathbf{2 8 1 . 2 5}, 281.25$ | $\mathbf{2 8 . 1 3}, 365.63$ |
|  | B | $\mathbf{3 6 5 . 6 3}, 28.13$ | $\mathbf{1 6 8 . 7 5}, 168.75$ |

Round 4:


Round 5:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
| You | T | $39.55,39.55$ | 3.96, 51.42 |
|  | B | 51.42, 3.96 | 23.73, 23.73 |

## Setting Two-over-eight:

Round 1:


Round 2


Round 3:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
|  | You | $\mathbf{1 2 5}, 125$ | $\mathbf{1 2 . 5 0}, 162.50$ |
|  | T | $\mathbf{1 6 2 . 5 0}, 12.50$ | $\mathbf{7 5}, 75$ |

Round 4:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
|  | You | $\mathbf{T}$ | $\mathbf{3 1 . 2 5}, 31.25$ |
| $\mathbf{n}$ | $\mathbf{3 . 1 3}, 40.63$ |  |  |
|  | B | $\mathbf{4 0 . 6 3}, 3.13$ | $\mathbf{1 8 . 7 5}, 18.75$ |

Round 5:

|  |  | Other player |  |
| :---: | :---: | :---: | :---: |
|  |  | L | R |
| You | T | 7.81, 7.81 | .78, 10.16 |
|  | B | 10.16, . 78 | 4.69, 4.69 |

## Appendix G. Additional Graphs and Tables

Figure 7. Heterogeneity in conditional cooperation

(i) $\delta \leq \frac{3}{8}$ Within, Against C vs Against D.

(ii) $\delta=\frac{3}{4}$ Between, separately for subjects who cooperate less or more than once in Period 1.

Figure 8. Jittered scatter plot of posterior type-probabilities against the total count of cooperation over 8 supergames. $(\delta=3 / 4$ treatment $)$
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[^1]:    ${ }^{2}$ This can easily turn the model intractable, and this is perhaps one reason why models of social preferences [Fehr and Schmidt, 1999, Charness and Rabin, 2002] are mostly conceived for and applied to (simultaneous and sequential) one-shot games.
    ${ }^{3}$ We show this formally in proposition 5 .

[^2]:    ${ }^{4}$ SizeBAD comparison across treatments requires the initial beliefs to be similar across those treatments. See the discussion following Proposition 2.

[^3]:    ${ }^{5}$ All three of the other-regarding models nest the selfish model.

[^4]:    ${ }^{6}$ For selfish subjects, sizeBAD captures the tradeoff between the temptation to become the first defector and the potential loss from defecting too early. For Efficiency-Seeking, modified sizeBAD captures an identical tradeoff, but with more $\left(\alpha_{i}^{E}\right)$ to lose from defecting too early. ${ }^{7}$ Intuitively, sizeBAD for selfish preferences captures the tradeoff subjects face between the temptation to become the first defector and the potential loss from defecting too early. Subjects with Efficiency-Seeking preferences face an identical tradeoff, but with more ( $\alpha_{i}^{E}$ ) to lose from defecting too early, and this is what the modified sizeBAD captures.
    ${ }^{8}$ In comparison, Altruistic or Duty subjects can experience non-pecuniary utility irrespective of partner's action.

[^5]:    ${ }^{9}$ Heller [2015] shows that a FRPD game admits an evolutionarily stable strategy in which bounded ability agents who look one step ahead and three steps ahead coexist.

[^6]:    ${ }^{10}$ Because the $\delta=1 / 4$ Between treatment had low supergame payoffs, we offered a higher participation fee for both Between treatments.
    ${ }^{11}$ Subjects in both groups G1 and G2 are first enumerated as $1, \ldots, n$. Then in supergame $s \leq n$, player $i$ from G1 faces off against player $(i+s-1) \bmod n$ from G2. Upto $n$ supergames are run.
    ${ }^{12}$ This makes it difficult to run sessions with 20 or 30 supergames, as Embrey et al. [2018] do. More supergames allow subjects more chances at learning.

[^7]:    ${ }^{13} \delta=1$ was chosen as it is the standard FRPD game. $\delta=3 / 8$ was chosen as it is intermediate between $1 / 4$ and $3 / 4$.

[^8]:    ${ }^{14} \mathrm{~A}$ strategy, $S_{i}$, for a player $i$ is a function that maps each of $i$ 's information sets into actions available at that information set.

[^9]:    ${ }^{15}$ Chakraborty and Kendall [2022], Kendall and Chakraborty [2022] show that subjects also fail at backward induction when they are playing against their own selves.
    ${ }^{16}$ Grim Trigger (GT) till period $m$ and AD thereafter.

[^10]:    17 Among other things, this also implies that to predict terminal cooperation for $i$ we do not need to assume that $i$ believes her partner $j$ has some particular utility type (Duty or Efficiency-Seeking for example).

[^11]:    ${ }^{18} S_{i}$ and $S_{j}$ are the set of all possible strategies for $i$ and $j$.

[^12]:    ${ }^{19}$ Our Within sessions independently confirm the same pattern too, as shown in Table 9 in Appendix II.

[^13]:    ${ }^{20}$ Obviously, we statistically reject that $39 / 103$ or $9 / 46$ are identical to the proportion 1 with $p$.
    ${ }^{21}$ In the Within sessions, subjects cooperated in Periods 4 and 5 after cooperating in Period 1 in only 9 out of 46 possible instances.

[^14]:    ${ }^{22}$ Similarly, in the Within sessions, $61 \%$ ( 94 out of the 153 ) of total instances of Cooperation in periods 2-5 come from subjects whose partners Defected in Period 1.

[^15]:    ${ }^{23}$ We can define these two conditional measures for $47 / 48$ and $40 / 42$ subjects from the $\delta=1 / 4$ and $\delta=3 / 4$ sessions, whose partners have taken both actions at least once.

[^16]:    ${ }^{24}$ This is explained by the sub-population of selfish reputational players who find it worth reciprocating only under $\delta=3 / 4$.

[^17]:    ${ }^{26}$ It would perhaps be better to also let the beliefs depend on the period $t$, but that would make the number of parameters to be estimated intractable.

[^18]:    ${ }^{27}$ The high proportion of selfish subjects is unsurprising as around 30 percent of our Between session subjects always defect, irrespective of their partner's actions.

[^19]:    ${ }^{28}$ We replicate the same figure for the $\delta=3 / 4$ treatment in Figure 8 in the Appendix.

[^20]:    ${ }^{29}$ The stochastic Selfish model and Efficiency-Seeking models, parameterized with values from model [1], that is under $\beta_{C C, 1 / 4}=1, \lambda_{5,1 / 4}=299.58 \times(.26)^{4}=1.37$, predict $15 \%$ and $100 \%$ conditional cooperation rates in Period 5 of $\delta=1 / 4$ treatment respectively.

[^21]:    ${ }^{30}$ One might think that the very act of asking about beliefs influences play.

[^22]:    ${ }^{31}$ After two decreasing-order sessions, we only had 46 subjects, well short of the 60 mark. So we a ran a third session, but 28 subjects showed up, driving the total up to 74 .

[^23]:    ${ }^{32}$ The statistical software confirmed the $p$-value was lower than .0001 .
    ${ }^{33}$ The statistical software confirmed the $p$-value was lower than .0001 .

[^24]:    ${ }^{34}$ For example, if every period kindness is re-calculated from the payoff consequences that took place in the last two period's actions only.

