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# Estimation procedures for reliability functions of Kumaraswamy-G Distributions based on Type II Censoring and the sampling scheme of Bartholomew 

Aditi Chaturvedi ${ }^{1}$, Surinder Kumar ${ }^{2}$


#### Abstract

In this paper, we consider Kumaraswamy-G distributions and derive a Uniformly Minimum Variance Unbiased Estimator (UMVUE) and a Maximum Likelihood Estimator (MLE) of the two measures of reliability, namely $R(t)=P(X>t)$ and $P=P(X>Y)$ under Type II censoring scheme and sampling scheme of Bartholomew (1963). We also develop interval estimates of the reliability measures. A comparative study of the different methods of point estimation has been conducted on the basis of simulation studies. An analysis of a real data set has been presented for illustration purposes.
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## 1. Introduction

The Kumaraswamy (Kum) distribution is widely applied to model the random phenomenon having finite lower and upper bounds, e.g.-, the height of individuals, atmospheric temperatures, hydrological data such as daily rain fall, daily stream flow, etc. The distribution was first defined by Kumaraswamy (1976, 1978). Nadarajah (2008) demonstrated that the distribution may be viewed as a special case of three parameter Beta distribution. Several other unimodal distributions can also be approximated by Kumaraswamy's distribution [See, Kumaraswamy (1980) and Ponnambalam et al. (2001)]. Garg (2009) studied the generalized order statistics from the Kum distribution. Jones (2009) explored the background and genesis of the Kum distribution and demonstrated some similarities and differences between the beta and Kum distributions. He highlighted several advantages of the Kum distribution over the beta distribution. In hydrology and related areas, the Kum distribution has received considerable interest [See, Sundar and Subbiah (1989), Fletcher and Ponnambalam (1996), Seifi et al. (2000), Ponnambalam et al. (2001) and Ganji et al. (2006)]. Sindhu et al. (2013) focused on Bayesian and non-Bayesian estimation for the shape parameter of the Kum distribution under Type-II censored samples.

Eldin et al. (2014) obtained the MLE's and Bayes estimators for the parameters of the Kum distribution under general progressive Type II censoring. Mameli (2015) propose a new generalization of the skew-normal distribution, referred to as the Kum skew-normal

[^1]distribution. He demonstrated that this new distribution is computationally more tractable than the Beta skew-normal distribution proposed by Mameli and Musio (2013). Kızılaslan and Nadar (2016) considered the Kum distribution, when the lower record values along with the number of observations following the record values (inter-record times) were observed, and derived the maximum likelihood and Bayes estimators for estimating the parameters of the distribution as well as for the future record values prediction. Dey et al. (2017) focussed on Bayesian and non-Bayesian estimation of multicomponent stress-strength reliability when both step and strength follow the Kum distribution with common shape parameter. Dey et al. (2018) considered and investigated performance of ten different frequentist approaches for estimation of parameters of Kum distribution, namely, maximum likelihood estimators, moments estimators, L-moments estimators, percentile based estimators, least squares estimators, weighted least squares estimators, maximum product of spacings estimators, Cramér-von-Mises estimators, Anderson-Darling estimators and right tailed An-derson-Darling estimators.

In recent years, a large amount of literature has been developed regarding the generalization of classical distributions. For some of the citations, one may refer to Hassan et al. (2020) and the references therein. Cordeiro and Castro (2011) introduced a new Kumaraswamy generalized (Kum-G) family of distributions and discussed its basic statistical properties. They mentioned that the Kum-G family of densities has ability of fitting skewed data and allows for greater flexibility of its tails. The distribution generalizes the modelling ability of the Kumaraswamy distribution and can be widely applied in many areas of engineering and biology. Nadarajah et al. (2012) derived simple representation for the Kum-G family of distributions as a linear combination of exponentiated distributions and studied its general properties. They obtained MLEs of its parameters and discussed its bivariate extension as well. Tamandi and Nadarajah (2016) developed maximum spacing estimation procedure for the parameters of Kum-G distribution. Kundu and Chowdhary (2018) compared the minimums of two independent and heterogeneous samples each following Kum-G distribution with respect to usual stochastic ordering and hazard rate ordering. They also established likelihood ratio ordering between the minimum order statistics for heterogeneous multiple-outlier Kum-G random variables with the same parent distribution function. Kumari et al. (2019) provided characterization ofthe Kum-G distribution based on record values and obtained point and interval estimates of two measures of reliability function $R(t)=P(X>t)$ and $P=P(X>Y)$ based on records. They considered two types of point estimators, namely UMVUE's and MLE's and developed procedures for testing hypotheses related to various parametric functions. Chaturvedi and Bhatnagar (2020) developed classical and preliminary test estimators for measures of reliability of the Kum-G distribution under progressive Type II censoring.

The purpose of the present paper is to extend the results of Kumari et al. (2019) for the cases of Type II censoring and the sampling scheme proposed by Bartholomew. Considering the Kum-G distribution, we develop UMVUE's and MLE's for the reliability functions, $R(t)$ and $P$. For deriving UMVUE's, we followed the approach proposed by Chaturvedi and Tomer (2003), which saves tedious and time-consuming calculation of stress-strength function. The paper is organized as follows: In Section 2, we provide point estimators and exact confidence intervals for the $q^{\text {th }}$ power of parameter $\alpha$, for $q \in(-\infty,+\infty)$, and for functions
$R(t)$ and $P$ based on Type II censoring scheme. In Section 3, based on the sampling scheme proposed by Bartholomew (1963), the point estimators for the $\alpha^{q}, R(t)$ and $P$ are provided. In Section 4, we present findings of simulation studies followed by real data analysis in Section 5. We end with a brief set of conclusions in Section 6. Proofs of some important results can be found in the Appendix.

## 2. Estimation based on Type II Censoring Scheme

A random variable $X$ is said to follow the Kumaraswamy (1980) distribution if its pdf is given by

$$
\begin{equation*}
f(x ; \alpha, \beta)=\alpha \beta x^{\beta-1}\left(1-x^{\beta}\right)^{\alpha-1} ; 0<x<1, \alpha, \beta>0 . \tag{1}
\end{equation*}
$$

Considering the complete sample case, Nadar et al. (2014) have obtained the estimator of $P$ for the distribution given in (1) assuming the parameter ' $\beta$ ' to be common for the two distributions.

A random variable $X$ follow Kumaraswamy-G distributions [Cordeiro and Castro (2011)], if its pdf is of the form

$$
\begin{equation*}
f(x ; \alpha, \beta)=\alpha \beta g(x) G^{\beta-1}(x)\left[1-G^{\beta}(x)\right]^{\alpha-1} ; x>0, \alpha, \beta>0, \tag{2}
\end{equation*}
$$

where $g(x)$ denotes the pdf of $G(x), \alpha$ and $\beta$ are the shape parameters of the Kum-G distribution.

It is to be noted that the distribution given in (2) reduces to the Kumaraswamy distribution when $G(x)=x$.

### 2.1. UMVUE's and MLE's of $\alpha^{q}, R(t)$ and $P$ Based on Type II Censoring

Suppose ' $n$ ' items are put on a test and the test is terminated after the first ' $r$ ' ordered observations are recorded. Let us denote by $0<X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(r)}, 0<r<n$, the lifetimes of first $r$ failures. Obviously $(n-r)$ items survived until $X_{(r)}$. Here, we provide an important lemma, which will be helpful in proving the main results of this section.

## *Lemma 1 Let

$$
S_{(r)}=-\left[\sum_{i=1}^{r} \ln \left\{1-G^{\beta}\left(x_{i}\right)\right\}+(n-r) \ln \left\{1-G^{\beta}\left(x_{r}\right)\right\}\right],
$$

then, $S_{(r)}$ is complete and sufficient for the Kum-G distribution (2). Moreover, the pdf of $S_{(r)}$ is given by

$$
\begin{equation*}
g_{S_{(r)}}(s ; \alpha)=\frac{1}{\Gamma(r)} s^{r-1} \alpha^{r} \exp \{-\alpha s\}, s>0, \alpha>0, r>0 \tag{3}
\end{equation*}
$$

[^2]where, $\Gamma(\cdot)$ denotes the Gamma function.
In the following theorems, we provide the UMVUEs of $\alpha^{q}, R(t)$ and $P$, based on Type II censoring scheme and under the assumption that $\beta$ is known.

Theorem 1 For $q \in(-\infty, \infty)$, the UMVUE of $\alpha^{q}$ is given by:

$$
\widetilde{\alpha}_{I I}^{q}= \begin{cases}\frac{\Gamma(r)}{\Gamma(r-q)} S_{(r)}^{-q} ; & r-q>0 \\ 0 ; & \text { otherwise }\end{cases}
$$

Proof. From (3),

$$
\begin{equation*}
E\left(S_{(r)}^{-q}\right)=\frac{\Gamma(r-q)}{\Gamma(r)} \alpha^{q}, r>q \tag{4}
\end{equation*}
$$

and the theorem follows from Lehmann-Scheffe theorem [see Rohatgi \& Saleh(2012)]. Let us write the pdf (2) as follows

$$
f(x ; \alpha, \beta)=\frac{\alpha \beta g(x) G^{\beta-1}(x)}{1-G^{\beta}(x)} \sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!}\left\{-\ln \left(1-G^{\beta}(x)\right)\right\}^{i} \alpha^{i},
$$

then the following Corollary straight away follows from Theorem 1.
Corollary 1 The UMVUE of the sampled pdf at a specified point $x$ is:

$$
\widetilde{f}_{I I}(x ; \alpha, \beta)=\left\{\begin{array}{lc}
\frac{\beta g(x) G^{\beta-1}(x)}{B(1, r-1) S_{(r)}\left(1-G^{\beta}(x)\right)}\left(1+\frac{\ln \left(1-G^{\beta}(x)\right)}{S_{(r)}}\right)^{r-2} \\
0 ; & -\ln \left(1-G^{\beta}(x)\right)<S_{(r)} \\
0 ; & \text { otherwise }
\end{array}\right.
$$

where $B(a, b)=\frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}$ is the Beta function.
Theorem 2 The UMVUE of $R(t)$ at a specified point t is

$$
\widetilde{R}(t)_{I I}= \begin{cases}{\left[1+\frac{\ln \left(1-G^{\beta}(t)\right)}{S_{(r)}}\right]^{r-1} ;} & -\ln \left(1-G^{\beta}(t)\right)<S_{(r)} \\ 0 ; & \text { otherwise. }\end{cases}
$$

Proof. Using Corollary 1, we have

$$
\widetilde{R}(t)_{I I}=\int_{t}^{\infty} \frac{\beta g(x) G^{\beta-1}(x)}{B(1, r-1) S_{(r)}\left(1-G^{\beta}(x)\right)}\left(1+\frac{\ln \left(1-G^{\beta}(x)\right)}{S_{(r)}}\right)^{r-2} d x,
$$

and the result follows by substituting $\frac{-\ln \left(1-G^{\beta}(x)\right)}{S_{(r)}}=\mathrm{v}$.

Let $X$ and $Y$ be two independent random variables following the classes of distributions $f_{1}\left(x ; \alpha_{1}, \beta_{1}\right)$ and $f_{2}\left(y ; \alpha_{2}, \beta_{2}\right)$, respectively, where

$$
\begin{equation*}
f_{1}\left(x ; \alpha_{1}, \beta_{1}\right)=\alpha_{1} \beta_{1} g(x) G^{\beta_{1}-1}(x)\left(1-G^{\beta_{1}}(x)\right)^{\alpha_{1}-1} ; x>0, \alpha_{1}, \beta_{1}>0 \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}\left(y ; \alpha_{2}, \beta_{2}\right)=\alpha_{2} \beta_{2} h(y) H^{\beta_{2}-1}(y)\left(1-H^{\beta_{2}}(y)\right)^{\alpha_{2}-1} ; y>0, \alpha_{2}, \beta_{2}>0 \tag{6}
\end{equation*}
$$

Let n items on $X$ and m items on $Y$ are put on a life test and the termination numbers for $X$ and $Y$ are $r$ and $r^{\prime}$, respectively. Let us define

$$
S_{(r)}=-\left[\sum_{i=1}^{r} \ln \left(1-G^{\beta_{1}}\left(x_{i}\right)\right)+(n-r)\left(\ln \left(1-G^{\beta_{1}}\left(x_{r}\right)\right)\right]\right.
$$

and

$$
T_{\left(r^{\prime}\right)}=-\left[\sum_{j=1}^{r^{\prime}} \ln \left(1-H^{\beta_{2}}\left(y_{j}\right)\right)+\left(m-r^{\prime}\right)\left(\ln \left(1-H^{\beta_{2}}\left(y_{r^{\prime}}\right)\right)\right] .\right.
$$

In the following theorem, we obtain the UMVUE of $P$.
*Theorem 3 The UMVUE of $P$, when $X$ and $Y$ belong to different family of distributions, is given by

$$
\widetilde{P}_{I I}=\left\{\begin{array}{l}
\int_{z=0}^{c} \frac{1}{B\left(1, r^{\prime}-1\right)}\left[1+\frac{\ln \left\{1-G\left(H^{-1}\left(1-e^{\left.-z T_{\left(r^{\prime}\right)}\right)}\right)\right)^{\beta_{1} / \beta_{2}}\right\}}{S_{(r)}}\right]^{r-1} \\
(1-z)^{r^{\prime}-2} d z ; \text { if } G^{-1}\left\{\left(1-e^{\left.\left.-S_{(r)}\right)^{1 / \beta_{1}}\right\} \leq H^{-1}\left\{\left(1-e^{\left.\left.-T_{\left(r^{\prime}\right)}\right)^{1 / \beta_{2}}\right\}}\right.\right.}\right.\right. \\
\int_{z=0}^{1} \frac{1}{B\left(1, r^{\prime}-1\right)}\left[1+\frac{\ln \left\{1-G\left(H^{-1}\left(1-e^{-z T}\left(r^{\prime}\right)\right)\right)^{\beta_{1} / \beta_{2}}\right\}}{S_{(r)}}\right]^{r-1}(1-z)^{r^{\prime}-2} d z \\
\text { if } G^{-1}\left\{\left(1-e^{-S_{(r)}}\right)^{1 / \beta_{1}}\right\}>H^{-1}\left\{\left(1-e^{-T_{\left(r^{\prime}\right)}}\right)^{1 / \beta_{2}}\right\},
\end{array}\right.
$$

where $c=-T^{-1} \ln \left[1-H\left\{G^{-1}\left(1-e^{-S_{(r)}}\right)^{\beta_{2} / \beta_{1}}\right\}\right]$.
Along the lines of Theorem 3, we can easily prove the following Corollary.
Corollary 2 The UMVUE of $P$, when $X$ and $Y$ belong to same family of distributions, i.e., when $G(\cdot)=H(\cdot)$ and $\beta_{1}=\beta_{2}$, is given by

[^3]\[

\widetilde{P}_{I I}= $$
\begin{cases}\frac{1}{B\left(1, r^{\prime}-1\right)} \sum_{i=0}^{r^{\prime}-2}(-1)^{i}\binom{r^{\prime}-2}{i}\left(\frac{S_{(r)}}{T_{\left(r^{\prime}\right)}}\right)^{i} B(i+1, r) ; & S_{(r)} \leq T_{\left(r^{\prime}\right)} \\ \frac{1}{B\left(1, r^{\prime}-1\right)} \sum_{j=0}^{r-1}(-1)^{j}\binom{r-1}{j}\left(\frac{T_{\left(r^{\prime}\right)}}{S_{(r)}}\right)^{j} B\left(j+1, r^{\prime}-1\right) ; & S_{(r)}>T_{\left(r^{\prime}\right)}\end{cases}
$$
\]

Using (2), the joint pdf of $x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(r)}$ is given by

$$
\begin{equation*}
h\left(x_{(1)}, x_{(2)}, \ldots, x_{(r)} ; \alpha, \beta\right)=\frac{n!}{(n-r)!} \alpha^{r} \beta^{r} \prod_{i=1}^{r} \frac{g\left(x_{(i)}\right) G^{\beta-1}\left(x_{(i)}\right)}{1-G^{\beta}\left(x_{(i)}\right)} \exp \left(-\alpha S_{(r)}\right) \tag{7}
\end{equation*}
$$

It can be easily seen from (7) that the MLE of $\alpha^{q}$ based on Type II censoring is

$$
\begin{equation*}
\widehat{\alpha}_{I I}^{q}=\left(\frac{r}{S_{(r)}}\right)^{q} . \tag{8}
\end{equation*}
$$

From (2) and invariance property of maximum likelihood estimators, the MLE of $f(x)$ is given by

$$
\widehat{f(x)}_{I I}=\frac{r}{S_{(r)}} \beta g(x) G^{\beta-1}(x)\left[1-G^{\beta}(x)\right]^{\frac{r}{S_{(r)}}-1}
$$

Similarly, using the invariance property of MLE, the MLE of $R(t)$ is given by

$$
\begin{equation*}
\widehat{R(t)}_{I I}=\left(1-G^{\beta}(t)\right)^{\frac{r}{S_{(r)}}} \tag{9}
\end{equation*}
$$

The MLE of $P$, when $X$ and $Y$ belong to different family of distributions, is given by

$$
\widehat{P}_{I I}=\int_{z=0}^{1}\left[1-G^{\beta_{1}}\left\{H^{-1}\left(z^{1 / \beta_{2}}\right)\right\}\right]^{\frac{r}{S_{(r)}}} \frac{r^{\prime}}{T_{\left(r^{\prime}\right)}}(1-z)^{\frac{r^{\prime}}{T_{\left(r^{\prime}\right)}}-1} .
$$

The MLE of $P$, when $X$ and $Y$ belong to same family of distributions, i.e.-, when $G(\cdot)=H(\cdot)$ and $\beta_{1}=\beta_{2}$ is given by

$$
\begin{equation*}
\widehat{P}_{I I}=\frac{r^{\prime} S_{(r)}}{r^{\prime} S_{(r)}+r T_{\left(r^{\prime}\right)}} \tag{10}
\end{equation*}
$$

### 2.2. Exact Confidence Intervals for $\alpha, R(t)$ and $P$ based on Type II Censoring

We consider the problem of constructing a two-sided confidence interval for $\alpha$. The confidence interval is obtained by using pivotal quantity $2 \alpha S_{(r)}$. If we define $\chi^{2}(v)$ as the value of $\chi^{2}$ such that

$$
\begin{equation*}
P\left(\chi^{2}>\chi^{2}(\delta)\right)=\int_{\chi^{2}(\delta)}^{\infty} P\left(\chi^{2}\right) d \chi^{2}=\delta \tag{11}
\end{equation*}
$$

where $P\left(\chi^{2}\right)$ is the pdf of $\chi^{2}$ distribution with 2 r degrees of freedom, then by using the fact that $2 \alpha S_{(r)} \sim \chi_{2 r}^{2}$, the confidence interval is given by

$$
\begin{equation*}
P\left(\frac{\chi^{2}\left(1-\frac{\delta}{2}\right)}{2 S_{(r)}} \leq \alpha \leq \frac{\chi^{2}\left(\frac{\delta}{2}\right)}{2 S_{(r)}}\right)=1-\delta \tag{12}
\end{equation*}
$$

where $\chi^{2}\left(\frac{\delta}{2}\right)$ and $\chi^{2}\left(1-\frac{\delta}{2}\right)$ are obtained by using (11). Thus, for known $\beta, 100(1-\delta) \%$ confidence interval for $\alpha$ is given by

$$
\left(\frac{\chi^{2}\left(1-\frac{\delta}{2}\right)}{2 S_{(r)}}, \frac{\chi^{2}\left(\frac{\delta}{2}\right)}{2 S_{(r)}}\right)
$$

Further, for $q<0$, the confidence interval for $\alpha^{q}$ is given by

$$
\left(\left(\frac{\chi^{2}\left(\frac{\delta}{2}\right)}{2 S_{(r)}}\right)^{q},\left(\frac{\chi^{2}\left(1-\frac{\delta}{2}\right)}{2 S_{(r)}}\right)^{q}\right)
$$

and for $q>0$, the confidence interval for $\alpha^{q}$ is given by

$$
\left(\left(\frac{\chi^{2}\left(1-\frac{\delta}{2}\right)}{2 S_{(r)}}\right)^{q},\left(\frac{\chi^{2}\left(\frac{\delta}{2}\right)}{2 S_{(r)}}\right)^{q}\right)
$$

The problem of obtaining the confidence interval for the reliability function $R(t)=$ $\left(1-G^{\beta}(t)\right)^{\alpha}$ can be solved by noting that $R\left(t_{0} ; \alpha\right)$ is a decreasing function of $\alpha$. Thus, $\Psi_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \leq\left(1-G^{\beta}\left(t_{0}\right)\right)^{\alpha}$ is equivalent to $\alpha \leq \ln \Psi_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right) / \ln \left(1-G^{\beta}\left(t_{0}\right)\right)$ and $\Psi_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \geq\left(1-G^{\beta}\left(t_{0}\right)\right)^{\alpha}$ is equivalent to $\alpha \geq \ln \Psi_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right) / \ln \left(1-G^{\beta}\left(t_{0}\right)\right)$. Therefore, the expression

$$
P\left(\Psi_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \leq\left(1-G^{\beta}\left(t_{0}\right)\right)^{\alpha} \leq \Psi_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right)=1-\delta
$$

is equivalent to

$$
\begin{equation*}
P\left(\frac{\ln \Psi_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{\ln \left(1-G^{\beta}\left(t_{0}\right)\right)} \leq \alpha \leq \frac{\ln \Psi_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)}{\ln \left(1-G^{\beta}\left(t_{0}\right)\right)}\right)=1-\delta . \tag{13}
\end{equation*}
$$

Comparing (12) and (13), it immediately follows that $\chi^{2}\left(1-\frac{\delta}{2}\right) / 2 S_{(r)}=$ $\ln \Psi_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right) / \ln \left(1-G^{\beta}\left(t_{0}\right)\right)$ and $\chi^{2}\left(\frac{\delta}{2}\right) / 2 S_{(r)}=\ln \Psi_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right) / \ln \left(1-G^{\beta}\left(t_{0}\right)\right)$.

Therefore,

$$
\Psi_{1}=\exp \left[\ln \left(1-G^{\beta}\left(t_{\circ}\right)\right) \frac{\chi^{2}\left(\frac{\delta}{2}\right)}{2 S_{(r)}}\right] \text { and } \Psi_{2}=\exp \left[\ln \left(1-G^{\beta}\left(t_{\circ}\right)\right) \frac{\chi^{2}\left(1-\frac{\delta}{2}\right)}{2 S_{(r)}}\right] .
$$

Thus, for known $\beta$, ( $1-\delta) 100 \%$ confidence interval for $R\left(t_{0}, \alpha\right)$ is given by

$$
\left(\exp \left[\ln \left(1-G^{\beta}\left(t_{\circ}\right)\right) \frac{\chi^{2}\left(\frac{\delta}{2}\right)}{2 S_{(r)}}\right], \exp \left[\ln \left(1-G^{\beta}\left(t_{\circ}\right)\right) \frac{\chi^{2}\left(1-\frac{\delta}{2}\right)}{2 S_{(r)}}\right]\right)
$$

In order to obtain the confidence interval for $P$, we utilize the fact that $\frac{2 \alpha_{1} S_{(r)} / 2 r}{2 \alpha_{2} T_{\left(r^{\prime}\right)} / 2 r^{\prime}} \sim F_{2 r, 2 r^{\prime}}$. Thus, the confidence interval for $P$ is given by

$$
\begin{array}{r}
P\left[\left(\frac{r T_{\left(r^{\prime}\right)} F\left(\frac{\delta}{2}\right)}{r^{\prime} S_{(r)}}+1\right)^{-1} \leq \frac{\alpha_{2}}{\alpha_{1}+\alpha_{2}} \leq\left(\frac{r T_{\left(r^{\prime}\right)} F\left(1-\frac{\delta}{2}\right)}{r^{\prime} S_{(r)}}+1\right)^{-1}\right] \\
=1-\delta
\end{array}
$$

Therefore, for known $\beta,(1-\delta) 100 \%$ confidence interval for $P$ is given by

$$
\left[\left(\frac{r T_{\left(r^{\prime}\right)} F\left(\frac{\delta}{2}\right)}{r^{\prime} S_{(r)}}+1\right)^{-1},\left(\frac{r T_{\left(r^{\prime}\right)} F\left(1-\frac{\delta}{2}\right)}{r^{\prime} S_{(r)}}+1\right)^{-1}\right]
$$

## 3. Estimation based on the Sampling Scheme of Bartholomew

Throughout this section, we assume that $n$ items are put on a test and we terminate lifetesting experiment at a preassigned time $t_{0}$. Suppose we carry out time-censored test where the items that fail are immediately replaced. Let $X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(n)}$ be the failure times of $n$ items under a test from (2). The test begins at time $X_{(0)}=0$ and the system operates until $X_{(1)}=x_{1}$, when the first failure occurs. The failed item is replaced by a new one and the system operates until the second failure occurs at time $X_{(2)}=x_{2}$ and so on. The experiment is terminated at time $t_{0}$. Here, $X_{(i)}$ is the time until $i^{\text {th }}$ failure measured from time 0 .

### 3.1. UMVUEs and MLEs of $\alpha^{q}, R(t)$ and $P$, based on the Sampling Scheme of Bartholomew

We, first provide an important lemma, which will be utilized in deducing UMVUE's and MLE's of $\alpha^{q}, R(t)$ and $P$.
*Lemma 2 Let $N\left(t_{\circ}\right)$ be the number of failures during the interval [ $\left.0 ; t_{0}\right]$. Then,

[^4]$$
P\left[N\left(t_{0}\right)=r \mid t_{0}\right]=\frac{\left[-n \alpha \ln \left(1-G^{\beta}\left(t_{\circ}\right)\right)\right]^{r}}{r!} \exp \left\{n \alpha \ln \left(1-G^{\beta}\left(t_{\circ}\right)\right)\right\} .
$$

In the following theorems, we provide the UMVUEs of $\alpha^{q}, R(t)$ and $P$, based on the sampling scheme of Bartholomew (1963).

Theorem 4 For positive integer q , the UMVUE of $\alpha^{q}$ is given by

$$
\widetilde{\alpha}_{I}^{q}= \begin{cases}\frac{r!}{(r-q)!}\left[-n \ln \left\{1-G^{\beta}\left(t_{\circ}\right)\right\}\right]^{-q} ; & r-q>0 \\ 0 ; & \text { otherwise }\end{cases}
$$

Proof. It follows from Lemma 2 and the Fisher-Neyman factorization theorem [see Rohatgi and Saleh (2012), p. 341] that $r$ is sufficient for $\alpha$. Moreover, since the distribution of $r$ belongs to an exponential family, it is also complete [see Rohatgi and Saleh (2012), p. 347]. The theorem now follows from the result that the $q^{t h}$ factorial moment of the distribution of $r$ is given by

$$
E[r(r-1)(r-2) \ldots(r-q+1)]=\left[-n \alpha \ln \left\{1-G^{\beta}\left(t_{\circ}\right)\right\}\right]^{q}
$$

Let us write the pdf (2) as follows:

$$
f(x ; \alpha, \beta)=\frac{\alpha \beta g(x) G^{\beta-1}(x)}{1-G^{\beta}(x)} \sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!}\left\{-\ln \left(1-G^{\beta}(x)\right)\right\}^{i} \alpha^{i}
$$

Then, the Corollary 3 straight away follows from Theorem 4.

Corollary 3 The UMVUE of $f(x ; \alpha, \beta)$ at a specified point $x$ is

$$
\tilde{f}_{I}(x ; \alpha, \beta)=\left\{\begin{array}{lc}
\frac{r \beta g(x) G^{\beta-1}(x)}{\left[-n \ln \left(1-G^{\beta}\left(t_{\circ}\right)\right)\right]\left(1-G^{\beta}(x)\right)}\left(1-\frac{\ln \left(1-G^{\beta}(x)\right)}{n \ln \left(1-G^{\beta}\left(t_{0}\right)\right)}\right)^{r-1} ; \\
\ln \left(1-G^{\beta}(x)\right)<n \ln \left(1-G^{\beta}\left(t_{\circ}\right)\right) \\
0 ; & \text { otherwise. }
\end{array}\right.
$$

Theorem 5 The UMVUE of $R(t)$ at a specified point $t$ is given by

$$
\widetilde{R}(t)= \begin{cases}{\left[1-\frac{\ln \left(1-G^{\beta}(t)\right)}{n \ln \left(1-G^{\beta}\left(t_{0}\right)\right)}\right]^{r} ;} & \ln \left(1-G^{\beta}(t)\right)<n \ln \left(1-G^{\beta}\left(t_{\circ}\right)\right) \\ 0 ; & \text { otherwise } .\end{cases}
$$

Proof. Using Corollary (3),

$$
\widetilde{R}(t)=\int_{t}^{\infty} \frac{r \beta g(x) G^{\beta-1}(x)}{\left[-n \ln \left(1-G^{\beta}\left(t_{0}\right)\right)\right]\left(1-G^{\beta}(x)\right)}\left(1-\frac{\ln \left(1-G^{\beta}(x)\right)}{n \ln \left(1-G^{\beta}\left(t_{\circ}\right)\right)}\right)^{r-1} d x
$$

and the result follows by substituting $\frac{\ln \left(1-G^{\beta}(x)\right)}{n \ln \left(1-G^{\beta}\left(t_{0}\right)\right)}=z$.
Let n items on $X$ and m on $Y$ be put on a life test, where $X$ and $Y$ are distributed as in (5) and (6). Let $t_{\circ}$ and $t_{\circ}$ be the termination times for $X$ and $Y$, respectively and $r$ and $r^{\prime}$ be the number of failures before $t_{\circ}$ and $t_{\circ \circ}$, respectively. Obviously, using Corollary 3 , the UMVUEs of $f_{1}\left(x ; \alpha_{1}, \beta_{1}\right)$ and $f_{2}\left(y ; \alpha_{2}, \beta_{2}\right)$, based on the sampling scheme of Bartholomew is given by

$$
\begin{gather*}
\widetilde{f}_{1 I}\left(x ; \alpha_{1}, \beta_{1}\right)=\frac{r \beta_{1} g(x) G^{\beta_{1}-1}(x)}{\left[-n \ln \left(1-G^{\beta_{1}}\left(t_{0}\right)\right)\right]\left(1-G^{\beta_{1}}(x)\right)}\left(1-\frac{\ln \left(1-G^{\beta_{1}}(x)\right)}{n \ln \left(1-G^{\beta_{1}}\left(t_{0}\right)\right)}\right)^{r-1} ;  \tag{14}\\
\ln \left(1-G^{\beta_{1}}(x)\right)<n \ln \left(1-G^{\beta_{1}}\left(t_{0}\right)\right)
\end{gather*}
$$

and

$$
\begin{gather*}
\widetilde{f}_{2 I}\left(y ; \alpha_{2}, \beta_{2}\right)=\frac{r^{\prime} \beta_{2} h(y) H^{\beta_{2}-1}(y)}{\left[-m \ln \left(1-H^{\beta_{2}}\left(t_{\circ \circ}\right)\right)\right]\left(1-H^{\beta_{2}}(y)\right)}\left(1-\frac{\ln \left(1-H^{\beta_{2}}(y)\right.}{m \ln \left(1-H^{\beta_{2}}\left(t_{\circ}\right)\right)}\right)^{r^{\prime}-1}  \tag{15}\\
\ln \left(1-H^{\beta_{2}}(y)\right)<m \ln \left(1-H^{\beta_{2}}\left(t_{\circ \circ}\right)\right)
\end{gather*}
$$

*Theorem 6 The UMVUE of P is given by

$$
\widetilde{P}_{I}=\left\{\begin{array}{l}
r^{\prime} \int_{z=0}^{c}\left[1-\frac{\ln \left\{1-G^{\beta_{1}}\left(H^{-1}\left(1-\left(1-H^{\beta_{2}}\left(t_{\circ}\right)\right)^{m z}\right)\right)^{1 / \beta_{2}}\right\}}{n \ln \left\{1-G^{\left.\beta_{1}\left(t_{0}\right)\right\}}\right]}\right](1-z)^{r^{\prime}-1} d z \\
G^{-1}\left\{1-\left(1-G^{\beta_{1}}\left(t_{\circ}\right)\right)^{n}\right\}^{\frac{1}{\beta_{1}}} \leq H^{-1}\left\{1-\left(1-H^{\beta_{2}}\left(t_{\circ \circ}\right)\right)^{m}\right\}^{\frac{1}{\beta_{2}}} \\
r^{\prime} \int_{z=0}^{1}\left[1-\frac{\ln \left\{1-G^{\beta_{1}}\left(H ^ { - 1 } \left(1-\left(1-H^{\left.\left.\left.\left.\left.\beta_{2}\left(t_{\circ}\right)\right)\right)^{m z}\right)\right)^{1 / \beta_{2}}\right\}}\right.\right.\right.\right.}{n \ln \left\{1-G^{\left.\beta_{1}\left(t_{\circ}\right)\right\}}\right](1-z)^{r^{\prime}-1} d z}\right. \\
G^{-1}\left\{1-\left(1-G^{\beta_{1}}\left(t_{\circ}\right)\right)^{n}\right\}^{\frac{1}{\beta_{1}}}>H^{-1}\left\{1-\left(1-H^{\beta_{2}}\left(t_{\circ \circ}\right)\right)^{m}\right\}^{\frac{1}{\beta_{2}}}
\end{array}\right.
$$

where $c=\frac{\ln \left[1-H^{\beta_{2}}\left\{G^{-1}\left(1-\left(1-G^{\left.\left.\left.\left.\beta_{1}\left(t_{o}\right)\right)^{n}\right)^{1 / \beta_{1}}\right\}\right]}\right.\right.\right.\right.}{m \ln \left\{1-G^{\beta_{1}\left(t_{\circ}\right)}\right\}}$.
Corollary 4 The UMVUE of $P$, when $X$ and $Y$ belong to the same family of distributions, i.e., $G(\cdot)=H(\cdot)$ with $\beta_{1}=\beta_{2}$ and $t_{\circ}=t_{\circ \circ}$ is given by

$$
\widetilde{P}_{I}= \begin{cases}r^{\prime} \sum_{i=0}^{r^{\prime}-1}(-1)^{i}\binom{r^{\prime}-1}{i}\left(\frac{n}{m}\right)^{i+1} B(i+1, r+1) ; & n \leq m \\ r^{\prime} \sum_{j=0}^{r}(-1)^{j}\binom{r}{j}\left(\frac{m}{n}\right)^{j} B\left(j+1, r^{\prime}\right) ; & n>m .\end{cases}
$$

[^5]It can be easily seen from Lemma 2 that the MLE of $\alpha^{q}$ based on the sampling scheme of Bartholomew (1963) is given by

$$
\begin{equation*}
\widehat{\alpha}_{I}^{q}=\left(\frac{-r}{n \ln \left(1-G^{\beta}\left(t_{0}\right)\right)}\right)^{q} . \tag{16}
\end{equation*}
$$

Using (2), $R(t)$ at point $t$ is given by

$$
\begin{equation*}
R(t)=\left(1-G^{\beta}(t)\right)^{\alpha} . \tag{17}
\end{equation*}
$$

From (17) and invariance property of MLEs, the MLE of $R(t)$ is given by

$$
\begin{equation*}
\widehat{R}(t)_{I}=\left[1-G^{\beta}(t)\right]^{\frac{-r}{n \ln \left(1-G^{\beta}\left(t_{0}\right)\right)}} . \tag{18}
\end{equation*}
$$

Similarly, using the invariance property of MLE, the MLE of $f(x ; \alpha, \beta)$ at a specified point $x$ is

$$
\widehat{f}_{I}(x ; \alpha, \beta)=\frac{-r}{n \ln \left\{1-G^{\beta}\left(t_{0}\right)\right\}} g(x) G^{\beta-1}(x)\left[1-G^{\beta}(x)\right]^{\left.\frac{-r}{\ln \left\{1-G^{\beta}\left(t_{0}\right)\right.}\right\}^{-1}}
$$

The MLE of $P$, when X and Y belong to a different family of distributions, is given by

$$
\begin{aligned}
& \widehat{P}_{I}=\int_{z=0}^{1}\left[1-G^{\beta_{1}}\left\{H^{-1}\left(z^{1 / \beta_{2}}\right)\right\}^{\frac{-r}{n \ln \left(1-G^{\left.\beta_{1}\left(t_{0}\right)\right)}\right.}} \frac{-r r^{\prime}}{m \ln \left(1-H^{\left.\beta_{2}\left(t_{\circ}\right)\right)}\right.} \times\right. \\
& (1-z)^{\frac{-r^{\prime}}{m \ln \left(1-H^{\left.\beta_{2}(t o o)\right)}\right.}} d z \text {. }
\end{aligned}
$$

The MLE of $P$, when $X$ and $Y$ belongs to the same family of distributions, i.e-., $G(\cdot)=H(\cdot)$, $\beta_{1}=\beta_{2}$ and $t_{\circ}=t_{\circ \circ}$, is given by

$$
\begin{equation*}
\widehat{P}=\frac{r^{\prime} n}{r^{\prime} n+r m} \tag{19}
\end{equation*}
$$

## 4. Simulation Study

In order to validate the results obtained in Sections 2 and 3, we first consider the Kum distribution as a particular case of the Kum-G distributions. The pdf and cdf of the Kum distribution are given by:

$$
\begin{gather*}
f(x ; \alpha, \beta)=\alpha \beta x^{\beta-1}\left(1-x^{\beta}\right)^{\alpha-1} ; 0<x<1, \alpha, \beta>0 .  \tag{20}\\
F(x ; \alpha, \beta)=1-\left(1-x^{\beta}\right)^{\alpha} . \tag{21}
\end{gather*}
$$

respectively.

### 4.1. Simulation Based on Type II Censoring

For comparing the performances of estimators of $\alpha^{q}$ based on Type II censoring scheme, we have generated 1000 random samples from (20) each of size $n=50$ for $(\alpha, \beta)=(2,0.5)$,
$(2,1),(2,2)$. For each sample we arranged the data in ascending order and considered a sample of first $\mathrm{r}(\leq n)$ observations. For different values of $\mathrm{r}=10,20,30$ and 50, we have computed average values of $\widetilde{\alpha_{I I}^{q}}$ and $\widehat{\alpha_{I I}^{q}}$, their corresponding bias, MSE and approximate $95 \%$ confidence interval. For $q=1$ and 2, results are reported in Table 1. It has been observed that MSE obtained corresponding to UMVUE is much lower than MSE obtained corresponding to MLE. Thus, the performance of UMVUE of $\alpha^{q}$ for $q=1,2$ based on Type II censoring is much better than the performance of MLE of $\alpha^{q}$. From Table 1, we observe that as $r$ increases, the performance improves in the sense that their MSE decreases. It is also interesting to note that, with increasing r , the two estimators come close to each other.

For comparing the performance of MLE and UMVUE of reliability function $R(t)$, the bias, MSE and $95 \%$ confidence intervals are presented in Table 2. Comparing the estimates on the basis of MSE, we observe that the MLE of $R(t)$ performs better than the UMVUE for all parametric settings. As r increases, the performance of both the estimators improve and both estimators come close to each other.

For investigating the performance of estimators of $P$, we have generated 1000 random samples from each of the populations X and Y with sizes ( $\mathrm{n}, \mathrm{m}$ ) with $\beta_{1}=\beta_{2}=2$ and $\left(\alpha_{1}, \alpha_{2}\right)=(0.5,0.5),(0.5,1),(0.5,1.5)$ and $(1.5,2)$. Samples corresponding to both the populations are arranged in ascending order and first $\left(r, r^{\prime}\right)$ observations are considered. For $\left(r, r^{\prime}\right)=(10,10),(20,20),(30,25),(40,40)$ and $(50,50)$, we have computed average values of $\widetilde{P}$ and $\widehat{P}$, their corresponding bias, MSE and approximate $95 \%$ confidence interval and results are presented in Table 3. We observe that for all selected values of $\left(r, r^{\prime}\right)$, the MLE of $P$ performs superior to the UMVUE of $P$ in the sense that it has lower MSE.

### 4.2. Simulation Based on Sampling Scheme of Bartholomew

In order to obtain point estimates of $R(t)$ based on the sampling scheme of Bartholomew, we have generated 1000 random samples each of size 100 from (20) with $\alpha=2$ and $\beta=0.9$. By fixing the termination time at $t_{0}$, and replacing the failure by operating one, values of r (the number of failures before time $t_{\mathrm{o}}$ ) is computed. For different termination time $t_{\mathrm{o}}=$ $0.20,0.50,0.65,0.80$ and 0.90 , we have computed average values of $\widetilde{R(t)}$ and $\widehat{R(t)}$, their corresponding bias, MSE and approximate $95 \%$ confidence interval. For different values of $t$ results are presented in Table 4. It has been observed that for small values of $t$ and small values of $t_{0}$, MLE is more efficient than UMVUE of $R(t)$. However, for large values of $t_{\circ}$, UMVUE becomes more efficient than MLE of $R(t)$. For large values of $t$ and all values of $t_{\mathrm{o}}$, both the estimators become equally efficient. The best results are obtained for $t_{\circ}=0.65$ as bias and MSE are least for all values of $t$. This result shows the importance of termination time $t_{\circ}$ in the sampling scheme of Bartholomew.

Now, to investigate the performance of estimators of $P$ based on the sampling scheme of Bartholomew, we have generated 1000 random samples from each of the population X and Y with sizes $(n, m)$ with $\beta_{1}=\beta_{2}=2$ and $\left(\alpha_{1}, \alpha_{2}\right)=(0.5,0.75),(0.5,1),(0.5,1.5)$ and $(1.5,2.5)$. For each sample corresponding to both the population, fixing the termination time at $t_{\circ}=t_{\circ}$ and replacing the failure by operating one, values of r (no. of failures before time $t_{\circ}$ in X) and values of $\mathrm{r}^{\prime}$ (no. of failures before time $t_{\circ \circ}$ in Y) are computed. For $t_{\circ}=t_{\circ}=$ $0.50,0.70$ and 0.80 , we have computed average values of $\widetilde{P}_{I}$ and $\widehat{P}_{I}$, their corresponding
bias, MSE and approximate $95 \%$ confidence interval for $n>m$ and $n<m$, and results are presented in Tables 5 and 6 respectively. From Table 5, for $n>m$, it is observed that for small m when $n=50$, UMVUE of $P$ performs superior than MLE of $P$. As m increases both the estimators are equally efficient. However, for $n<m$, the results given in Table 6 show that for all n with $m=50$, the MLE of $P$ is superior than the UMVUE and, as n increases, both the estimators become equally efficient.

## 5. Real Data Study

In this section, to illustrate the usefulness of our procedure, we present real data analysis. We consider the real data set used by Kumari et al. (2019), originally taken from Proschan (1963). The data represent the intervals between failures (in hours) of the air conditioning system of a fleet of 13 Boeing 720 jet airplanes. Canavos and Tsokos (1971) observed that the failure time distribution of the air conditioning system for each of the planes can be well approximated by exponential distributions. We have considered the planes '7913' and ' 7914 ' for our illustrative purposes. The data are presented below:
$x_{1}$ (Plane 7914): 3, 5, 5, 13, 14, 15, 22, 22, 23, 30, 36, 39, 44, 46, 50, 72, 79, 88, 97, 102, 139, 188, 197, 210.
$y_{1}$ (Plane 7913): $1,4,11,16,18,18,18,24,31,39,46,51,54,63,68,77,80,82,97$, 106, 111, 141, 142, 163, 191, 206, 216.

Before applying the Kolmogorov-Smirnov (KS) test, we transform the above given two data sets in the range of unit interval by using the transformation $X_{i}=\frac{X_{i}}{\max \left(X_{i}\right)+1}$ and $Y_{i}=\frac{Y_{i}}{\max \left(Y_{i}\right)+1}$. The two transformed data sets are given below:

First data set $\mathrm{x}:(0.0142,0.0237,0.0616,0.0664,0.0711,0.1043,0.1090,0.1422$, $0.1706,0.1848,0.2085,0.2180,0.2370,0.3412,0.3744,0.4171,0.4597,0.4834,0.6588$, $0.8910,0.9336,0.9953)$.

Second data set $\mathrm{y}:(0.0046,0.0184,0.0507,0.0737,0.0829,0.1106,0.1429,0.1797$, $0.2120,0.2350,0.2488,0.2903,0.3134,0.3548,0.3687,0.3779,0.4470,0.4885,0.5115$, $0.6498,0.6544,0.7512,0.8802,0.9493,0.9954)$.

We first apply the KS test to check whether the Kum distribution (20), fits the given X and Y populations. We obtain the following ML estimates of $\left(\alpha_{1}, \beta_{1}\right)$ and $\left(\alpha_{2}, \beta_{2}\right)$.

$$
\left(\alpha_{1}, \beta_{1}\right)_{\text {complete data }}=(1.0728,0.6022), \quad\left(\alpha_{2}, \beta_{2}\right)_{\text {complete data }}=(1.042,0.6658) .
$$

According to the KS test, we do not reject the null hypothesis that both the data observed for $X(K S=0.18226 ; p=0.4026)$ and the data observed for $Y(K S=0.1289 ; p=0.7604)$ are drawn from (20). Figure 1 confirms the good fit of (20), for these two data sets. In order to obtain the MLE of $R(t)$ and $P$ based on Type II censoring, we first consider $r=16$


Figure 1: Plots of empirical and theoretical cdf


Figure 2: Plots of MLE of R(t)
lifetimes from X population and the remaining 8 observations are considered as censored. Similarly, we consider first $r^{\prime}=20$ lifetimes from Y population and the remaining 7 observations are considered as censored. Considering the Kum distribution as a lifetime model for X-population, the MLEs of $\alpha_{1 I I}$ and $\beta_{1 I I}$ are obtained as $\widehat{\alpha_{1 I I}}=1.272$ and $\widehat{\beta_{1 I I}}=0.6659$. Similarly, considering the Kum distribution as a lifetime model for Y-population, the MLEs of $\alpha_{2 I I}$ and $\beta_{2 I I}$ are $\widehat{\alpha_{2 I I}}=1.4677$ and $\widehat{\beta_{2 I I}}=0.8128$. To evaluate MLE of $P_{I I}$, we have considered the first data set as X-population and second data set as Y-population. We get $\widehat{P}_{I I}=0.5847$. For different values of t , we have evaluated MLE of $R(t)$ for X and Y populations, respectively. Results are plotted in Figure 2. In particular, for $t=0.8, \widehat{R_{1 I I}}(t)=0.1081$ and $\widehat{R_{2 I I}}(t)=0.127$.

From Figure 2, it is clear that at initial time, the probability of survival is very high and as time increases the probability of survival decreases.

## 6. Conclusions

In this article, we have developed the estimation procedures for the Kum-G family of distributions based on Type II censoring and Bartholomew censoring schemes. Considera-
tions are given to both point and interval estimations. The finite sample performance of the UMVUE's and MLE's of reliability functions and other parameters are investigated using extensive Monte Carlo experiment. The comparisons are made on the basis of MSE of the estimators. The main conclusions of the simulation experiments are as follows.

For Type II censoring, for all values of n , the UMVUE of $\alpha^{q}$ performs better than MLE of $\alpha^{q}$. On the contrary, the performance of MLE of $R(t)$ is better than the performance of UMVUE of $R(t)$ for all selected values of t . However, for large values of r , the performance of both the estimators is quite similar. Further, as $r$ increases, MSE corresponding to both the estimator decreases. Similarly, for estimating $P$, the MLE performs superior than the UMVUE.

For the sampling scheme of Bartholomew, for small values of $t$ and $t_{0}$, MLE is more efficient than UMVUE of $R(t)$. However, for large values of $t_{0}$, UMVUE becomes more efficient than MLE of $R(t)$. For large values of $t$ and all values of $t_{0}$, both the estimators are almost equally efficient. The best results are obtained for $t_{\circ}=0.65$ as the bias and MSE are least for all values of $t$. This result shows the importance of termination time $t_{0}$ in the sampling scheme of Bartholomew. For comparing the performance of MLE and UMVUE of $P$, we observe that, when $n=50$ and $m<n$, UMVUE outperforms MLE. As $m$ increases both the estimators become equally efficient. On the contrary, for $n<m$ and $m=50$ for small n, MLE of $P$ gives better performance than UMVUE. But as $m$ increases both the estimators become almost equally efficient.
The paper focuses on developing classical estimators for different parameters and reliability functions of Kumaraswamy-G distributions under various sampling schemes and investigating their properties. However, an interesting alternative to MLE and UMVU estimators can be provided by the empirical Bayes approach or ML-II estimators based on the robust Bayesian approach of Shrivastava et al. (2019). We leave exploration of this area for future work.
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Appendix

| Table 1: UMVUEs and MLEs of $\alpha^{q}$ for different values of $\beta$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r->$ |  | 10 |  | 20 |  | 30 |  | 50 |  |
| $\beta$ | $q$ | $\widetilde{\alpha^{q}}$ | $\widehat{\alpha^{q}}$ | $\widetilde{\alpha^{q}}$ | $\widehat{\alpha^{q}}$ | $\widetilde{\alpha^{q}}$ | $\widehat{\alpha^{q}}$ | $\widetilde{\alpha^{q}}$ | $\widehat{\alpha^{q}}$ |
| 0.5 | 1 | 2.0374 | 2.2638 | 2.0153 | 2.1214 | 2.0136 | 2.083 | 1.998 | 2.0388 |
|  |  | 0.0374 | 0.2638 | 0.0153 | 0.1214 | 0.0136 | 0.083 | -0.002 | 0.0388 |
|  |  | 0.5007 | 0.686 | 0.2287 | 0.2679 | 0.1554 | 0.173 | 0.0845 | 0.0895 |
|  |  | (1.994, 2.081) | ( 2.215, 2.312) | (1.986,2.045) | $(2.09,2.153)$ | ( 1.989, 2.038) | $(2.058,2.108)$ | (1.98,2.016) | ( 2.02, 2.057) |
|  | 2 | 4.0384 | 5.6089 | 4.0632 | 4.7523 | 4.0159 | 4.4511 | 4.0527 | 4.3077 |
|  |  | 0.0384 | 1.6089 | 0.0632 | 0.7523 | 0.0159 | 0.4511 | 0.0527 | 0.3077 |
|  |  | $\begin{gathered} 11.1695 \\ (3.831,4.246) \end{gathered}$ | $\begin{gathered} 24.132 \\ (5.321,5.897) \end{gathered}$ | $\begin{gathered} 4.535 \\ (3.931,4.195) \end{gathered}$ | $\begin{gathered} 6.7641 \\ (4.598,4.907) \end{gathered}$ | $\begin{gathered} 2.6135 \\ (3.916,4.116) \end{gathered}$ | $\begin{gathered} 3.4138 \\ (4.34,4.562) \end{gathered}$ | $\begin{gathered} 1.4052 \\ (3.979,4.126) \end{gathered}$ | $\begin{gathered} 1.6791 \\ (4.23,4.386) \end{gathered}$ |
| 1 | 1 | 2.0183 | 2.2425 | 2.0079 | 2.1136 | 2.0127 | 2.0821 | 1.9999 | 2.0407 |
|  |  | 0.0183 | 0.2425 | 0.0079 | 0.1136 | 0.0127 | 0.0821 | -1e-04 | 0.0407 |
|  |  | 0.5733 | 0.7661 | 0.2212 | 0.2579 | 0.147 | 0.1639 | 0.0845 | 0.0897 |
|  |  | (1.971,2.065) | (2.19,2.295) | (1.979,2.037) | $(2.083,2.144)$ | (1.989,2.036) | (2.058,2.107) | (1.982,2.018) | (2.022,2.059 ) |
|  | 2 | 4.1504 | 5.7644 | 4.0609 | 4.7496 | 4.0158 | 4.451 | 3.9988 | 4.2504 |
|  |  | 0.1504 | 1.7644 | 0.0609 | 0.7496 | 0.0158 | 0.451 | -0.0012 | 0.2504 |
|  |  | 11.6885 $(3.939$ | 25.6167 $(5.476058)$ | 4.9774 $(3.923 .199)$ | 7.3657 $(4.588 .911)$ | ${ }^{2.5661}$ | 3.3555 $(4.341 .561)$ | 1.4462 $(3.293$ | ${ }^{1.6966}$ |
|  |  | (3.939, 4.362) | ( 5.47,6.058) | (3.923,4.199) | (4.588,4.911) | ( 3.917,4.115) | (4.341, 4.561) | (3.924, 4.073 ) | (4.171,4.33) |
| 2 | 1 | 2.0028 | 2.2254 | 2.0186 | 2.1248 | 1.9962 | 2.065 | 2.0149 | 2.056 |
|  |  | 0.0028 | 0.2254 | 0.0186 | 0.1248 | -0.0038 | 0.065 | 0.0149 | 0.056 |
|  |  | 0.4796 | 0.6429 | 0.2259 | 0.2655 | 0.1414 | 0.1555 | 0.0845 | 0.0909 |
|  |  | (1.96,2.046) | (2.178,2.273) | (1.989,2.048) | (2.094, 2.156) | (1.973, 2.019) | (2.041,2.089) | (1.997,2.033) | (2.038,2.074) |
|  | 2 | 3.9382 | 5.4697 | 3.9687 | 4.6417 | 3.9592 | 4.3883 | 3.9561 | 4.205 |
|  |  | -0.0618 | 1.4697 | -0.0313 | 0.6417 | -0.0408 | 0.3883 | -0.0439 | 0.205 |
|  |  | 10.4358 $(3.738,4.138)$ | 22.2834 $(5.192 .748)$ | 3.726 $(3.849 .488)$ | 5.5074 $(4.502 .4782)$ | ${ }^{2.3075}$ | 2.9835 | 1.369 $(3.884 .4029)$ | 1.5866 $(4.128,4.88)$ |
|  |  | (3.738,4.138) | (5.192,5.748) | (3.849,4.088) | ( 4.502,4.782) | ( [1] 3.865,4.053) | ( 4.284,4.493) | (3.884,4.029) | (4.128,4.282) |


| （ES0＊0＇S0＊0） | （IS0．0 6 ¢ $0^{\circ} 0$ ） | （ + S $0^{\circ} 0^{\prime}$ IS $0^{\circ} 0$ ） | （2S0＊0＇6t0 ${ }^{\circ}$ ） | （950＊0＇z50＇0） | （ES0＊0＊8t0 0） | （900＇tS0＊） | （ES00 ${ }^{\circ} \mathrm{Lt} 0^{\circ} 0$ ） | 80¢0\％ | 90 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| to $0^{-2 t}$ | to 0 －$\dagger$ | ＋0－28 | ＋0－28 | L $100{ }^{\circ}$ | L L0000 | IZ00\％ 0 | てZ00\％ |  |  |
| †0－ə¢ | t0－26－ | 61000 | t0－2¢－ | てE00\％ | t0－ac－ | $6 \mathrm{S00} 0$ | t0－2 $\mathrm{L}^{-}$ |  |  |
| EIS0＊0 | $66+0 \cdot 0$ | LZSO． 0 | E0S0\％ 0 | ＋S0\％ | S0S00 | L9S0．0 | LOS000 |  |  |
|  |  | （L£โ「0「てと「•） | （LEโ「0「IEI「0） | （8£โ．0＇IE「「0） | （8£1．0＇IEI．0） | （てヵ「「0「Eと「「0） |  | LSEI＇0 | to |
| \＆100\％ | †100\％ | \＆z000 | †て000 | EE000 | 9 ¢000 | 29000 | ¢ $\angle 00{ }^{\circ}$ |  |  |
| $9100{ }^{\circ}$ | $9100^{\circ}$ | t0－29－ | to $0^{-2} \mathrm{~L}^{-}$ | t0－2t－ | t0－29－ | † 2000 | 200\％ |  |  |
| L9EL．0 | $99 \mathrm{E}{ }^{\circ} 0$ | StEl＊0 | カャ¢1．0 | LもE1．0 | tロE！ 0 | SLEL＇0 | ILEL｀0 |  |  |
| （50で0「661＊0） | （90で0「で0） | （80で0「10で0） | （Iで0｀¢0で0） |  | （802＇0 ${ }^{\left.\text {¢ } 665^{\circ} 0\right)}$ | （LOZ＇0「も61＊0） | （ZIで0＊661＊0） | $9+0 z^{\circ} 0$ | $0 \varepsilon^{\circ} 0$ |
| IZ00\％ | 2Z00\％ | てE0000 | 七E00＊0 | ¢0000 | tS00\％ | L600\％ | Stioso |  |  |
| $82000^{-}$ | SI00\％${ }^{-}$ | t0－2s－ | $9100^{\circ}$ | tt00\％${ }^{-}$ | SI00\％${ }^{-}$ | It00\％ $0^{-}$ | 21000 |  |  |
| 8102＊0 | E0で0 | 1ヶ0で0 | 2902＊0 | 2002＇0 | IE0で0 | †00で0 | 8S0で0 |  |  |
| （6ヶで0「をもで0） | （ISで0 ${ }^{\text {c }}$ ¢で0） | （6ヵで0 ${ }^{\text {ctで「0）}}$ |  | （£くで0「セャで0） | （8Sで0¢6ャで0） | （6tで0「9\＆で0） | （8Sで0「けで0） | ¢で0 | ¢で0 |
| \＆z000 | 七て00\％ | 8 800\％ | †000 | ES00\％ | 85000 | SOL0\％ | ちてI00 |  |  |
| Et00\％${ }^{-}$ | £200\％${ }^{-}$ | tt00\％${ }^{-}$ | L $1000^{-}$ | ¢100\％${ }^{-}$ | 98000 | 8L00＇0－ | 21000 |  |  |
| LStで0 | LLちで0 | 9Stで0 | $68 \mathrm{tで} 0$ | S8tで0 | 9\＆sz゙0 | てでで0 | てIsで0 |  |  |
| （80ع゙0＇zoc＊0） | （LIE．0＇¢0E＊0） | （80E．0 $\left.0^{\circ} \varepsilon^{\circ} 0\right)$ | （عโE゙0「ヤ0¢゙0） | （E0¢゙0「ャ6で0） | （IE゙0، 10 ¢0） |  |  | 9S0ع゙0 | 02゙0 |
| £z00\％ | 七て00\％ | Et00\％ | St00\％ | $85_{00} 0$ | I9000 | 81500 | เย1000 |  |  |
| t0－2\％－ | LZ00\％ 0 | $81000^{-}$ | E00\％ 0 | L00 $0^{-}$ | 0 | SILO．0－ | 91000 |  |  |
| \＆¢0¢0 | 280¢0 0 | 8E0E0 | 980ع00 | 986200 | Scoco | It6で0 | ILOE＊0 |  |  |
| （ $\left.2 \angle \varepsilon \times 0 \times 59 \varepsilon^{\circ} 0\right)$ | （9LE＊0＇69E＊0） | （¢LE＊0¢L9E＊0） |  | （てLE＊0＇Z9E00） | （L8E＊0＇ILE＊ 0 ） | （L9E．0＇Esč0） |  | tSLE＊0 | ¢ $\mathrm{L}^{\circ}$ |
| $6200{ }^{\circ}$ | $6200{ }^{\circ}$ | tt00\％ | St00\％ | เ900\％ | L9000 | 82100 | ItI00 |  |  |
| $99000^{-}$ | £00 $0^{-}$ | ¢t00．0－ | $9100^{\circ}$ | 2800\％ $0^{-}$ | 50－28 | 2S10\％${ }^{-}$ | $6100^{\circ}$ |  |  |
| $8890^{\circ} 0$ | ャてLE＊0 | $60 \angle \varepsilon^{\circ} 0$ | LLE＊0 | 2L9E0 | て9LE＊ 0 | 20980 | ELLE 0 |  |  |
| （ 7 ） d | （ ${ }^{\text {）}} \boldsymbol{d}$ | （ ${ }^{\text {）} \mathrm{y}}$ | $(\mathrm{l}) \mathrm{d}$ | （ ${ }^{\text {）} \mathrm{g}}$ | （ ${ }^{\text {）}} \boldsymbol{y}$ | （ 7 ） C | （ 7 ） C | $\uparrow(t) \boldsymbol{d}$ | $\uparrow \downarrow$ |
|  |  | $0 \mathcal{E}$ |  | $0 \tau$ |  | 0I |  | $<-1$ |  |


Table 3: UMVUEs and MLEs of $P$

| $\begin{gathered} \alpha_{1}-> \\ \alpha_{2}-> \\ P-> \\ \left(r, r^{\prime}\right) \downarrow \\ \hline \end{gathered}$ | $\begin{aligned} & \hline 0.5 \\ & 0.5 \end{aligned}$ |  | 0.5 |  | 0.5 |  | 1.5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0.6666667 |  | 1.5 |  | 2 |  |
|  | $\widetilde{P}$ | $\widehat{P}$ |  |  |  |  |  |  |
|  |  |  | $\widetilde{P}$ | $\widehat{P}$ | $\widetilde{P}$ | $\widehat{P}$ | $\widetilde{P}$ | $\widehat{P}$ |
|  | 0.4917 | 0.492 | 0.6673 | 0.6601 | 0.7521 | 0.7428 | 0.6231 | 0.6175 |
| $(10,10)$ | -0.0083 | -0.008 | 6e-04 | -0.0066 | 0.0021 | -0.0072 | -0.0019 | -0.0075 |
|  | 0.0133 | 0.0121 | 0.0102 | 0.0095 | 0.0072 | 0.007 | 0.0118 | 0.0109 |
|  | (0.485,0.499) | ( $0.485,0.499$ ) | (0.661, 0.674) | (0.654,0.666) | (0.747,0.757) | ( 0.738,0.748) | ( 0.616,0.63) | ( $0.611,0.624)$ |
| $(20,20)$ | 0.5004 | 0.5004 | 0.6643 | 0.6607 | 0.7485 | 0.7439 | 0.6252 | 0.6223 |
|  | 4e-04 | 4e-04 | -0.0024 | -0.006 | -0.0015 | -0.0061 | 2e-04 | -0.0027 |
|  | 0.0062 | 0.0059 | 0.0053 | 0.0052 | 0.0037 | 0.0037 | 0.0055 | 0.0053 |
|  | (0.496,0.505) | (0.496,0.505) | (0.66,0.669) | ( 0.656,0.665) | (0.745, 0.752 ) | (0.74,0.748 ) | ( 0.621, 0.63) | ( 0.618,0.627) |
| $(30,25)$ | 0.5 | 0.5008 | 0.666 | 0.6641 | 0.7492 | 0.7464 | 0.6249 | 0.6236 |
|  | 0 | $8 \mathrm{e}-04$ | -6e-04 | -0.0026 | -8e-04 | -0.0036 | -1e-04 | -0.0014 |
|  | 0.0048 | 0.0046 | 0.0035 | 0.0034 | 0.0027 | 0.0027 | 0.0043 | 0.0041 |
|  | $(0.496,0.504)$ | (0.497, 0.505) | ( 0.662, 0.67) | ( 0.66,0.668) | (0.746,0.752) | (0.743,0.75 ) | (0.621,0.629) | $(0.62,0.628)$ |
| $(40,40)$ | 0.5028 | 0.5027 | 0.6695 | 0.6677 | 0.7499 | 0.7475 | 0.6243 | 0.6229 |
|  | 0.0028 | 0.0027 | 0.0029 | 0.001 | -1e-04 | -0.0025 | -7e-04 | -0.0021 |
|  | 0.003 | 0.0029 | 0.0025 | 0.0024 | 0.0017 | 0.0017 | 0.0027 | 0.0027 |
|  | $(0.499,0.506)$ | $(0.499,0.506)$ | $(0.666,0.673)$ | $(0.665,0.671)$ | $(0.747,0.752)$ | $(0.745,0.75)$ | $(0.621,0.628)$ | $(0.62,0.626)$ |
| (50,50) | 0.4998 | 0.4998 | 0.6653 | 0.6638 | 0.7502 | 0.7483 | 0.6238 | 0.6227 |
|  | -2e-04 | -2e-04 | -0.0014 | -0.0028 | $2 \mathrm{e}-04$ | -0.0017 | -0.0012 | -0.0023 |
|  | 0.0024 | 0.0024 | 0.002 | 0.002 | 0.0014 | 0.0014 | 0.0022 | 0.0022 |
|  | (0.497,0.503 ) | (0.497, 0.503) | (0.663,0.668) | (0.661,0.667) | ( 0.748,0.753) | (0.746,0.751) | (0.621,0.627) | $(0.62,0.626)$ |


|  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| （ $\dagger$ S0．0＇ZS0＊0） | （ESO＊0＇2S0＊0） | （9E0＊0＇SE0＊0） |  | （9Z0＊${ }^{\circ} \mathrm{SZ} 0^{\circ} 0$ ） | （ç0．0＇tてO＊） | （とZ0＊0ヶてZ0＊0） | （ ZZO＊0＇IZ0＊0） | （ャて0＊0「てZ0＊0） | （ 2 Z0＊0｀Iて0＊0） | L920 0 | $L^{\prime} 0$ |
| 50－26 | 50－26 | 七0－əて | ＋0－2て | 七0－2I | ち0－21 | ち0－21 | ＋0－2I | ＋0－2I | ¢0－21 |  |  |
| t92000 | 6SZ0＇0 | S800 0 | $800{ }^{\circ}$ | EIO0．0－ | 8100 $0^{-}$ | Et00 $0^{-}$ | $6700^{\circ}{ }^{-}$ | LE00 $0^{-}$ | S00＊${ }^{-}$ |  |  |
| IESO\％ | 92S00 | ZSE00 | $\angle t E 0^{\circ}$ | tSZO＊ | $6+200$ | 七てZ0．0 | LIZO＊ | \＆Z0\％ | LIZO＊ |  |  |
| （てII＊0「II＊） | （2II＊0＊6010） | （180．0＇6L0＇0） | （ 180.0 ＇6L0＇0） | （990＊＊＊90＊0） | （¢90．0＇E90＊0） | （6S0．0＇LS0＊0） | （8S0．0＇9S0＊0） | （90．0＇8S0＊0） | （ 8S0．0＇9S0．0） | $8990{ }^{\circ}$ | $S S^{\circ} 0$ |
| 七200\％ | 七200＇0 | t0－2s | t0－2s | ＋0－əて | ＋0－ə乙 | t0－2E | t0－əE | t0－2t | t0－ət |  |  |
| Itto 0 | 9 EtO 0 | SEIO\％ | 62100 | てZ00＊${ }^{-}$ | $62000^{-}$ | 9800＊＊－ | S600＊${ }^{-}$ | LLOO ${ }^{-}$ | 9600＊${ }^{-}$ |  |  |
| 60110 | E0II 0 | E080\％ | L6L0 0 | $9 \pm 90^{\circ}$ | $8890{ }^{\circ}$ | 2850\％ | ELS0＇0 | $650 \%$ | ZLSO 0 |  |  |
| （ $\dagger 91 \times 0 \times 19]^{\circ} 0$ ） |  | （9ZI＇0＇tてI＇0） | （9ZI＇0＇\＆ZI＇0） | （901 $0 \cdot{ }^{\circ} \mathrm{t} 0 \mathrm{I}^{\circ} 0$ ） | （90I＇0＇E0I＊0） | （660．0＇960＊0） | （860＊${ }^{\circ}$ S60＊0） | （660＊0＇960＊0） | （ L60＊0＇t60＇0） | t80I＊0 | St＊ |
| 9E00\％ | $9800^{\circ}$ | ち0－28 | 七0－28 | t0－ə¢ | t0－ə¢ | 50－29 | t0－29 | 50－2L | 50－2L |  |  |
| ItS00 | 9ES00 | L910\％ | 1910．0 | てE00 $0^{-}$ | t00．0－ | I I 10．0－ | IZIO＊${ }^{-}$ | 2IL0．0－ | EE100－ |  |  |
| S29100 | 619100 | ISZI＊ | Stてİ0 | ZSOL 0 | tt0100 | ZL600 | $2960^{\circ} 0$ | ZL60＇0 | IS600 |  |  |
| （ $\dagger \mathcal{L}$（0 ${ }^{\text {＇IEで0）}}$ |  | （681＊0＇S8I＊0） | （881．0＇S8I＊0） | （291．0‘6SI．0） | （L91．0＇8SI＇0） | （ZSI．0＇6tI＊0） | （ISI．0＇8tI 0） | （ESI．0＇6tI「0） |  | 8991＊0 | $S^{\prime} \mathcal{E}^{\circ}$ |
| てS00＊0 | IS00＊0 | ZL00．0 | L1000 | t0－2L | t0－2L | t0－26 | 100\％ | ZI00＇0 | て1000 |  |  |
| 8S9000 | ES900 | IOZ0．0 | S6I0 0 | $9900^{\circ}{ }^{-}$ | t $\angle 00^{\circ} 0^{-}$ | E910\％${ }^{-}$ | ELIO $0^{-}$ | 1910 $0^{-}$ | 28100－ |  |  |
| 9てEで0 | Iて\＆で0 | 698 º $^{\circ}$ | E98100 | 209100 | －6SI＇0 | SOSI＇0 | 七6tI＇0 | LOSI＇0 | 98tI＇0 |  |  |
| （とZE゙0＊6IE＊0） | （£ZE゙0＊6IE゙0） | （9Lで0「てLで0） | （¢Lで0｀ILで0） | （9ヵで0「てゅで0） | （Sもで0「Itで0） | （て£で0「8てで0） | （IEで0＊Lてで0） | （¢Ez＇0 ${ }^{\circ} \mathrm{Ez}{ }^{\circ} 0$ ） | （£ยで0「8てで0） | Sで0 | Sで0 |
| て900＊0 | ［900＊0 | 9100＊0 | 910000 | カ0－26 | ＋0－26 | ZI00＊0 | EL00．0 | SIOO＇0 | SIOO＇0 |  |  |
| EILO 0 | $60 \angle 0{ }^{\circ}$ | 8EZ0＊0 | EEZ0＇0 | て900 ${ }^{-}$ | $6900^{\circ}{ }^{-}$ | 2020 $0^{-}$ | IIZ0＊${ }^{-}$ | SLIO ${ }^{-}$ | 7610 $0^{-}$ |  |  |
| ยIZE．0 | $602 \varepsilon^{\circ} 0$ | 8\＆Lで0 | \＆\＆Lで0 | $8 \varepsilon \dagger$ \％ 0 | IEtで0 | 86で「0 | 687 ＊$^{\circ}$ | SZEZ゙0 | 90とで0 |  |  |
| （ $28 \mathcal{E} 0$＇ $8 L \mathcal{E}$＇0） | （18E＊0＇LLE＊0） | （EE＊0＇9てE゙0） | （ EE＇0＇szE＇0） | （ $\varepsilon^{\circ} 0 \times 96 z^{\circ} 0$ ） | （66で0｀｀6で0） | （ 98で0＊E8で0） | （98で0＊28で0） | （88で0＊E8で0） | （98で0「て8で0） | 9 SOE 0 | $02^{\circ} 0$ |
| $9900{ }^{\circ}$ | $9900{ }^{\circ}$ | 9100＊0 | 910000 | I 1000 | L1000 | 七I00．0 | カI00．0 | 8100\％0 | $6100^{\circ} 0$ |  |  |
| てナL0＇0 | 8ELO 0 | 七ZZ0＊0 | 6 LZ0＊0 | SL00\％${ }^{-}$ | 2800 ${ }^{-}$ | IIZ0＊${ }^{-}$ | $6 \mathrm{IZ0} 0^{-}$ | $66100^{-}$ | LIZ0＊${ }^{-}$ |  |  |
| 86LE＇0 | 七6LE0 | 8てE゙0 | SLZE゙0 | $86 Z^{\circ} 0$ | 七L6で0 | St8で0 | $9 \mathrm{E} 8 \mathrm{Z}^{\circ} 0$ | 958で0 | 6 68で0 |  |  |
| （St゙0＇9tt＊） | （St．0「9tt＊） | （て0t＊0＇86E＊0） | （IOt＊ 0 ＇L6E＊0） | （69E．0＇s9E．0） |  | （ 8SE＊0‘ヶCE＊0） | （8SE．${ }^{\circ}$ ¢SE＊0） | （8SE＇0＇t¢E゙0） | （LSE＇0＇2SE゙0） | ${ }^{\text {tS }}$ S $E^{\circ} 0$ | SI＇0 |
| E900\％ | E900\％ | LIOO 0 | LIOO 0 | L100\％ | I 1000 | 七I00\％ | ¢ $100{ }^{\circ}$ | 8100\％ | 6100＊0 |  |  |
| 6ZL0＇0 | 9ZL0 0 | カナて0＊0 | tZ0．0 | $8800{ }^{\circ}{ }^{-}$ | 7600 $0^{-}$ | 2610\％${ }^{-}$ | $6610^{\circ} 0^{-}$ | E6I0．0－ | $60200^{-}$ |  |  |
| と8tto | 8tナ＊ 0 | $866 \mathcal{E}^{\circ} 0$ | カ66E0 | $999 \varepsilon^{\circ} 0$ | ［9980 | 29SE 0 | SSSE 0 | ［9SE0 | StSE 0 |  |  |
| （t） y | （t） Y | （t） y | （t） y | （t） y | （t） y | （1） Y | （t） Y | （1） y | （t） Y | $\uparrow(\not) y$ | $\uparrow \downarrow$ |
|  |  | 08.0 |  | S9＊0 |  | 0S\％ |  | 02\％ |  | $<-{ }^{\circ}$ |  |


Table 5: UMVUEs and MLEs of $P$ based on the Sampling Scheme of Bartholomew

| $\begin{gathered} \alpha_{1}-> \\ \alpha_{2}-> \\ P-> \\ t_{\circ}=t_{0 \circ} \downarrow \end{gathered}$ | 0.50.750.6 |  | $\begin{gathered} 0.5 \\ 1 \\ 0.6666667 \end{gathered}$ |  | $\begin{gathered} 0.5 \\ 1.5 \\ 0.75 \end{gathered}$ |  | $\begin{gathered} 1.5 \\ 2.5 \\ 0.625 \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  | $\widetilde{P}$ | $\widehat{P}$ | $\widetilde{P}$ | $\widehat{P}$ | $\widetilde{P}$ | $\widehat{P}$ | $\widetilde{P}$ | $\widehat{P}$ |
| $(n=50)>(m=35)$ |  |  |  |  |  |  |  |  |
| 0.50 | 0.6011 | 0.5944 | 0.6535 | 0.6482 | 0.7314 | 0.7278 | 0.6001 | 0.5978 |
|  | 0.0011 | -0.0056 | -0.0132 | -0.0185 | -0.0186 | -0.0222 | -0.0249 | -0.0272 |
|  | 0.0166 | 0.0169 | 0.0123 | 0.0128 | 0.0077 | 0.0079 | 0.0048 | 0.0049 |
|  | (0.593,0.609) | (0.586,0.602) | (0.647, 0.66) | (0.641,0.655) | $(0.726,0.737)$ | (0.722,0.733 ) | (0.596,0.604 ) | (0.594,0.602) |
| 0.70 | 0.5915 | 0.5885 | 0.6408 | 0.6383 | 0.7028 | 0.701 | 0.5763 | 0.575 |
|  | -0.0085 | -0.0115 | -0.0258 | -0.0283 | -0.0472 | -0.049 | -0.0487 | -0.05 |
|  | 0.0058 | 0.0059 | 0.0054 | 0.0055 | 0.0054 | 0.0056 | 0.0038 | 0.004 |
|  | (0.587,0.596) | (0.584,0.593) | (0.637,0.645) | (0.634,0.643 ) | (0.699,0.706) | (0.697, 0.704 ) | (0.574,0.579) | (0.573,0.577 ) |
| 0.80 | 0.5781 | 0.5759 | 0.6235 | 0.6217 | 0.6784 | 0.6769 | 0.5602 | 0.5591 |
|  | -0.0219 | -0.0241 | -0.0431 | -0.045 | -0.0716 | -0.0731 | -0.0648 | -0.0659 |
|  | 0.0039 | 0.0041 | 0.0046 | 0.0048 | 0.0072 | 0.0074 | 0.0051 | 0.0053 |
|  | (0.574,0.582) | $(0.572,0.58)$ | ( 0.62, 0.627 ) | ( 0.618,0.625 ) | $(0.676,0.681)$ | (0.674, 0.68 ) | (0.558,0.562 ) | $(0.557,0.561)$ |
| ( $n=50)>(m=45)$ |  |  |  |  |  |  |  |  |
| 0.50 | 0.5962 | 0.5945 | 0.6564 | 0.655 | 0.7261 | 0.7252 | 0.6012 | 0.6006 |
|  | -0.0038 | -0.0055 | -0.0103 | -0.0116 | -0.0239 | -0.0248 | -0.0238 | -0.0244 |
|  | 0.013 | 0.0131 | 0.012 | 0.012 | 0.0079 | 0.008 | 0.0044 | 0.0044 |
|  | (0.589,0.603) | (0.587, 0.602) | $(0.65,0.663)$ | (0.648,0.662) | $(0.721,0.731)$ | (0.72,0.731) | (0.597,0.605) | $(0.597,0.604)$ |
| 0.70 | 0.5893 | 0.5886 | 0.639 | 0.6383 | 0.7029 | 0.7024 | 0.5757 | 0.5753 |
|  | -0.0107 | -0.0114 | -0.0277 | -0.0283 | -0.0471 | -0.0476 | -0.0493 | -0.0497 |
|  | 0.0056 | 0.0056 | 0.0053 | 0.0053 | 0.0052 | 0.0052 | 0.0038 | 0.0038 |
|  | $(0.585,0.594)$ | (0.584, 0.593) | (0.635,0.643) | (0.634,0.642) | (0.699,0.706) | (0.699,0.706 ) | (0.573,0.578) | (0.573,0.578) |
| 0.80 | 0.5781 | 0.5776 | 0.626 | 0.6255 | 0.6801 | 0.6797 | 0.5598 | 0.5596 |
|  | -0.0219 | -0.0224 | -0.0407 | -0.0411 | -0.0699 | -0.0703 | -0.0652 | -0.0654 |
|  | 0.0038 | 0.0038 | 0.0042 | 0.0042 | 0.0068 | 0.0068 | 0.0051 | 0.0052 |
|  | (0.575,0.582) | (0.574,0.581) | (0.623, 0.629 ) | (0.622, 0.629 ) | ( 0.677,0.683) | (0.677,0.682) | (0.558,0.562 ) | $(0.558,0.561)$ |


| （19c＊0＊LS ${ }^{\circ}$ ） | （19S＊0＇LSC＇0） | （ $2899^{\circ} 0^{\circ} \mathrm{LL9}{ }^{\circ} 0$ ） | （ $2890^{\circ} 0^{\circ} 9 \mathrm{L9} 9^{\circ}$ ） | （ 6z9＊＊＊${ }^{\circ}$ ¢ $9^{\circ}$ ） | （ 6z9｀0「zz9＊0） | （185＊0＇$\left.\dagger \angle 5^{\circ} 0\right)$ | （185＊0＇ELS ${ }^{\circ}$ ） | $08^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ES00\％ | ES000 | ILOOO | 2LOOO | tt000 | tt000 | ＋000 | t00．0 |  |
| LS9000－ | $9900^{-}$ | S0L0 $0^{-}$ | 60L0＇0－ | 80t0\％ $0^{-}$ | Elto 0－ | szzo．0－ | £20＊0－ |  |
| E6Sc．0 | 6Sc．0 | S6L90 | I6L90 | 85Z900 | tsz900 | SLLS 0 | LLS 0 |  |
| （ $85^{\circ} 0^{\circ} \mathrm{¢}$ LS ${ }^{\circ} 0$ ） | （ 6LS＇0＇SLS 0 ） | （ $50.0{ }^{\circ} 0^{8} 869{ }^{\circ}$ ） | （ $50 L^{\circ} 0^{\circ} 869^{\circ} 0$ ） | （で9．0＇เを9＊0） | （zt900 ¢E¢90） | （ $\left.6 \angle S^{\prime} 0{ }^{\circ}+\angle L S^{\prime} 0\right)$ | （ $6 \angle S^{\prime} 0{ }^{\text {＇}}+\angle S^{\circ} 0$ ） | $0 L^{\circ} 0$ |
| 9 9000 | 9 ¢ $000^{0}$ | ¢¢000 | ¢S000 | 95000 | 9 ¢000 $^{\circ}$ | 6 600\％ | 6 ¢000 0 |  |
| LLt00\％ | L8500\％ | 2850\％${ }^{-}$ | L850\％ $0^{-}$ | $98200^{-}$ | E6Z0\％${ }^{-}$ | $98500^{-}$ | $68+00^{-}$ |  |
| ELLS 0 | 69 LS 0 | 810 ${ }^{\circ} 0$ | \＆ $10 L^{\circ} 0$ | 8E900 | 七LE9＊0 | t9LS 0 | L9LS 0 |  |
| （509．0．86\％${ }^{\circ}$ ） | （ $5090^{\circ} 0^{\circ} \mathrm{L6} \mathrm{~S}^{\circ} 0$ ） |  |  | （L99＊0＊＊S9＊） |  | （ $509{ }^{\circ} 0 \times 685^{\circ} 0$ ） | （ $\varepsilon 09^{\circ} 0^{\circ} \mathrm{LP} \mathrm{s}^{\circ} 0$ ） | 0S＊0 |
| Et00\％ | Et000 | $1800{ }^{\circ}$ | て8000 | 91500 | LIL00 | ESI00 | ESI00 |  |
| เ\＆z0\％${ }^{-}$ | t20\％${ }^{-}$ | 9150\％－ | ¢Z100－ | $65000^{-}$ | EL00 $0^{-}$ | เE00\％${ }^{-}$ | IS $000^{\circ} 0^{-}$ |  |
| $9109^{\circ}$ | 1090 | ＋8EL＊0 | SLEL＇0 | L0990 | ＋6S900 | 9965\％ | $676 \mathrm{~S}^{\circ} 0$ |  |
| $(0 \varsigma=u)>\left(S^{\prime}+=u\right)$ |  |  |  |  |  |  |  |  |
| （95．0＇9Sc．0） | （6SC＇0 ¢SSc．0） | （ $189 \times 0 \times 9 L 900)$ | （18990\％${ }^{\circ} \mathrm{C} 9^{\circ} 0$ ） | （ \＆9＊0＇zて900） | （ 829．0「79＊0） | （285＇0＇ $\left.0^{\circ}+\angle C^{\circ} 0\right)$ | （8500＇ZLS＇0） | 080 |
| SS000 | 9 SOO 0 | 9 COO 0 | 8L000 | \＆S000 | †S0000 | It00\％ | Et000 |  |
| ZL9000－ | E89000－ | ¢ $0 \angle 00^{-}$ | ZLO $0^{-}$ | L0t0．0－ | $92+00^{-}$ | 220＊0－ | てもて000－ |  |
| 8LSc＊ 0 | L9Sc：0 | S6L90 | 8L90 | 9290 | Itて900 | $8 L \mathrm{~S}^{\circ} 0$ | 8 SLS 0 |  |
| （ $8 \mathrm{~S}^{\circ} 0{ }^{\circ} \mathrm{S}$ ¢ $5^{\prime} 0$ ） | （8LS＇0＇${ }^{\circ} \mathrm{ELS} \mathrm{S}^{\circ} 0$ ） | （60L＇0＇10 ${ }^{\circ} 0$ ） | （ $20 L^{\circ} 0^{*} 669^{\circ} 0$ ） | （tt9＊0¢¢¢9＊0） | （てt9＊0＇\＆¢9＊0） | （ $56 \mathrm{~S}^{\circ} 0{ }^{\circ} \mathrm{t} 8 \mathrm{c}^{\circ} 0$ ） | （ $16 \mathrm{~S}^{\circ} 0^{\prime} 18 \mathrm{C}^{\circ} 0$ ） | $0 L^{\circ} 0$ |
| 6 600\％ | ち000 | $900^{\circ} 0$ | 2900\％ | 29000 | ち900\％ | $6900{ }^{\circ}$ | L00＇0 |  |
| LLt000－ | $6+00^{-}$ | $8 \mathrm{t}+00^{-}$ | $99+00^{-}$ | 8920＊0－ | E6Z0\％${ }^{-}$ | LI $100^{-}$ | Lt10．0－ |  |
| ELLS 0 | $9 \mathrm{LC} \mathrm{C}^{\circ}$ | 2S0L0 | $\downarrow$ ¢0L0 | 66 9\％$^{\circ}$ | 七LE9 0 | 6885\％0 | $6 \mathrm{~S} 8 \mathrm{~S}^{\circ}$ |  |
| （L900＇I09＊0） | （ $209{ }^{\circ} 0^{*} 665^{\circ} 0$ ） |  |  | （ $599 \times 0 \times \mathrm{c} 9^{\circ} 0$ ） | （6S9＊0ヶt＋9＊0） | （ $19.00^{\circ}+65^{\circ} 0$ ） | （ $5090^{\circ} 0^{\text {8 }} 88^{\circ} 0$ ） | 0s．0 |
| £S00\％ | tS000 | $8800{ }^{\circ}$ | 6000 | SELOO | LEIOO | t9100 | ¢9100 |  |
| S6I0 $0^{-}$ | $6 \mathrm{Z} 0^{\circ} 0^{-}$ | ¢Z10 $0^{-}$ | $9100^{-}$ | $66000^{-}$ | ISIO $0^{-}$ | † 2000 | てt00 $0^{-}$ |  |
| SS090 | IE090 | SLEL＇0 | $\pm \mathcal{L} L^{\circ} 0$ | 8959\％ | 9IS900 | †て0900 | $85_{6} 5^{\circ} 0$ |  |
| $(0 \varsigma=u)>(\varsigma \varepsilon=u)$ |  |  |  |  |  |  |  |  |
| $\stackrel{d}{ }$ | $\stackrel{d}{ }$ | d | $\stackrel{d}{\text { d }}$ | d | $\stackrel{\text { d }}{ }$ | d | $\stackrel{\text { d }}{ }$ | $\uparrow^{\circ 0} \boldsymbol{l}={ }^{\circ} \mathrm{l}$ |
|  |  | $s L^{\circ} 0$ |  | L9999990 |  | $9.0$ |  | $<-d$ |
|  |  | S＇IS0 |  | I¢00 |  |  |  | $<-$－$x^{0}$ |
|  |  |  |  | s\％ | $<-10$ |  |  |  |
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