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Comparison of tree-based methods used in survival data 

Aysegul Yabaci1, Deniz Sigirli2

ABSTRACT 

Survival trees and forests are popular non-parametric alternatives to parametric and semi-
parametric survival models. Conditional inference trees (Ctree) form a non-parametric class 
of regression trees embedding tree-structured regression models into a well-defined theory 
of conditional inference procedures. The Ctree is applicable in a varietyof regression-related 
issues, involving nominal, ordinal, numeric, censored, as well as multivariate response 
variables and arbitrary measurement scales of covariates. Conditional inference forests 
(Cforest) consitute a survival forest method which combines a large number of Ctrees. The 
Cforest provides a unified and flexible framework for ensemble learning in the presence of 
censoring. The random survival forests (RSF) methodology extends the random forests 
method enabling the approximation of rich classes of functions while maintaining 
generalisation errors low. In the present study, the Ctree, Cforest and RSF methods are 
discussed in detail and the performances of the survival forest methods, namely the Cforest 
and RSF have been compared with a simulation study. The results of the simulation 
demonstrate that the RSF method with a log-rank score distinction criteria outperforms the 
Cforest and the RSF with log-rank distinction criteria. 

Key words: tree-based methods, conditional inference trees, conditional inference forests, 
random survival forests. 

1. Introduction

Tree-based methods constitute classification and regression models in the form of
a tree structure according to data sets. Understanding the decision rules used in the 
creation of tree structures makes the use of the method common. Decision trees 
perform decision making with a multi-stage and sequential approach in solving the 
classification and regression problem (Safavian et al. 1991). 

The Classification and Regression Trees (C&RT) provide a visual representation of 
the effect of independent variables on dependent variables and the interaction between 
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them, which is used to estimate the class membership of a discrete or continuous 
dependent variable without pre-requisite presentation of the independent variable. 
In general, if the dependent variable is categorical, the name of the method is the 
classification tree, and if it is continuous, the method is called the regression tree 
(Breiman et al. 1984). 

Survival trees and forests are popular non-parametric alternatives to parametric 
and semi-parametric survival models. A single tree set can be classified according to 
survival characteristics by taking into consideration independent variables, while a very 
powerful estimating tool can be obtained through tree sets created by the combination 
of trees. 

The aim of this study is to evaluate the performances of random survival forests 
(RSF) and conditional inference forest (Cforest) methods as tree-based methods used 
in survival data analysis, for different conditional censored survival function 
estimators, for different sample sizes and for cases where the proportional hazard 
assumption is provided and not provided. 

2. Methods of comparison 

2.1. Conditional inference trees  Ctree 

Let 𝑇෨  show the actual time of death and 𝐶 be the time of censoring,  𝑇 ൌ 𝑚𝑖𝑛൫𝑇෨ ,𝐶൯ 
is the dependent variable and ∆ൌ 𝐼൫𝑇෨ ൑ 𝐶൯ is the state variable. Let  𝑿 ൌ ൫𝑋ଵ, … ,𝑋௣൯ be 
the vector of p dimensional covariate from 𝒳 ൌ 𝒳ଵ  ൈ …ൈ𝒳௣  sample space. The 
situation in which covariates are measured on any scale is discussed. Given the 
covariate of 𝑿, 𝑇 is the conditional distribution of the dependent variable, presented in 
the form of ℱ𝑻|𝑿 to be a function of the common variables of ℱ𝑻|𝑿 in the Eq. (1) that is 
bound to suppose. 

          ℱ்|𝑿 = ℱሺ𝑇 ቚ 𝑓൫𝑋ଵ, …𝑋௣൯ቁ .                                                   (1) 

Let ℒ be given as in Eq. (2), where some 𝑋௝௜ (j=1,..,p ; i=1,..,n) covariate values are 
missing, and independent and identically distributed observation values are n units of 
the random sample ‘learning sample’. 

   ℒ ൌ ሼሺ𝑻௜ ,∆௜, 𝑿௜ሻ   𝑖 ൌ 1, … ,𝑛 ሽ.                                                  (2) 

For each node in the tree, there is a unit weights vector. Let the unit weight vector 
be shown as 𝒘 ൌ ሾ𝑤ଵ, …𝑤௡ሿ. If the observation values of the relevant variable are 
located on this node, the corresponding value in the weight vector is 1, and if not 0 
(Hothorn et al. 2006b). 
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The following steps are taken to create conditional inference trees: 
Step 1: For 𝒘 unit weights, the general null hypothesis that there is independence 
between any of the p covariates and the dependent variable is tested. If this hypothesis 
is not rejected, then it is stopped. In other cases,  𝑿௝∗   is chosen as the 𝑗∗nth covariate, 
which has the strongest relationship with T. 
Step 2: The   𝑋௝∗  variable, which divides the 𝐴∗ ⊂  𝑋௝∗  set into two discrete sets 𝐴∗ and 
 𝑋௝∗/𝐴∗, is selected. 
Step 3: Step-1 and step-2,  𝒘௟௘௙௧  and 𝒘௥௜௚௛௧   unit weights are modified and repeated.  

In Step 1, the absence hypothesis is as follows: 

𝐻଴ ൌሩ𝐻଴
௝

௣

௝ୀଵ

 

Here, p partial hypotheses are defined as follows: 

𝐻଴
௝:ℱ்|𝑿𝒋 ൌ ℱ்   ;  j ൌ 1, … , p 

When the 𝐻଴ hypothesis cannot be rejected at the specified α level of significance, 
the division stops. The relationship between the T and each 𝑋௝ , 𝑗 ൌ 1, … ,𝑝  covariate 
is tested by the 𝐻଴

௝ hypotheses, which are partial hypotheses. For this hypothesis, the 
test statistics or p values are used to select the covariate that is the most associated with 
T. Weights of 𝑤௜   can be set to 0 or 1.  

The symmetric group of all permutations of elements corresponding to the unit 
weight 𝑤௜ ൌ 1   is shown with 𝑆ሺℒ,𝑤ሻ. In this case, the relationship between T and 
𝑋௝ , ሺ 𝑗 ൌ 1, … ,𝑝ሻ is measured by the linear test statistic given below (Hothorn et al. 
2006b). 

𝑻௝ሺℒ,𝑤ሻ ൌ 𝑣𝑒𝑐ሺ∑ 𝑤௜𝑔௝ሺ𝑋௝௜ሻℎሺሺ𝑇௜ , ሺ𝑇ଵ, … .𝑇௡ሻሻᇱሻ
௡
௜ୀଵ ሻ  ∈  ℝ௣ೕ௤                   (3) 

Where  𝑔௝ ∶  𝒳௝ → ℝ௣ೕ  is the non-random transformation of the covariate  𝑋௝. For 
continuous covariate,  𝑔௝௜ሺ𝑥ሻ ൌ 𝑥  unit transformation can also be applied. Also, it is 
possible to rank or nonlinear transformations. The effect function ℎ ∶  𝒯 ൈ 𝒯௡ → ℝ௤ is 
based on response variables in symmetric permutation and is obtained as in Eq. (4). In 
survival data, ℎ can be selected as log-rank score. 

ℎሺ𝑇௜ , ሺ𝑇ଵ, … .𝑇௡ሻሻ ൌ ∑ 𝑤௞ 𝐼ሺ𝑇௞ ൑ 𝑇௜ሻ   𝑖 ൌ 1, . .𝑛                           ௡
௞ୀଵ     (4) 

To divide the covariate selected in Step-1 into two, the permutation test is used 
in Step-2. The test statistic, which is a special case of  𝑻௝ሺℒ,𝑤ሻ the test statistic, 
is calculated as in Eq.(5). 

𝑻௝∗
஺ ሺℒ,𝑤ሻ ൌ 𝑣𝑒𝑐൫∑ 𝑤௜ 𝐼൫𝑋௝∗௜ ∈ 𝐴൯ℎሺ

௡
௜ୀଵ 𝑇௜ , ሺ𝑇ଵ, … .𝑇௡ሻᇱ൯ ∈ ℝ௤                     (5) 
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This linear statistic gives two sampling test statistics that measure the discordance 
between samples {𝑇௜ห𝑤௜ ൐ 0 𝑣𝑒 𝑋௝௜ ∈ 𝐴; 𝑖 ൌ 1, . . ,𝑛ൟ and {𝑇௜ห𝑤௜ ൐ 0 𝑣𝑒 𝑋௝௜ ∉ 𝐴; 𝑖 ൌ
1, . .𝑛ൟ.  Conditional expected value µ௝∗

஺  and covariance  𝛴௝∗
஺ are calculated as in Eq. (6) 

and Eq. (7) respectively. 

𝜇௝ ൌ 𝔼ቀ𝑻௝ሺℒ,𝑤ሻቚ𝑆ሺℒ,𝑤ሻቁ ൌ 𝑣𝑒𝑐ሺሺ∑ 𝑤௜𝑔௝ሺ𝑋௝௜ሻሻ 𝔼 ሺℎ | 𝑆ሺℒ,𝑤ሻሻᇱሻ ௡
௜ୀଵ               (6) 

∑௝ ൌ 𝕍ሺ𝑻௝ሺℒ,𝑤ሻ | 𝑆ሺℒ,𝑤ሻ ).                                                   (7) 

Using this expected value and covariance, 𝑻௝∗
஺ ሺℒ,𝑤ሻ's standardized test statistic is 

obtained from c(𝑡௝∗
஺, µ௝∗

஺ ,𝛴௝∗
஺ሻ. The distinction that corresponds to the maximum of this 

test statistic is indicated by "𝐴∗ ". The test statistic that is maximized over all possible 
subsets of A is as in Eq. (8) 

𝐴∗ ൌ 𝑎𝑟𝑔𝑚𝑎𝑥஺ c(𝑡௝∗
஺ , µ௝∗

஺ ,𝛴௝∗
஺ሻ.                                                   (8) 

Then, as stated in Step 2 of the algorithm, "𝑤௟௘௙௧" and "𝑤௥௜௚௛௧" unit weights are 
determined by the functions 𝒘௟௘௙௧,௜ ൌ 𝑤௜ Ιሺ 𝑿௝∗௜ ∈  𝐴∗ሻ and  𝒘௥௜௚௛௧,௜ ൌ 𝑤௜  Ιሺ 𝑿௝∗௜ ∉
 𝐴∗ሻ  and the weights are modified and repeat Step-1 and Step-2. 

2.2.  Conditional inference forest method  Cforest  

Assume that the conditional distribution function of T the response variable is 
dependent on random variable X with the function 𝑓:𝒳 → ℝ. In this case, ℱ்|௑ ൌ
ℱ்|௙ሺ௑ሻ. The conditional censoring survival function is given in the form of 
 𝐺ሺ 𝑇 ∣ 𝐗 ሻ ൎ  ℙሺ𝐶 ൐ 𝑡 ∣ 𝐗 ൌ xሻ. Let 𝜓  be the function space of all candidate 
estimators  𝜓:𝒳 → ℝ.  Estimation of the regression function f, as defined by full data 
loss function L is found by minimizing the expected value of the risk function. However, 
the full data function cannot be calculated because all data cannot be reached in the 
presence of censored observation. Therefore, instead of the full data loss function, the 
observed data loss function 𝐿 ൌ ሺ𝑇,𝜓ሺ𝐗ሻ ∣ 𝜂ሻ is used. In this case, the expected value 
of the observed data loss function is obtained as given in Eq. (9). Here, the expected 
value of the full loss data function is intended to be minimized according to the 
candidate estimators 𝜓 𝜖 Ψ  (Hothorn et al. 2006a). 

𝔼்,𝑿𝐿௙௨௟௟൫𝑇,𝜓ሺ𝐗ሻ൯  ൌ 𝐿ሺ׬ 𝑇,𝜓ሺ𝐗ሻ ∣∣ 𝜂 ሻ𝑑ℱ்,୼,𝐗 ൌ𝔼்,୼,𝐗 𝐿ሺ 𝑇,𝜓ሺ𝐗ሻ ∣∣ 𝜂 ሻ.                (9) 

In Eq. (9), η is the nuisance parameter and can be defined as a conditional censored 
survival function. The observed loss data function can be defined as Eq. (10) by using 
𝐺ሺ 𝑇 ∣ 𝑿 ሻିଵ. 

𝐿ሺ 𝑇,𝜓ሺ𝑿ሻ ∣∣ 𝐺 ሻ ൌ 𝐿൫𝑇,𝜓ሺ𝑿ሻ൯
∆

ீ൫𝑇∣∣𝑿൯
 .                                         (10) 
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The full data loss function is weighted by the inverse of the probability of censored 
after T time. In this case, the expected value of the observed data loss function is 
obtained as in Eq. (11). 

𝔼෡்,∆,𝑿 𝐿ሺ 𝑇,𝜓ሺ𝑿ሻ ∣∣ 𝐺 ሻ

ൌ 𝑛ିଵ෍𝐿൫𝑇௜ ,𝜓ሺ𝑿𝒊ሻ ∣∣ 𝐺෠ ൯ ൌ

௡

௜ୀଵ

𝑛ିଵ෍𝐿൫𝑇௜ ,𝜓ሺ𝑿𝒊ሻ ∣∣ 𝐺෠ ൯

௡

௜ୀଵ

∆௜
𝐺෠ሺ 𝑇௜ ∣∣ 𝑿𝒊 ሻ

 .   

(11) 
The regression function predictor 𝑓መ is obtained by minimizing this equation 

according to the candidate predictors 𝜓 ∈ Ψ. Here the 𝐺 conditional censored survival 
function is unknown and its estimator is used instead. As a 𝐺෠ estimator, the 
nonparametric estimator, Cox estimator or the cumulative Aalen estimator can be used. 
In the case of 𝑤௜ ൌ ∆௜ 𝐺෠ሺ𝑇௜ ∣ 𝑿𝒊ሻିଵ, 𝐰 ൌ ሺ𝑤ଵ,𝑤ଶ, . . ,𝑤௡ሻ is called  IPC ( the inverse 
probability of censored weights). 

The conditional inference forest (cforest) algorithm has been proposed by Hothorn 
et al to find the values of 𝜓 that minimize the expected value of the observed data loss 
function. 𝐰 weight vector is calculated by using the observed learning sample ℒ ൌ
ሼሺ𝑇௜ ,∆௜ ,𝑿𝒊ሻ; 𝑖 ൌ 1, … ,𝑛ሽ and 𝑤௜ ൌ ∆௜ 𝐺෠ሺ𝑇௜ ∣ 𝑿𝒊ሻିଵ. If the learning sample contains 
a censored observation value, it is 𝑤௜ ൌ 0 because it is ∆௜ൌ 0. The steps of the algorithm 
are as follows (Hothorn et al. 2006a): 
Step 1: Set 𝑚 ൌ 1 and 𝑀 ൐ 1. 
Step 2: From the multinomial distribution with parameter 𝑛 and ሺ∑ 𝑤௜

௡
௜ୀଵ ሻିଵ𝒘, 

a random vector of the unit numbers 𝐯௠ ൌ ሺ𝑣௠ଵ, … , 𝑣௠௡ሻ is drawn. 
Step 3: With a regression tree, the sample space 𝒳 is divided into 𝐾ሺ𝑚ሻ cells and 
created 𝜋௠ ൌ ൫𝑅௠ଵ, … ,𝑅௠௄ሺ௠ሻ൯ pieces are created. This regression tree is created 
using the learning sample ℒ with case counts 𝐯௠. In the permutations of the ℒ learning 
sample, i th observation takes place once. 
Step 4: Increase  𝑚 by one, repeat Step 2 and step 3 until  𝑚 ൌ 𝑀. 

In Step 3, using the learning sample obtained in Step 2, a survival tree is obtained 
with a conditional inference trees algorithm. Let  𝒯௠ denote 𝑚 th survival tree and 
𝒯௠ሺ𝒙ሻ denote terminal node with 𝒙 covariate value in the 𝑚 th tree. Each 𝒙 value will 
take place on a single terminal node. 

𝑁෩௜ሺ𝑠ሻ ൌ 𝐼ሺ𝑇௜ ൑ 𝑠,∆௜ൌ 1ሻ  and  𝑍෨௜ሺ𝑠ሻ ൌ 𝐼ሺ𝑇௜ ൐ 𝑠ሻ 

𝑁෩௠∗ ሺ𝑠, 𝑥ሻ ൌ ∑ 𝑣௜௠𝐼ሺ𝑋௜ ∈ 𝒯௠ሺ𝑥ሻሻ𝑁෩௜ሺ𝑠ሻ
௡
௜ୀଵ                                          (12) 

𝑍෨௠∗ ሺ𝑠, 𝑥ሻ ൌ ∑ 𝑣௜௠𝐼൫𝑋௜ ∈ 𝒯௠ሺ𝑥ሻ൯𝑍෨௜ሺ𝑠ሻ                                  
௡
௜ୀଵ         (13) 
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Where 𝑁෩௠∗ ሺ𝑠, 𝑥ሻ  and 𝑍෨௠∗ ሺ𝑠, 𝑥ሻ are respectively the number of uncensored events 
in the terminal node up to the time of 𝑠 corresponding to the 𝒙 covariate value, and the 
number of units at risk at 𝑠 time. In this case, when 𝒙 is given a covariate, the ensemble 
survival function for t time is equal to that of Eq. (14). 

𝑆መ௖௙௢௥௘௦௧ሺ 𝑡 ∣ 𝑥 ሻ ൌ ∏ ቀ1 െ
∑ ே෩೘

∗ ሺ௦,௫ሻಾ
೘సభ

∑ ௓෨೘
∗ ሺ௦,௫ሻಾ

೘సభ
ቁ .௦ஸ௧                                          (14) 

2.2. Random survival forest method  RSF 

The algorithm steps of the RSF method are as follows: 
Step 1: Extract M bootstrap sample from the original data. Each bootstrap sample 
should exclude average 37% of the original data. The data that is excluded is called out-
of-bag data (OOB). 
Step 2: Create a survival tree for each bootstrap samples. On each node of the tree, 
randomly ඥ𝑝 candidate variable is selected. The node is separated by using candidate 
variables that maximise the survival difference between child nodes. 
Step 3: continue the split until at least one observed case remains on each terminal node. 
Step 4: Cumulative hazard function (CHF) is calculated for each tree. Average to obtain 
the ensemble CHF. 
Step 5: Using OOB data, estimation error is calculated for the ensemble cumulative 
hazard function (Ishwaran et al. 2008a). 

Logrank test is being used to compare two groups survival, by putting equal weights 
to each individual (Mantel N. 1966; Karadeniz et al. 2018). Two methods can be used 
as separation criteria in the algorithm. The first is the log-rank distinction and the 
second is the log-rank score distinction (Segal 1988; Ciampi et al.1986; Hothorn and 
Lausanne 2003). 

i. Log-rank distinction criteria 

Let  𝑇௜  ; 𝑖 ൌ 1, . . ,𝑛 denote the survival time of 𝑖 th unit and 𝑋௝ covariate for the 
distinction on a node, 𝑋௝ ൑ 𝑐  and 𝑋௝ ൐ 𝑐 according to the cut point of c. Let  𝑠ଵ ൏ 𝑠ଶ ൏
⋯ ൏ 𝑠௭ denote discrete time of death on a node for 𝑧 ൌ 1, … ,𝑁. For the m th tree,
𝑁෩௠ௗ
∗ ሺ𝑠௭, 𝑥ሻ  show the number of people dying in 𝑠௭  time on child nodes d=1,2. 
𝑁෩௠∗ ሺ𝑠௭, 𝑥ሻ =𝑁෩௠ଵ

∗ ሺ𝑠௭, 𝑥ሻ ൅ 𝑁෩௠ଶ
∗ ሺ𝑠௭, 𝑥ሻ is in format. For the m th tree,  , 𝑍෨௠ௗ

∗ ሺ𝑠௭, 𝑥ሻ 
indicates the number of units at risk at 𝑠௭ time on child nodes d=1,2. In this 
case, 𝑍෨௠∗ ሺ𝑠௭, 𝑥ሻ ൌ 𝑍෨௠ଵ

∗ ሺ𝑠௭, 𝑥ሻ ൅ 𝑍෨௠ଶ
∗ ሺ𝑠௭, 𝑥ሻ and 𝑍෨௠ଵ

∗ ሺ𝑠௭, 𝑥ሻ ൌ #ሼ𝑇௜ ൒ 𝑠௭ , 𝑥௜ ൑ 𝑐ሽ, 
𝑍෨௠ଶ
∗ ሺ𝑠௭, 𝑥ሻ ൌ #ሼ𝑇௜ ൒ 𝑠௭ , 𝑥௜ ൐ 𝑐ሽ. Where 𝑥௜ ,  is the value that the 𝑋௝ covariate takes for 

unit i th. 𝑛ௗ  is the total number of units observed in the d th child node. Thus, 𝑛ଵ ൌ
#ሼ𝑖: 𝑥௜ ൑ 𝑐ሽ and 𝑛ଶ ൌ #ሼ𝑖: 𝑥௜ ൐ 𝑐ሽ are equal to 𝑛 ൌ 𝑛ଵ ൅ 𝑛ଶ.  
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The log-rank test statistic for the c cut-off value of the 𝑋௝ covariate is as in Eq. (15). 

𝐿𝑜𝑔𝑅𝑎𝑛𝑘൫𝑋௝ , 𝑐൯ ൌ
∑ ൭ே෩೘భ

∗ ൫௦೥,௑ೕ൯ି௓෨೘భ
∗ ൫௦೥,௑ೕ൯

෩ಿ೘
∗ ቀೞ೥,೉ೕቁ

ೋ෩೘
∗ ቀೞ೥,೉ೕቁ

൱ಿ
೥సభ

ඩ∑
ೋ෩೘భ
∗ ቀೞ೥,೉ೕቁ

ೋ෩೘
∗ ቀೞ೥,೉ೕቁ

ቌሺଵି
ೋ෩೘భ
∗ ቀೞ೥,೉ೕቁ

ೋ෩೘
∗ ቀೞ೥,೉ೕቁ

ሻሺ
ೋ෩೘
∗ ቀೞ೥,೉ೕቁష ෩ಿ೘

∗ ቀೞ೥,೉ೕቁ

ೋ෩೘
∗ ቀೞ೥,೉ೕቁషభ

ሻ ே෩೘
∗ ൫௦೥,௑ೕ൯ቍ

ಿ
೥సభ

  .             

(15) 
ห𝐿𝑜𝑔𝑅𝑎𝑛𝑘൫𝑋௝ , 𝑐൯ห provides a measure for node distinction. The distinction occurs 

between the two terminal nodes that has the highest ห𝐿𝑜𝑔𝑅𝑎𝑛𝑘൫𝑋௝ , 𝑐൯ห  value. The best 
distinction value of ห𝐿𝑜𝑔𝑅𝑎𝑛𝑘൫𝑋௝∗, 𝑐∗൯ห ൒ ห𝐿𝑜𝑔𝑅𝑎𝑛𝑘൫𝑋௝ , 𝑐൯ห is determined by the 
value of the 𝑋௝ covariate and c cut-off value (Segal 1988; Hothorn and Lausen 2003). 

ii. Log-rank score distinction criteria 

Another distinction rule is the log-rank score distinction rule proposed by Hothorn 
and Lusen (2003). Assume that the values of the 𝑋௝ covariate are sorted as 𝑥ଵ ൑ 𝑥ଶ ൑
⋯ ൑ 𝑥௡. For each 𝑇௜  survival time, ranks are obtained as in Eq. (16). 

𝛼௜ ൌ ∆௜ െ ∑ ∆ೖ
௡ି௰ೖାଵ

௰೔
௞ୀଵ  .                                                  (16) 

Where,𝛤௞ ൌ #ሼ𝑠: 𝑇௦ ൑ 𝑇௞ሽ. In this case, the log-rank score statistic is obtained as 
in Eq. (17). 

𝐿𝑜𝑔𝑅𝑎𝑛𝑘𝑠𝑘𝑜𝑟൫𝑋௝ , 𝑐൯ ൌ
∑ ఈ೔ି௡భఈೣ೔ರ೎

ට௡భሺଵି
೙భ
೙
ሻ௦ഀ
మ

 .                                         (17) 

In Eq. (17), 𝛼  and 𝑠ఈଶ  is defined as the sample mean and sample variance of ranks, 
respectively. 𝐿𝑜𝑔𝑅𝑎𝑛𝑘𝑠𝑐𝑜𝑟𝑒൫𝑋௝ , 𝑐൯ provides log-rank score for node distriction. 

2.4.  Estimators used in estimating G conditional censored survival function 

i. Nonparametric estimator 

Let 𝐺ሺ𝑇 ∣ 𝑋ሻ ൎ 𝑃ሺ𝐶 ൐ 𝑡 ∣ 𝑋 ൌ 𝑥ሻ and 𝐾ሺ𝑡ሻ denote respectively conditional 
survival function of the censoring time and any kernel function. The nonparametric 
estimator used by Graf et al. is given in Eq. (18). (Gerds and Schumacher 2007). 

𝐺෠ே௢௡௉௔௥ ൌ ቄ𝐺: 𝑠𝑢𝑝௧
หீ൫𝑇∣∣𝑋 ൯ିீሺ்ห௑ᇲሻ∣

|௑ି௑ᇲ|ഀ
൑ 𝐾ሺ𝑡ሻ ൐ 0ቅ.                             (18) 

ii. Cox estimator 

Let α and 𝐻଴ሺ𝑡ሻ  denote respectively regression coefficient and initial cumulative 
hazard function. Cox regression estimator is given in Eq. (19) (Gerds and Schumacher 
2007). 

𝐺෠஼௢௫ ൌ ൛𝐺஑,ுబሺ௧ሻ:𝐺ሺ𝑇 ∣ 𝑋 ሻ ൌ 𝑒𝑥𝑝ሼെexp ሺαᇱ𝑋ሻ𝐻଴ሺ𝑡ሻሽ;α ∈ ℝௗൟ .                 (19) 
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iii. Aalen estimator 

Let 𝛼ሺ𝑡ሻ denote time-dependent regression coefficient. Cumulative Aalen 
regression estimator are given as in Eq. (20) (Gerds and Schumacher 2007). 

𝐺෠஺௔௟௘௡ ൌ ൜𝐺஑:𝐺ሺ𝑇 ∣ 𝑋 ሻ ൌ 𝑒𝑥𝑝 ቄെ׬ 𝑋ᇱ𝛼ሺ𝑠ሻ.𝑑𝑠 
௧
௦ୀ଴ ቅൠ.                             (20) 

2.5.  Criteria used to evaluate model performance 

2.5.1.  Brier Score  BS 

The prediction error defined as the time dependent expected Brier score is one of 
the measures for assessing the predictive performances of rival survival modeling 
strategies. If the score is close to zero, the class estimates are accepted to be reliable. Let 
 ∆௜ൌ 𝐼൫𝑇෨௜ ൑ 𝑡൯ be state of i th unit for t time. When X is given, the probability of survival 
predicted at t time for the i th unit is shown as 𝑆መሺ 𝑡 ∣∣ 𝑋௜ ሻ . In this case, the Brier score 
is the same as the Eq. (21) 

𝐵𝑆൫𝑡, 𝑆መ൯ ൌ 𝐸ൣ𝐼ሺ𝑇෨௜ ൐ 𝑡ሻ െ 𝑆መሺ 𝑡 ∣∣ 𝑋௜ ሻଶ ൧ .                                     (21) 

The expected value is calculated based on the data of the i th  unit  which is not 
included in the learning set. The first critical value for the Brier score is 33%. This 
corresponds to the risk predicted by the random number drawn from the U[0,1] 
distribution. The second critical value is 25% and corresponds to 50% risk estimation 
for each unit. Another criterion is the Brier score value obtained from the model from 
which all independent variables are extracted (Ishwaran et al. 2008a). Residual squares 
are weighted using the inverse probabilities of the censored weights given in Eq. (22). 

𝑊෡௜ሺ𝑡ሻ ൌ
ூሺ ෨்೔ஸ௧ሻ∆೔
෠ீሺ ෨்೔ି∣௑೔ሻ

൅
ூሺ ෨்೔வ௧ሻ
෠ீሺ௧∣௑೔ሻ

 .                                                   (22) 

Here 𝐺෠ሺ𝑡 ∣ 𝑥ሻ ൎ 𝑃ሺ𝐶௜ ൐ 𝑡 ∣ 𝑋௜ ൌ 𝑥ሻ is the estimate of the conditional survival 
function for the i th  unit of censoring time. If an independent set of data 𝐷௡ is available, 
the expected Brier score is the same as in Eq. (23). 

𝐵𝑆෢൫𝑡, 𝑆መ൯ ൌ
ଵ

௡
∑ 𝑊෡௜ሺ𝑡ሻሼ௜∈஽೙ 𝐼ሺ𝑇෨௜ ൐ 𝑡ሻ െ 𝑆መሺ𝑡 ∣ 𝑋௜ሻሽଶ.                                 (23) 

Where n is the number of units in 𝐷௡ (i=1,.,n) and  calculated from the learning 
data 𝑆መ. 

2.5.2.  Integrated Brier Score  IBS 

Prediction errors can be summed up with IBS as follows: 

     𝐼𝐵𝑆ሺ𝑇𝐻, 𝜏ሻ ൌ
ଵ

ఛ
׬ 𝑇𝐻ሺ𝑡, 𝑆መ
ఛ
௧ୀ଴ ሻ𝑑𝑡                                                (24) 
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Where TH is the prediction error obtained using methods such as Apperr (apparent 
prediction), BootCvErr (Boostrap Cross Validation prediction), NoInfErr (ignorance 
prediction error), boot632pluserr (0.632+ prediction). 𝜏 is the time of maximum 
observation (𝜏 ൐ 0ሻ. 

2.5.3.  Concordance Index  C-Index 

Concordance Index is the probability of concordance between the predicted and 
the observed survival. Model performance increases as the C Index value approaches to 
1. C-Index is not based on a fixed point of time, unlike other indexes that measure the 
performance of survival (Ishwaran, 2008). C-Index is calculated with Steps 1-3: 

Step 1: Create all possible pairs of units on the data set. 
Step 2: If pairs is censored which the unit corresponding to shorter survival time, 

the pair is neglected. If both pairs are alive and  𝑇௜ ൌ 𝑇௝ , i and j pairs are neglected. 
"Allowed” can be expressed as the total number of pairs that are not neglected. 

Step 3: When  𝑇௜ ് 𝑇௝, if it has worse prediction results with shorter survival time, 
it gets a value of 1, if the prediction results are equal it gets a value of 0.5 for each allowed 
pair. For each allowable pair, if  𝑇௜ ൌ 𝑇௝  and both are dead, the result is worse than that 
which is dead, then it gets a value of 1, otherwise it gets a value of 0.5. “Concordance” 
represents the sum of the values received by all allowed pairs. 

C-Index is defined below: 

𝐶 ൌ
𝐶𝑜𝑛𝑐𝑜𝑟𝑑𝑎𝑛𝑐𝑒
𝐴𝑙𝑙𝑜𝑤𝑒𝑑

 . 

3. Material and method 

Simulation studies were carried out under different scenarios in order to compare 
the performance of RSF and Cforest methods from tree-based methods used in survival 
data. In addition, Aalen, Cox and nonparametric estimators were evaluated for the 
performance of the RSF method in the case of using different separation criteria and 
conditional survival function of the censoring time (Gerds and Schumacher 2007). For 
this purpose, data derivation were made with two different scenario. The first scenario 
examine the situation in which the proportional hazard assumption is provided and the 
second senario examine the situation in which the proportional hazard assumption is 
not provided (Ishwaran and et al. 2010; Zhu and Kosorok 2012). In both scenarios, the 
criterion for the number of independent variables randomly chosen in each division 
was taken as the square root of the number of variables p. Sample size was determined 
as 100, 200 and 300. The number of trees created is M=100, bootstrap number is B=100, 
the test set (out of bag data) uses 37% of the total sample size and the training set (in bag 
data) uses 63% of the total sample size. The number of units on each terminal node is 
limited to 6. Simulation was carried out with 1000 repetitions. 
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Scenario 1: The number of independent variables was taken as p = 25. Let 𝑋 ൌ
ሺ𝑋ଵ, … ,𝑋ଶହሻ, Σ௜௝ ൌ 𝜌|௜ି௝| (𝜌=0.9) and diagonal elements 1. Covariates were derived 
from the multivariate normal distribution with Σ௣ൈ௣ variance-covariance matrix and 
ሾ0ሿ௣ൈଵ mean vector. Let 𝑏଴=0,1, survival times were derived independently from 
exponential distribution with  𝜇 ൌ 𝑏଴ ൈ ∑ 𝑋௜

ଶ଴
௜ୀଵଵ . Censored times were derived 

independently from exponential distribution with  𝜇 2 ൗ . The state variable was obtained 
as ∆ൌ 𝐼൫𝑇෨ ൑ 𝐶൯. For this scenario, censored rate was approximately 30%. 
Scenario 2: The number of independent variables was taken as p = 25. Let 𝑋 ൌ
ሺ𝑋ଵ, … ,𝑋ଶହሻ, Σ௜௝ ൌ 𝜌|௜ି௝| (𝜌=0.75) and and diagonal elements 1. Covariates were 
derived from the multivariate normal distribution with Σ௣ൈ௣ variance-covariance 
matrix and ሾ0ሿ௣ൈଵ mean vector. Survival times were derived independently from log-
normal distribution with  𝜇 ൌ 0.1 ൈ ห∑ 𝑋௜

ହ
௜ୀଵ ห ൅ 0.1 ൈ ห∑ 𝑋௜

ଶହ
௜ୀଶଵ ห. Censored time was 

derived from the log normal distribution with  𝜇 ൅ 0.5 mean. The state variable was 
obtained as ∆ൌ 𝐼൫𝑇෨ ൑ 𝐶൯. For this scenario, censored rate was approximately 30%. 
Model performances were evaluated with IBS and C Index. 

Pec, party, randomForestSRC packets were used in R 3.4.1 program in simulation 
study(Hothorn and et al. 2005; Mogensen and et al. 2012a; Ishwaran and et al. 2008b). 

4. Evaluation  

The results of the simulation study were presented by taking into consideration 
scenario 1 and Scenario 2 with Table 1-12. The mean and standard values of RSF and 
Cforest method with two separate criteria for Aalen, Cox and nonparametric 
estimators, three estimators used in the calculation of IPC weights and three sample 
sizes were presented in the table. 

Table 1.  The mean and standard error values according to the C-Index criteria of RSF and Cforest 
method for different survival times in cases where n=100 and the proportional hazard 
assumption is provided 

C-Index (scenario 1, n=100) 
Survival Time 

0.5 2 3.5 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.9111 0.0007 0.8780 0.0010 0.8639 0.0016 
RSF(logrank-Cox) 0.9133 0.0006 0.8808 0.0009 0.8652 0.0009 
RSF(logrank-Aalen) 0.9202 0.0004 0.8887 0.0008 0.8689 0.0008 
RSF(logrankscore- nonparametric ) 0.8849 0.0009 0.8477 0.0010 0.8165 0.0012 
RSF(logrankscore-Cox) 0.8868 0.0008 0.8481 0.0009 0.8268 0.0011 
RSF(logrankscore-Aalen) 0.8927 0.0007 0.8575 0.0008 0.8309 0.0010 
Cforest(non parametric) 0.8333 0.0010 0.8205 0.0020 0.7931 0.0024 
Cforest(Cox) 0.8319 0.0009 0.8249 0.0010 0.8126 0.0011 
Cforest(Aalen) 0.8319 0.0009 0.8249 0.0010 0.8126 0.0011 
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Table 2.  The mean and standard error values according to the C-Index criteria of RSF and Cforest 
method for different survival times in cases where n=200 and the proportional hazard 
assumption is provided 

C-Index (scenario 1, n=200) 
Survival Time 

0.5 2 3.5 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.9675 0.0008 0.8786 0.0009 0.8639 0.0016 

RSF (logrank-Cox) 0.9678 0.0007 0.8908 0.0008 0.8652 0.0009 

RSF (logrank-Aalen) 0.9680 0.0005 0.8987 0.0007 0.8689 0.0008 

RSF (logrankscore- nonparametric) 0.8850 0.0009 0.8475 0.0010 0.8170 0.0017 

RSF(logrankscore-Cox) 0.8870 0.0008 0.8485 0.0009 0.8281 0.0011 

RSF (logrankscore-Aalen) 0.8935 0.0007 0.8590 0.0008 0.8309 0.0010 

Cforest(nonparametric) 0.8689 0.0010 0.8249 0.0020 0.7931 0.0024 

Cforest (Cox) 0.8689 0.0010 0.8596 0.0010 0.8126 0.0011 

Cforest (Aalen) 0.8769 0.0009 0.8596 0.0010 0.8126 0.0011 
 
 
 

Table 3.  The mean and standard error values according to the C-Index criteria of RSF and Cforest 
method for different survival times in cases where n=300 and the proportional hazard 
assumption is provided 

C-Index (scenario 1, n=300) 
Survival Time 

0.5 2 3.5 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.9838 0.0009 0.8886 0.0010 0.8739 0.0012 

RSF(logrank-Cox) 0.9857 0.0006 0.8908 0.0009 0.8752 0.0006 

RSF (logrank-Aalen) 0.9869 0.0004 0.8990 0.0007 0.8789 0.0003 

RSF (logrankscore- nonparametric) 0.8950 0.0009 0.8475 0.0012 0.8276 0.0014 

RSF (logrankscore-Cox) 0.8965 0.0006 0.8485 0.0010 0.8381 0.0011 

RSF (logrankscore-Aalen) 0.8970 0.0005 0.8590 0.0008 0.8509 0.0010 

Cforest(nonparametric) 0.8879 0.0010 0.8249 0.0020 0.7931 0.0024 

Cforest(Cox) 0.8889 0.0010 0.8596 0.0010 0.8125 0.0013 

Cforest (Aalen) 0.8969 0.0009 0.8596 0.0010 0.8126 0.0011 
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Table 4.  The mean and standard error values according to the C-Index criteria of RSF and Cforest 
method for different survival times in cases where n=100 and the proportional hazard 
assumption is not provided 

C-Index (scenario 2, n=100) 
Survival Time 

0.5 2 3.5 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.9802 0.0002 0.9434 0.0004 0.9076 0.0006 

RSF (logrank-Cox) 0.9801 0.0002 0.9435 0.0004 0.9079 0.0006 

RSF (logrank-Aalen) 0.9834 0.0001 0.9552 0.0002 0.9282 0.0002 

RSF (logrankscore- nonparametric) 0.9801 0.0002 0.8576 0.0015 0.8265 0.0009 

RSF (logrankscore-Cox) 0.9799 0.0002 0.8581 0.0009 0.8368 0.0006 

RSF (logrankscore-Aalen) 0.9825 0.0002 0.8775 0.0008 0.8409 0.0002 

Cforest(nonparametric) 0.9323 0.0012 0.8602 0.0010 0.8342 0.0011 

Cforest (Cox) 0.9324 0.0012 0.8603 0.0010 0.8361 0.0009 

Cforest (Aalen) 0.9336 0.0010 0.8605 0.0009 0.8398 0.0008 
 
 
 

Table 5.  The mean and standard error values according to the C-Index criteria of RSF and Cforest 
method for different survival times in cases where n=200 and the proportional hazard 
assumption is not provided 

C-Index (scenario 2, n=200) 
Survival Time 

0.5 2 3.5 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.9765 0.0009 0.9385 0.0005 0.9056 0.0010 

RSF(logrank-Cox) 0.9789 0.0003 0.9436 0.0003 0.9083 0.0004 

RSF (logrank-Aalen) 0.9795 0.0001 0.9462 0.0002 0.9152 0.0003 

RSF(logrankscore- nonparametric) 0.8950 0.0017 0.8675 0.0015 0.8275 0.0018 

RSF(logrankscore-Cox) 0.8970 0.0005 0.8785 0.0007 0.8381 0.0010 

RSF (logrankscore-Aalen) 0.8995 0.0003 0.8990 0.0005 0.8409 0.0007 

Cforest(nonparametric) 0.9015 0.0015 0.8194 0.0016 0.8002 0.0012 

Cforest (Cox) 0.9028 0.0010 0.8291 0.0009 0.8013 0.0008 

Cforest (Aalen) 0.9041 0.0002 0.8291 0.0009 0.8035 0.0005 
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Table 6.  The mean and standard error values according to the C-Index criteria of RSF and Cforest 
method for different survival times in cases where n=300 and the proportional hazard 
assumption is not provided 

C-Index (scenario 2, n=300) 
Survival Time 

0.5 2 3.5 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.9948 0.0008 0.9100 0.0012 0.8839 0.0011 

RSF (logrank-Cox) 0.9957 0.0005 0.9108 0.0010 0.8852 0.0006 

RSF (logrank-Aalen) 0.9969 0.0003 0.9120 0.0004 0.8889 0.0002 

RSF (logrankscore- nonparametric) 0.8970 0.0009 0.8475 0.0010 0.8576 0.0012 

RSF (logrankscore-Cox) 0.8985 0.0006 0.8585 0.0008 0.8581 0.0011 

RSF (logrankscore-Aalen) 0.8990 0.0005 0.8690 0.0007 0.8609 0.0010 

Cforest(nonparametric) 0.8979 0.0013 0.8749 0.0020 0.7998 0.0022 

Cforest (Cox) 0.8989 0.0010 0.8896 0.0010 0.8125 0.0009 

Cforest (Aalen) 0.8989 0.0009 0.8896 0.0010 0.8126 0.0005 
 
 

Table 7.  The mean and standard error values according to the IBS criteria of RSF and Cforest 
method for different survival times in cases where n=100 and the proportional hazard 
assumption is provided 

IBS (scenario 1, n=100) 
AppErr BootCvErr NoInfErr Boot632plusErr 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.0298 0.0056 0.1660 0.0360 0.2850 0.0060 0.1389 0.0279 

RSF (logrank-Cox) 0.0292 0.0042 0.1646 0.0253 0.2814 0.0050 0.1384 0.0258 

RSF (logrank-Aalen) 0.0286 0.0021 0.1630 0.0156 0.2787 0.0038 0.1372 0.0168 

RSF (logrankscore- 
nonparametric) 0.0300 0.0070 0.1745 0.0380 0.3050 0.0120 0.1439 0.0289 

RSF (logrankscore-Cox) 0.0295 0.0068 0.1736 0.0293 0.3014 0.0090 0.1424 0.0280 

RSF (logrankscore-Aalen) 0.0287 0.0035 0.1720 0.0166 0.2987 0.0058 0.1412 0.0267 

Cforest(nonparametric) 0.1010 0.0200 0.1534 0.0210 0.2576 0.0104 0.1386 0.0225 

Cforest (Cox) 0.1007 0.0191 0.1512 0.0198 0.2399 0.0098 0.1384 0.0210 

Cforest (Aalen) 0.0974 0.0120 0.1489 0.0127 0.2342 0.0090 0.1363 0.0133 

*AppErr: apparent prediction, BootCvErr: Boostrap Cross-Validation prediction, noinferr: ignorance 
prediction error, Boot632plusErr: 0.632+ prediction 
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Table 8.  The mean and standard error values according to the IBS criteria of RSF and Cforest 
method for different survival times in cases where n=200 and the proportional hazard 
assumption is provided 

IBS (scenario 1, n=200) 
AppErr BootCvErr NoInfErr Boot632plusErr 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.0288 0.0036 0.1640 0.0335 0.2845 0.0050 0.1379 0.0259 

RSF (logrank-Cox) 0.0282 0.0022 0.1626 0.0233 0.2794 0.0045 0.1373 0.0238 

RSF (logrank-Aalen) 0.0276 0.0019 0.1615 0.0145 0.2767 0.0028 0.1362 0.0148 

RSF(logrankscore- 
nonparametric) 0.0290 0.0070 0.1645 0.0367 0.3030 0.0110 0.1418 0.0260 

RSF (logrankscore-Cox) 0.0285 0.0068 0.1636 0.0291 0.2914 0.0085 0.1412 0.0270 

RSF (logrankscore-Aalen) 0.0277 0.0035 0.1620 0.0164 0.2867 0.0050 0.1409 0.0167 

Cforest(nonparametric) 0.1008 0.0197 0.1514 0.0187 0.2456 0.0094 0.1376 0.0215 

Cforest (Cox) 0.0987 0.0172 0.1508 0.0166 0.2297 0.0066 0.1368 0.0200 

Cforest (Aalen) 0.0961 0.0110 0.1469 0.0115 0.2210 0.0050 0.1338 0.0113 

*AppErr: apparent prediction, BootCvErr: Boostrap Cross-Validation prediction, noinferr: ignorance 
prediction error, Boot632plusErr: 0.632+ prediction 
 
 

Table 9.  The mean and standard error values according to the IBS criteria of RSF and Cforest 
method for different survival times in cases where n=300 and the proportional hazard 
assumption is provided 

IBS (scenario 1, n=300) 
AppErr BootCvErr NoInfErr Boot632plusErr 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.0275 0.0032 0.1628 0.0325 0.2275 0.0045 0.1365 0.0247 

RSF (logrank-Cox) 0.0271 0.0020 0.1616 0.0228 0.2283 0.0037 0.1355 0.0222 

RSF (logrank-Aalen) 0.0265 0.0012 0.1609 0.0136 0.2247 0.0018 0.1320 0.0136 

RSF (logrankscore- 
nonparametric) 0.0285 0.0063 0.1635 0.0357 0.3020 0.0100 0.1417 0.0249 

RSF (logrankscore-Cox) 0.0283 0.0064 0.1626 0.0271 0.2904 0.0075 0.1410 0.0260 

RSF (logrankscore-Aalen) 0.0276 0.0027 0.1617 0.0154 0.2357 0.0040 0.1401 0.0147 

Cforest(nonparametric) 0.1006 0.0177 0.1513 0.0167 0.2454 0.0094 0.1366 0.0215 

Cforest (Cox) 0.0977 0.0162 0.1504 0.0146 0.2294 0.0066 0.1358 0.0200 

Cforest (Aalen) 0.0951 0.0106 0.1459 0.0105 0.2308 0.0050 0.1328 0.0113 

*AppErr: apparent prediction, BootCvErr: Boostrap Cross-Validation prediction, noinferr: ignorance 
prediction error, Boot632plusErr: 0.632+ prediction 
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Table 10.  The mean and standard error values according to the IBS criteria of RSF and Cforest 
method for different survival times in cases where n=100 and the proportional hazard 
assumption is not provided 

IBS (scenario 2, n=100) AppErr BootCvErr NoInfErr Boot632plusErr 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.0296 0.0056 0.1658 0.0350 0.2840 0.0054 0.1379 0.0269 

RSF (logrank-Cox) 0.0290 0.0042 0.1642 0.0243 0.2804 0.0044 0.1374 0.0248 

RSF (logrank-Aalen) 0.0285 0.0021 0.1627 0.0146 0.2777 0.0032 0.1362 0.0158 

RSF (logrankscore- 
nonparametric) 0.0297 0.0070 0.1743 0.0370 0.3040 0.0116 0.1429 0.0279 

RSF (logrankscore-Cox) 0.0292 0.0068 0.1732 0.0283 0.3004 0.0087  0.1414 .0270 

RSF(logrankscore-Aalen) 0.0295 0.0035 0.1718 0.0156 0.2977 0.0054 0.1402 0.0257 

Cforest(nonparametric) 0.1007 0.0200 0.1531 0.0200 0.2566 0.0102 0.1376 0.0215 

Cforest (Cox) 0.1005 0.0191 0.1508 0.0188 0.2389 0.0097 0.1374 0.0200 

Cforest (Aalen) 0.0964 0.0120 0.1479 0.0117 0.2332 0.0087 0.1353 0.0123 

*AppErr: apparent prediction, BootCvErr: Boostrap Cross-Validation prediction, noinferr: ignorance 
prediction error, Boot632plusErr: 0.632+ prediction 
 
 

Table 11.  The mean and standard error values according to the IBS criteria of RSF and Cforest 
method for different survival times in cases where n=200 and the proportional hazard 
assumption is not provided 

IBS (scenario 2, n=200) AppErr BootCvErr NoInfErr Boot632plusErr 

𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.0278 0.0026 0.1630 0.0325 0.2835 0.0040 0.1369 0.0249 

RSF (logrank-Cox) 0.0272 0.0012 0.1616 0.0223 0.2784 0.0035 0.1363 0.0228 

RSF (logrank-Aalen) 0.0266 0.0009 0.1605 0.0135 0.2757 0.0018 0.1352 0.0138 

RSF (logrankscore- 
nonparametric) 0.0280 0.0060 0.1635 0.0357 0.3020 0.0100 0.1408 0.0249 

RSF (logrankscore-Cox) 0.0275 0.0058 0.1626 0.0281 0.2904 0.0075 0.1405 0.0260 

RSF (logrankscore-Aalen) 0.0267 0.0025 0.1610 0.0154 0.2857 0.0040 0.1402 0.0157 

Cforest(nonparametric) 0.1007 0.0187 0.1504 0.0177 0.2446 0.0084 0.1366 0.0205 

Cforest (Cox) 0.0977 0.0162 0.1506 0.0156 0.2287 0.0056 0.1358 0.0195 

Cforest (Aalen) 0.0951 0.0100 0.1459 0.0105 0.2300 0.0043 0.1328 0.0108 

*AppErr: apparent prediction, BootCvErr: Boostrap Cross-Validation prediction, noinferr: ignorance 
prediction error, Boot632plusErr: 0.632+ prediction 
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Table 12.  The mean and standard error values according to the IBS criteria of RSF and Cforest 
method for different survival times in cases where n=300 and the proportional hazard 
assumption is not provided 

IBS (scenario 2, n=300) AppErr BootCvErr NoInfErr Boot632plusErr 
𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 𝓍̅ 𝑠𝓍̅ 

RSF(logrank-nonparametric) 0.0265 0.0022 0.1618 0.0315 0.2817 0.0035 0.1358 0.0237 

RSF (logrank-Cox) 0.0261 0.0010 0.1606 0.0218 0.2773 0.0027 0.1352 0.0222 

RSF (logrank-Aalen) 0.0255 0.0002 0.1608 0.0126 0.2737 0.0008 0.1347 0.0126 

RSF (logrankscore- 
nonparametric) 0.0275 0.0053 0.1625 0.0347 0.3010 0.0098 0.1407 0.0239 

RSF (logrankscore-Cox) 0.0273 0.0054 0.1616 0.0261 0.2902 0.0065 0.1400 0.0250 

RSF (logrankscore-Aalen) 0.0266 0.0017 0.1607 0.0144 0.2847 0.0030 0.1399 0.0137 

Cforest(nonparametric) 0.1005 0.0167 0.1503 0.0157 0.2444 0.0084 0.1356 0.0205 

Cforest (Cox) 0.0967 0.0152 0.1501 0.0136 0.2305 0.0056 0.1348 0.0197 

Cforest (Aalen) 0.0941 0.0104 0.1449 0.0102 0.2284 0.0040 0.1318 0.0103 

*AppErr: apparent prediction, BootCvErr: Boostrap Cross-Validation prediction, noinferr: ignorance 
prediction error, Boot632plusErr: 0.632+ prediction 
 
5. Results and discussion 

In this study, Cforest method (Hothorn and et al. 2006a), which aims to minimize 
the proposed empirical risk function for right-censored data and a community with 
a low correlation structure by creating different trees, and RSF method (Ishwaran and 
et al. 2008a), which is an extension of Brieman's random forest method for right-
censored data, are compared according to C-Index and IBS criteria. 

According to the C-Index criterion; in all cases, RSF method has higher mean C - 
Index values and lower standard error values than Cforest method. When we examined 
the sample size, it was observed that the mean C-Index values for both scenarios and 
both methods were increased and standard error values were decreased with the 
increase in sample size. It is observed gave the best results for the RSF method and the 
non parametric estimator has lower mean C-Index values than the Aalen estimator and 
Cox estimator. In the Cforest method, it was observed that the nonparametric estimator 
had lower C-Index mean values and similar results were obtained in Cox and Aalen 
estimator. When the RSF method was examined in terms of two different separation 
criteria, it was determined that the logrank distinction had higher mean C-Index values 
and lower standard error values. Compared to the situation in which the proportional 
hazard assumption is provided and not provided, it has been observed that both 
methods perform better in the absence of the proportional hazard assumption. 
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However, when the proportional hazard assumption provided, there has been a further 
decrease in the mean C-Index values for the RSF method compared to the Cforest 
method. 

According to the IBS criterion; for all cases, in both scenarios, and for all 𝐺෠ 
estimation methods (Cox, Aalen and Nonparametric), the RSF method has lower mean 
and standard error values than the Cforest method. With the increase in sample size, 
model performance was observed to increase in all cases according to IBS criteria. 
For all methods and for both scenarios, Aalen estimator has a lower error value than 
nonparametric estimator and Cox estimator. When examined according to RSF 
separation criteria, it was determined that logrank distinction criteria had lower IBS 
mean values and standard error values. In this study, it was observed that all methods 
performed better in the case that the proportional hazard assumption is not provided, 
compared to the case that the proportional hazard assumption is provided. 

Mogensen and et al. (2012) examined the performance of the RSF, Cforest and Cox 
regression models using the "cost" data set included in the PEC package. As a result, 
while some cross-validation methods found the performance of the methods to be 
similar, some cross-validation methods found the performance of the RSF method to 
be higher. 

Gerds and Schumacher (2007) used marginal Kaplan-Meier, Cox, Aalen and 
nonparametric estimators for calculating IBS values. However, if the censored 
mechanism of the Kaplan-Meier estimator is dependent on the common variables, it 
gives error. For this reason, they recommended the use of three other predictors for the 
case where the censored survival function is dependent on the common variables. 
In their simulation study, they stated that the Aalen estimator was better than the Cox 
estimator. The results of our simulation study showed that the Aalen estimator has 
better performance in both methods. Ciampi (1986) proposed the use of logrank test 
statistic to compare two child nodes in decision trees. Ishwaran and et al.(2008a) stated 
that the model obtained by using logrank criteria is higher than C-Index value when 
they apply the RSF method on 11 sets of data according to different separation rules. 
According to the results of our simulation study, it was determined that the logrank 
distinction criteria showed higher performance than the logrank score distinction 
criteria in the case where the proportional hazard assumption is provided and not 
provided in the RSF method. 

As a result, it has been shown that the RSF method performs better than the Cforest. 
For both methods, it can be said that the Aalen estimator performs better than the other 
estimators. The performance of both methods was better if the proportional hazard 
assumption was not provided. In addition, the RSF method shows that the logrank 
distinction criteria, which is one of two different separation criteria, performs better 
than the logrank score distinction criteria. 
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