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Abstract 
 
Decades of investment decisions by central planners left communist societies with structures of 
production ill-prepared for competitive markets. Their vulnerability to liberalization, however, 
varied across space. Similar to the effects identified in the “China shock” literature, we 
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document asymmetric reactions to the liberalization of markets in 1992. Electoral support for the 
pro-market incumbent declined most in areas with structural inheritances that made them most 
vulnerable to reforms. This finding sheds new light on an old debate about the importance of 
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1 Introduction
A once lively, recently dormant, but never fully settled debate about the post-communist

transition touched on the relative importance of so-called “initial conditions” to countries’
post-liberalization trajectories. Did China avoid the “transformational recession” that af-
flicted most of the post-communist world more because the post-Mao leadership made ef-
fective policy choices or more because pre-reform structural features conferred unique ad-
vantages? Did several countries in Central Europe forge ahead of many post-Soviet nations
more because they adhered to the “Washington Consensus” or more because they benefited
from favorable geography and/or a briefer history under central planning? Were the fates
of post-communist societies, in short, tied more to the mix of reforms they pursued or more
to their inheritances – i.e., their so called “initial conditions?”

A particular challenge to answering such questions arises from the seemingly inextri-
cable linkage between the two. At the national level, policy choices were almost certainly
endogenous to “initial conditions.” As a consequence, isolating the independent effect of one
or the other is, at the least, a tall order. Here, we take a modest step toward addressing
the independent effect of (a subset of) initial conditions by identifying a setting in which
policy was plausibly invariant across space. Relatively small sub-national districts within the
Russian Federation operated within policy environments shaped by officials in both Moscow
and their provincial capitals. Comparing them to their within-province neighbors allows us
to isolate the independent effect of initial conditions on their post-liberalization trajectories.
Specifically, we connect communist-era structures of production to trends in presidential
voting patterns as Russia transitioned toward a market economy in the 1990s. We find that
districts with unfavorable structural inheritances abandoned the reform-oriented incumbent
at a much higher rate. The independent effect of initial conditions was substantial.

In the summer of 1991, Russians went to the polls to elect a president for the first time in
their nation’s thousand-year history. By year’s end, the winner, Boris Yeltsin, had led Russia
through the dissolution of the Soviet Union to independent nationhood. In January 1992,
with the stroke of a pen, he dis-empowered the planning bureaucracy that had managed
the economy for over a half century. Overnight, the ruble became convertible and prices
on nearly all consumer and producer goods were liberalized. Markets, both domestic and
international, became the primary mechanisms for determining what would be produced and
how. As enterprises scrambled to adapt, a stunning collapse ensued. Real per capita GDP
and life expectancy plunged (Leon et al., 1997; Shkolnikov et al., 1998; Brainerd and Cutler,
2005), and in the nascent labor market, both the unemployment rate and the incidence of
wage non-payments spiked upwards (Desai and Idson, 2001; Earle and Sabirianova, 2002).
In 1996, Russians returned to the polls. In a dramatic two-round election, Yeltsin defied the
early predictions and defeated a diverse field of candidates to secure a second term in office.

Although much of the initial commentary emphasized the stability of the disproportion-
ately urban and well-educated Yeltsin electorate across the two elections (McFaul, 1996,
1997; Berezkin et al., 1999), Gehlbach (2000) observed in a short research note that at the
regional level, the Yeltsin votes in 1991 and 1996 were poorly correlated. Why this might
be so, to the best of our knowledge, has heretofore gone unexplored. Here, we hypothesize
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that the market-oriented reforms of 1992 had differential effects across space. By virtue
of their inherited structures of production, geographical units varied with respect to their
preparedness for the transition away from planning. They differed, that is, with respect to
their degree of market vulnerability.

Market vulnerability differed across space, in good part, because market vulnerability
differed across sectors.1 Some geographical units were fortunate in their sectoral inheritance,
but others were not. A few had a high concentration of production in sectors well-situated
to exploit price liberalization, but many did not. A large and diverse literature highlights
the particular vulnerability of post-Soviet manufacturers (Hughes and Hare, 1992; Senik-
Leygonie and Hughes, 1992; Ericson, 1999; Gaddy and Ickes, 1999, 2002). In both relative
and absolute terms, the manufacturing sector was regarded as bloated, technologically back-
ward, and generally ill-prepared for market competition, with large swaths described as
“negative value added,” “value subtracting,” or “value destroying.” Gaddy and Ickes’ (1999)
stylized model of the Russian economy takes this point to the extreme by characterizing the
manufacturing sector as wholly value-subtracting and only capable of surviving the transition
to competitive markets if kept afloat through subsidies channeled from a value-adding nat-
ural resource industry. In light of these descriptions, our primary measure of a geographical
unit’s market vulnerability is its per capita employment in manufacturing.

As highlighted by Figure 1, the province-level relationship between manufacturing em-
ployment per capita and support for Yeltsin flipped from positive to negative between the
1991 and 1996 elections. On average, manufacturing intensive provinces experienced steep
drops in support for Yeltsin, whereas those with relatively little manufacturing saw little, if
any, change. In conjunction with research establishing a connection between post-communist
economic outcomes and voting (Colton, 1996; Fidrmuc, 2000; Tucker, 2002; Richter, 2006),
this finding appears consistent with the hypothesis that market liberalization disproportion-
ately affected voting in provinces that were most market vulnerable because of their Soviet
economic legacy. Although consistent with this hypothesis, there are reasons to doubt that
it reflects a causal relationship between inherited manufacturing intensity and the post-
liberalization reorientation of pro-Yeltsin voting. Other developments, beyond the reforms
of January 1992, could be responsible. Provincial governments, for one, had a great deal
of policy autonomy in the early and mid-1990s (Stoner-Weiss, 1999; Berkowitz and DeJong,
2003; Ahrend, 2005) making it not implausible that systematic differences in their policy
responses to market liberalization explain the pattern observed in Figure 1. We can rule out
this possibility, however, by demonstrating that the relationship between inherited manu-
facturing intensity and the decline in support for Yeltsin holds for sub-provincial districts –
i.e., political-geographic units which possessed relatively little policy autonomy.

Figure 1, of course, might also reflect a correlation between Soviet-era manufacturing
intensity and other variables plausibly related to market vulnerability. Our baseline regres-

1Market vulnerability also differed across space because geographical units differed in their proximity to
potential customers and suppliers. Industrial location decisions under central planning were often made for
strategic (i.e., non-commercial) reasons and were always made in the absence of a price-based understanding
of opportunity costs. These factors led to high levels of investment in regions, like Siberia, that were distant
from domestic and global markets (Hill and Gaddy, 2003; Markevich and Mikhailova, 2013). All else equal,
remote location could be a disadvantage to firms and regions when markets were liberalized.
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Figure 1: Manufacturing employment in 1989 and votes for Yeltsin in 1991 and 1996
Notes: The scatter plot presents correlations between employment in manufacturing in 1989 and vote shares
for Boris Yeltsin in the presidential elections of 1991 (blues dots) and (the first round of) 1996 (orange dots)
on the sample of 88 provinces of the Russian Federation (RSFSR in 1991).

sions, for this reason, control for geographic variables that have also been suggested as drivers
of post-liberalization economic performance (Gaddy and Ickes, 2002).

Finally, we strengthen our case for a connection between districts’ structural inheri-
tance and their voting behavior by integrating two additional variables capturing within-
manufacturing-sector variation. In a well-cited paper, Blanchard and Kremer (1997) tie the
post-liberalization fate of economic sectors to the degree to which their enterprises were
embedded in “complex” supply chains. Once plan-based coordination had been eliminated,
acute market frictions – e.g., information asymmetries and costly contract enforcement –
would, they theorized, be particularly problematic for firms dependent on a broader array
of upstream linkages. Using a Soviet input-output table documenting the product flows
across manufacturing sub-sectors, we create district-level measures of economic complexity.
Controlling for manufacturing employment per capita, we build on Blanchard and Kremer
(1997), showing that those districts with more complex profiles experienced, on average,
bigger declines in support for Yeltsin. We similarly calculate one additional measure of mar-
ket vulnerability by drawing on foreign trade data. Controlling for overall manufacturing
employment per capita, districts specializing in sub-sectors in which the Soviet Union had a
(revealed) comparative disadvantage experienced bigger drops in support for Yeltsin.
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As rich as our district-level data are, they do not allow us to address important questions
regarding, one, the timing of the shock that explains the reorientation reflected in Figure 1,
or two, the mechanism whereby initial economic conditions affect post-liberalization voting.
We thus supplement our district-level analysis with provincial data, which, for one, allow us
to double the number of years in our voting panel. Taking the success of non-communist
candidates in elections to the 1989 Congress of People’s Deputies as a regional proxy for the
support for Yeltsin and his platform, we show that the 1991-to-1996 change in the presi-
dential vote did not follow from a pre-trend. Furthermore, a spring 1993 vote-of-confidence
referendum reveals that the greater erosion of Yeltsin’s support in the more manufacturing-
intensive regions was already apparent less than a year-and-a-half after price liberalization
was sprung on the country in January 1992.

Yet additional regional data suggest that changes in social welfare mediate the rela-
tionship between inherited structures of production and Yeltsin’s support. After 1992,
the all-cause death rate, already increasing nationally, trended upwards faster in the more
manufacturing-intensive regions. Although cause-of-death data need to be treated with cau-
tion, our evidence suggests that cardiovascular-related deaths, which can be associated with
stress and stress-induced behaviors, such as binge drinking, drove this finding.

Our findings here speak to at least two distinct literatures. One, by linking geographic
asymmetries in Russia’s economic inheritance to its post-communist trajectory, we connect
to recent research on the region-specific effects of trade liberalization in large, economically
diverse countries. One strand of this literature, which includes the celebrated work on the
“China shock,” highlights the effects of trade expansion on local labor markets (Topalova,
2010; Kovak, 2013; Autor et al., 2013; Hakobyan and McLaren, 2016; Dix-Carneiro and Ko-
vak, 2017). Another strand highlights how regional variation in economic structure interacts
with trade liberalization to realign voting (Autor et al., 2020; Choi et al., 2021; Dippel et
al., 2022).

Two, we shed new light on an old debate about the post-communist transition. Though
all countries in Eastern Europe and the former Soviet Union experienced a post-liberalization
fall in output, the breadth and length of the “transformational recession” varied tremen-
dously. A large literature grew up around identifying the reasons for this variety in post-
communist growth experiences, with some authors emphasizing the scope and pace of policy
reform and others giving more weight to pre-liberalization factors – i.e., so-called “initial
conditions” (Fischer et al., 1996; Krueger and Ciolko, 1998; Berg et al., 1999; Heybey and
Murrell, 1999; Popov, 2000; De Melo et al., 2001; Havrylyshyn, 2001; Campos and Coricelli,
2002; Falcetti et al., 2002). Distinguishing between the two convincingly requires overcom-
ing several challenges, not least of which is the effective measurement of key variables. An
equally, if not more, difficult challenge involves the endogeneity of policies to initial condi-
tions. Here, in a manner new to the literature, we address that challenge by focusing on
sub-national units that are situated hierarchically below the level at which policy is made.
Homing in on Russian districts (rayons), we draw comparisons to their within-province
neighbors which operate in a similar policy setting. This allows us to isolate the effects of an
important legacy of planning. A district’s inherited structure of production, we show, has a
substantial effect on its post-liberalization trajectory.
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Our paper proceeds as follows. Section 2 expands on the literature germane to our study.
Section 3 reviews relevant background, including the Soviet Union’s development strategy
and its economic legacy for Russian politics in the 1990s. Section 4 presents the data,
including our primary source evidence as well as several important constructed variables.
Section 5 briefly summarizes our empirical methodology. Section 6 presents our key results,
demonstrating that districts more vulnerable to market liberalization experienced bigger
declines in support for the incumbent who became associated with its introduction. Section
7 uses provincial data to address timing-related questions left unaddressed by our district-
level analysis. Section 8 presents evidence that mortality, particularly for men, increased
faster in market-vulnerable provinces, suggesting that changes in social welfare acted as the
mechanism connecting inherited industrial structure to the re-orientation of the vote for
Yeltsin. Section 9 presents brief concluding points.

2 Related literature

2.1 Post-communist political economy

2.1.1 Initial conditions, policies, and economic growth

The first post-communist decade produced a large empirical literature exploring with
country-level data the relative contributions of initial conditions and transition-era policies to
diverging growth patterns (Havrylyshyn, 2001; Campos and Coricelli, 2002).2,3 Conclusions
were mixed. Some emphasized the importance of policies (Fischer et al., 1996; Berg et
al., 1999), while others gave greater weight to initial conditions (Krueger and Ciolko, 1998;
Heybey and Murrell, 1999; Popov, 2000). Yet others contended that the importance of
initial conditions diminished over time (Falcetti et al., 2002). To distinguish between the
two, researchers confronted several challenges, perhaps the primary one of which centered
on policy’s endogeneity to initial conditions. In a comprehensive review of the literature
Campos and Coricelli (2002) write:

The liberalization policies implemented in the 1990s were likely affected by ini-
tial conditions. Countries with less-favorable conditions were more constrained
in the reform process and thus followed a less-radical reform path. At the same
time, less-favorable initial conditions might have adversely affected output per-
formance. As a result, one would observe a positive correlation between reforms
and output performance even though the ultimate cause of both reforms and
output performance was the set of initial conditions.

Though Campos and Coricelli envisioned that the “debate on the relative importance
of economic policies and initial conditions is likely to continue for some time,” it arguably
did not, in part, we surmise, because researchers struggled to respond to this fundamental

2Policies, here, are understood broadly as referring to stabilization as well as economic and political
liberalization.

3Most of the comparisons are across countries. A smaller literature addresses variation in growth across
regions within a single country. See, for example, the Russia-focused studies of Berkowitz and DeJong (2003)
and Ahrend (2005).
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challenge of policy’s endogeneity.

Our response to this challenge is to isolate the effect of initial conditions by drawing com-
parisons across political-geographic units for which policy is constant. That is, we compare
across relatively small regions within a single country. As Stoner-Weiss (1999), Berkowitz
and DeJong (2003), and Ahrend (2005) all make clear, provincial capitals were also loci of
economic policy making in Russia in the 1990s. We thus make sub-provincial districts the
units of analysis in our preferred specifications below.

At the sector as opposed to the macro level, the most sophisticated analysis of the
post-liberalization output collapse emphasizes variation in the complexity of inherited input-
output linkages (Blanchard and Kremer, 1997). As market liberalization replaces centralized
coordination of enterprise relationships with decentralized bargaining, sectors that inherit a
more complex web of supplier relations will face higher transaction costs and thus experience
greater collapses in output. As a general rule, Blanchard and Kremer (1997) surmised,
sectors further up the supply chain (e.g., natural resources) are at less of a disadvantage
than those whose production involves more processing and combining of material inputs
(e.g., machinery and equipment).

2.1.2 Public opinion and the exit from communism

In the early and mid-1990s, there was a great deal of speculation as to how post-
communist voters would respond to the inevitable short- to medium-run dislocations that
market liberalization would entail. Two general theories emerged. One, championed by the
economist Leszek Balcerowicz (1994), architect of Poland’s economic transformation, char-
acterized the early reform years as a time of “extra-ordinary politics,” a period in which
widespread enthusiasm for the exit from communism would translate into tolerance for of-
ficials whose liberalizing reforms might bring temporary economic pain. Voters, in other
words, would be forward-looking and not punish incumbents whose reforms’ benefits had
yet to arrive. Post-communist voting patterns could thus be expected to be only weakly
connected to pre-election economic indicators. The alternative view emphasized voters as
retrospective, prone to reassess support for incumbents and their reforms in light of lived
experience (Przeworski, 1991). They would vote their pocketbooks and punish incumbents
whose policies were understood to have produced economic pain.

Tucker (2002) reviews the relevant research on the first decade of post-communist elec-
tions. In general, the “macro-level” empirical work supports the conclusion that economic
conditions do affect election results in the region’s new democracies. Research on individual
voting decisions, however, has been more mixed.4 Richter (2006), however, draws on rich
survey data from Russia to link electoral support for Yeltsin in 1996 to experiencing wage
arrears. In so far as we are aware, no research in this area considers the economic inheritance
of the pre-reform communist system.

A large and varied literature has addressed popular attitudes towards markets and mar-
ket reforms during and after the exit from communism. Both Alesina and Fuchs-Schündeln

4Tucker speculates this is because researchers doing micro-oriented work often have access to an array
of political variables that generally are unavailable to those analyzing aggregated voting data.
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(2007) and Pop-Eleches and Tucker (2017), for instance, draw on comparisons to non-post-
communist countries to demonstrate that the experience of living through communism so-
cialized populations to espouse relatively anti-market attitudes. Both Shiller et al. (1991)
and Duch (1993), however, point to survey evidence from within communist countries sug-
gesting that a “nascent free-market culture” survived the communist experience. Finally,
a small empirical literature emphasizes how hardships experienced during the early post-
communist period produced a shift away from the more liberal values that animated the
transition from communism (Gaber et al., 2019; Pyle, 2021).

2.2 Political Consequences of Liberalization-Induced Shocks

Empirical research on the political consequences of liberalization-induced shocks has
grown quickly in recent years. Quite a few articles, for instance, have explored the within-
country electoral effects of greater global economic integration. Margalit (2011) demonstrates
with data from the 2000 and 2004 that support for the presidential incumbent, George
W. Bush, declined most dramatically in counties in which job dislocation resulting from
foreign competition was greatest. Choi et al. (2021) show that US counties whose industrial
profiles made them most vulnerable to import competition from Mexico shifted toward the
Republican Party in House elections after the passage of NAFTA. Several similar papers
focus specifically on the effects of trade liberalization with China (aka, the “China shock”).
Che et al. (2021) show after the extension of Permanent Normal Trade Relations to China
in 2000, vote shares for Democratic candidates for the US House of representatives increased
relatively more in those counties more exposed to trade with China; after the rise of the
Tea Party in 2010, however, this boost for Democrats disappeared. Autor et al. (2020)
demonstrate that greater import competition with China has led to increases in political
polarization across US House of Representative districts. Outside the United States, Dippel
et al. (2022) show that in Germany, electoral support for far right parties followed from trade
shocks associated with communism’s collapse and the accession of China to the World Trade
Organization.

3 Historical Background

3.1 Russia’s Soviet Economic Inheritance

The Soviet economic system operated on the basis of centralized plans. Owning almost
all natural resources and physical capital, the state through its control over tens of thousands
of enterprises accounted for the bulk of economic output. Prices in the state sector were
determined bureaucratically and fulfilled both accounting and monitoring functions. Since
they reflected neither use values nor opportunity costs, they often concealed gross inefficien-
cies, including the destruction of value by individual enterprises and entire sectors alike. By
the late 1980s, the Soviet system constituted a “structure of capital and economic activ-
ity that [was] fundamentally non-viable in an environment determined by market valuation
(Ericson, 1999).”

No sector more fully embodied the system’s pathologies than manufacturing (Hughes
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and Hare, 1992; Senik-Leygonie and Hughes, 1992; Ericson, 1999; Gaddy and Ickes, 1999,
2002). Burdened by outdated assets and redundant employees, its ill-preparedness for market
competition – masked during Soviet times by a complex web of protective tariffs, distorted
pricing, and hidden taxes – was a major reason for Russia’s output collapse in the 1990s.
Gaddy and Ickes (1999), in fact, go so far as to characterize the entire Soviet manufacturing
sector as “value-destroying,” its material inputs worth more in economic terms than its
outputs.

This blanket characterization, however, may miss important variation across manufactur-
ing sub-sectors. Extrapolating from input-output tables, as well as from world and domestic
prices, Hughes and Hare (1992), for instance, conclude that one-quarter of Soviet manufac-
turing was “negative value added,” one-third was “highly competitive,” and the remainder
was somewhere in between. Blanchard and Kremer (1997) rank sub-sectors by the degree to
which input-output relationships suggest they were embedded in costly-to-reconstitute sup-
ply chains, distinguishing the most market vulnerable (e.g. construction ceramics, and med-
ical equipment) from the least (e.g., coking products, and cotton products). Less systematic
analyses highlight the inefficiencies of the largest manufacturing sub-sector, machine-building
(Grant, 1979; Treml, 1981). Using trade flows as evidence, Ofer (1987) notes that the Soviet
Union is “a large net importer of machinery, with a deficit of over 20 percent...in contrast
with most industrial countries, which are net exporters of machinery and equipment.” Niko-
lay Ryzhkov, one of the last prime ministers of the Soviet Union, similarly comments, “Our
industrial products were not competitive on the world market. Take machine building, for
instance. It went almost exclusively to Comecon countries. The “capitalists” took barely 6
percent of all our machine-building exports! That is why we exported such large amounts
of raw materials (Ryzhkov, 1995, p. 229).”

The massive defense-industrial sector also bears mentioning in any discussion of how the
Soviet legacy impacted the market vulnerability of Russia’s post-Soviet economy. Although
its enterprises benefited from high priority access to scarce labor and material inputs, the
collapse of the Soviet Union and the end to the Cold War brought about a massive reduction
in demand for its goods (Gaddy, 1996). In January 1992, the budget for military procurement
was slashed by 68 percent.

In addition to enterprises whose capital assets rendered them ill-equipped for market
competition, the Soviet economy bequeathed post-communist Russia with industries whose
geographic location alone made them market vulnerable. Hill and Gaddy (2003) describe
how, particularly under Stalin, investments across Siberia were made without any concern
for the opportunity cost of locating firms in regions far from customers, where they were
expensive to heat, and where capital broke down at a much faster rate.

3.2 Russian Politics from Gorbachev to Yeltsin

By 1985, if not well before, the Soviet Union’s stagnation had become obvious. Mikhail
Gorbachev, the new General Secretary, introduced partial reforms that neither challenged
the Party’s leading role in the political system nor the centrality of planning and state
ownership in the economy. They did, however, de-stabilize the country, ultimately putting
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it on a path to dissolution at the end of 1991 (Zubok, 2021).

In the years leading up to the Soviet collapse, individual republics, including Russia,
accumulated greater political autonomy. In the spring of 1991, Russians (i.e., citizens of the
Russian Soviet Federative Socialist Republic) went to the polls for the first time in their
nation’s thousand-year history to elect a president. The campaign was relatively simple and
short. Boris Yeltsin ran as an independent, but his cause was championed by Democratic
Russia, a loose coalition of political parties and civic organizations. The Party’s program
called for the dissolution of the Soviet Union and the removal of the Communist Party from
all state and public institutions. Though there were massive demonstrations in support of his
candidacy, Yeltsin neither actively campaigned nor laid out specific policy priorities. Nikolai
Ryzhkov, the former Prime Minister and one of five candidates that were Communist Party
members, was his only serious opponent (Urban, 1992). Yeltsin ended up winning with 58.6
percent of the national vote.

In early December, in the wake of a coup that he had helped foil, Yeltsin and the
leaders of Ukraine and Belarus signed an accord proclaiming that the Soviet Union ceased
to exist. On Christmas day, Gorbachev resigned from his office, declaring it extinct and
handing over its powers to Yeltsin. A day later, the Soviet Union was formally dissolved.
A week later, Yeltsin’s government rolled out a radical market liberalization reform for the
newly independent Russian Federation. Overnight, international trade, as well as nearly all
consumer and producer prices were liberalized. Later in the year, the Yeltsin government
rolled out an ambitious plan to privatize thousands of state-owned enterprises.

In the wake of these reforms, the Russian economy contracted rapidly, shrinking each
year over the next half decade. When Yeltsin launched his campaign for re-election early
in 1996, he was widely predicted to lose. With the Russian economy standing in tatters,
he was polling in the single digits. Most observers believed that the Communist Party
candidate, Gennady Zyuganov, would win. Nevertheless, in an election characterized as
“the last ‘referendum’ on communism–a vote between two different political and economic
systems (McFaul, 1996),” Yeltsin won a 35.8 percent plurality of votes in the first round,
and went on to secure the necessary majority to defeat Zyuganov in the runoff.

Although some researchers emphasize the stability of the Yeltsin electorate between 1991
and 1996 (Berezkin et al., 1999; McFaul, 1997), others correctly highlight the shift in his
support. Oreshkin and Kozlov (1996), for instance, write that “the 45 million supporters of
B. Yeltsin [in 1991] differ very strongly from his 40 million supporters [in 1996].” Much as
we do below, Gehlbach (2000) highlights a geographic reorientation of his support; across
provinces, the Yeltsin votes in the 1991 and 1996 elections are poorly correlated.

3.3 Policy in the regions

Because of its weakness, the Yeltsin government could not enforce implementation of
its ambitious agenda uniformly across Russia’s vast expanse (Stoner-Weiss, 1999). Through
at least the mid-1990s, if not longer, provincial governments operated with some degree of
discretion over small-scale privatization and price liberalization (Warner, 2001). Berkowitz
and DeJong (2003), for instance, write:
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[T]he Nizhni Novgorod oblast aggressively pursued privatization during this pe-
riod, but had a mediocre record in relaxing price controls; the opposite was true
in the Tomsk oblast. The Tatarstan Republic moved slowly on price liberaliza-
tion and privatization while the Saratov oblast moved rapidly on both of these
reforms.

In his memoir, Yegor Gaidar (1999), who served as Acting Prime Minister of the Russian
government in 1992, writes in a similar vein when discussing provincial variation in the
pricing of bread, vodka, milk, sunflower oil, and sugar:

In early January I signed an order delegating decision making on most of these
prices to local authorities. Depending on specific local conditions, we gave local
authorities the right to refuse subsidies, thereby providing an impetus for market
determination of prices, which would in turn do away with shortages ... The
leadership reacted differently in each region. Chelyabinsk and Nizhni Novgorod
put the rights accorded them to quick use ... But there were other regions that
stubbornly stuck to a policy of “regulated entry into the market,” with all its
attendant coupons, lines, generous subsidies, and further deterioration of the
underfinanced social sphere...

In our analysis below, we account for this sort of inter-provincial variation by highlighting
outcomes in districts (rayons), the political-geographic units below the level of the province.

4 Data
We draw on published and archival sources to compile two panel datasets: one of 1664

Russian districts (rayons), the other of 88 Russian provinces. Table 1 reports descriptive
statistics and On-line Appendix Table B3 provides the data sources for all variables.

Outcome variables.—For our district-level analysis, we gather voting results for the 1991
and 1996 presidential elections from the Electoral Geography project. For 1996, we use the
first rather than the second round results because the 1991 election itself was the first round
of a potential two-round election. Since Yeltsin garnered a majority in the first round in
1991, there was no need for a second.5

For our province-level analysis, we create a four-year panel of voting outcomes: 1989,
1991, 1993, and 1996. To provincial tallies in the presidential elections, we first add a variable
for the share of seats won by non-communist candidates in elections to the 1989 Congress
of People’s Deputies, treating it as a proxy for a province’s support for Yeltsin and his
anti-communist platform. We add one additional measure from 1993. Facing parliamentary

5Another reason we do not use the second round of the election in 1996 is that it was dogged by
improprieties. Across a number of districts, Yeltsin’s vote share in the second round, relative to the first,
was improbably large. One explanation as to why points to public officials’ incentives. Before the first
round, it was unclear who would ultimately win and so officials refrained from using their political influence
to alter the outcome for fear of offending the eventual winner. After the first round, however, Yeltsin had
the momentum and the backing of key oligarchs, so “supporting” Yeltsin meant helping the likely winner
(Myagkov and Ordeshook, 2008).
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opposition to his government’s economic liberalization agenda, Yeltsin put a four-question
referendum to Russian voters in April, the first of which asked whether “you have confidence
in the President of the Russian Federation, Boris N. Yeltsin.” The provincial share of “yes”
responses serves as a fourth data point capturing support for Yeltsin and his agenda. Neither
the 1989 Congress of People’s Deputies measure, nor the result from the 1993 referendum
are available at the district level.

Our province-level panel also includes mortality rate data from the Centre for Demo-
graphic Resarch at the New Economic School. We collect deaths per 1000 population by
province from all causes as well as from several specific causes. These data are also not
available at the district level.

Main Explanatory Variables.—For each district and province, we assess its inherited
structure of production, and thus its market vulnerability, in terms of percentages of the
population employed in different sectors at the end of the Soviet era. Our main source
for employment data is the 1989 Census of Soviet Industry, which contains information on
the sector, location, and employment numbers of more than 21 thousand civilian industrial
enterprises across the Russian Soviet Federative Socialist Republic (RSFSR).6 Of the 13.7
million workers at these enterprises, 11.5 million, or 83 percent, work at enterprises des-
ignated as “manufacturing” in one of twenty manufacturing sub-sectors (see Table 2). We
aggregate these employment data to the district and provincial levels to generate a man-
ufacturing employment per capita measure that serves as our primary measure of market
vulnerability.

We integrate two additional variables designed to reflect dimensions of market vulner-
ability at the district level. Both combine employment data from the 1989 Census with
macro-level variables. One, a measure of complexity (Blanchard and Kremer, 1997) draws
on the 1989 Input-Output Table for the Soviet Economy from the Institute of Forecasting of
the Russian Academy of Sciences.7 The other, a measure of revealed comparative disadvan-
tage, employs dollar-denominated, sector-specific estimates of Soviet and global exports for
1988 through 1990 compiled by analysts at the United Nations (1992).

To explain the post-liberalization output collapse, the widely-cited “disorganization” hy-
pothesis of Blanchard and Kremer (1997) emphasizes variation across sectors in the “com-
plexity” of inherited upstream linkages, with the “complexity” of sector i defined as equal to
one minus the Herfindahl index of input concentration for sector i :

ci ≡ 1−
∑
j

(ϕij)
2 (1)

with ϕij being the share of inputs from sector j in the production of sector i. By construc-
tion, ci tends to one if the sector uses inputs from many sectors in equal proportions and

6We thank Maxim Ananyev and Tatiana Mikhailova for kindly sharing these data, which were classified
using the standard industrial classification scheme, US SIC 1987, by researchers at PlanEcon, Inc. For
examples of research that have drawn on this dataset, see Ananyev and Guriev (2019), Markevich and
Mikhailova (2013), and Brown et al. (1994).

7Uzyakov et al. (2006) explains the methodology for constructing the tables.
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equals zero if it relies on inputs from only one sector. We use the 1989 Input-Output Table
(Uzyakov et al., 2006) to calculate complexity scores for each of its 22 manufacturing sub-
sectors. We then match these 22 to the 19 manufacturing sub-sectors covered in the 1989
Census.8 Although the two sources draw on slightly different categorization schemes, the
correspondence between them is close, with many one-to-one matches. There are two cases
in which there are not one-to-one matches. If more than one of the 22 sub-sectors from the
1989 Input-Output Table can be fit within one of the 19 sub-sectors in the 1989 Census,
we take their average to generate a match. Alternatively, if one of the 22 sub-sectors from
the 1989 Input-Output Table encompasses more than one of the 19 categories in the 1989
Census, we match it to each of those sub-sectors that it encompasses.

Table 2 shows complexity scores for the 19 sub-sectors. Most make sense and comport
with Blanchard and Kremer’s (1997) ranking from a 100-sector input-output table. For
example, at 0.90, the industrial machinery and equipment sub-sector scores as the second
most complex, well ahead of food products, which at 0.63, could reasonably be predicted
as less dependent upon a diverse array of suppliers. The stone, clay, glass, and concrete
products sub-sector scores highest at 0.91. To those not familiar with the industry, this
might come as a surprise. Reassuringly, however, Blanchard and Kremer (1997) find that
“construction ceramics” and “glass and porcelain” rank as the most and third-most complex
of 100 manufacturing sub-sectors.

We transition from sub-sector to district-level measures of complexity by summing
complexity-weighted employment totals across all 19 manufacturing sub-sectors:

cd =

∑19
i=1 ciEid∑19
i=1Eid

(2)

with ci being the complexity index for sub-sector i, and Eid being employment (as calculated
from the 1989 Census) in sub-sector i in district d. Districts specializing in more complex
manufacturing sub-sectors, that is, will have a higher district-level complexity index, cd.

We also capture market vulnerability through a district-level measure of revealed com-
parative disadvantage (RCD). Presuming pre-liberalization trade flows were roughly guided
by principles of comparative advantage, districts specializing in sectors in which the Soviet
Union had a relatively weak export profile will, we hypothesize, be more market vulnerable,
ceteris paribus. To compile a district-level measure of RCD, we start by calculating the
Balassa Index (BI) (Balassa, 1965), a widely-used measure of comparative advantage, for
each of the 19 manufacturing sub-sectors represented in the 1989 Census data:

BIUSSR,i =
XUSSR,i

XUSSR

/
XWorld,i

XWorld

(3)

with XUSSR,i and XWorld,i representing the Soviet Union’s and the world’s exports of goods
in sub-sector i; XUSSR and XWorld, in turn, represent total Soviet and global commodity

8The 1989 Census actually has twenty sub-sectors, but we exclude the “miscellaneous” sector since it
has no analog in the 1989 input-output table.
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exports. Exports, here, are annual dollar-denominated averages for 1988-1990 as compiled
by the United Nations (1992).9 Of 237 commodity groups, we were able to match 196 to one
of the 19 manufacturing sub-sectors covered by the 1989 Census ; the remaining 41 either
cannot be easily matched or refer to non-manufactures (e.g., agricultural products, natural
resources).10 Table 2 reports the Soviet Union’s BI for 19 manufacturing sub-sectors. We
take the negative of these values to arrive at sub-sector measures for RCD.

To calculate district-level measures of RCD, we sum RCD-weighted employment totals
across all 19 manufacturing sub-sectors

RCDd =

∑19
i=1RCDiEid∑19

i=1Eid

(4)

with RCDi being the negative of the Balassa Index for sub-sector i, and Eid being employ-
ment (as calculated from the 1989 Census) in sub-sector i in district d. Districts specializing
in manufacturing sub-sectors in which the Soviet Union operated with a revealed comparative
disadvantage, that is, will have a higher district-level complexity index, cd.11

Finally, in light of the Soviet Union’s large defense industry, we supplement the 1989 Cen-
sus, which only covers civilian enterprises, with historical data documenting the location and
dates of operation of military-industrial plants (Dexter and Rodionov, 2020). We generate a
rough approximation for employment in the defense sector by calculating military-industrial
plants per capita in 1989 for each district and province.

Additional Data.—Population data and the administrative status of a district – regional
capital, town, or rural area – come from the 1989 population census of the USSR. Geographic
controls – longitude, latitude, and distance to the regional capital – are calculated using QGIS
software and the shapefile of Russian administrative divisions from NextGIS.

5 Empirical Methodology
To quantify the effect of the inherited structure of production on voting outcomes, we

estimate a panel regression model with fixed effects:

V otingcdt = αManufd × Post1991t + γXd × Post1991t+

δPd × Post1991t + ψd + δt + ϵdt
(5)

V otingcdt represents vote shares of candidate c in 1991 and the first round of the 1996
elections in district d. We estimate Equation (5) for three candidates: Boris Yeltsin, the
leading Communist Party candidate (Nikolay Ryzhkov in 1991, and Gennady Zyuganov in

9Dollar-denominated export values for the Soviet Union have been estimated by UN analysts.
10The commodity groups in the UN data are reported at the 3-digit level of the SITC, revision 2.
11Our approach resembles that taken by Hakobyan and McLaren (2016) to measuring U.S. districts’

vulnerability to NAFTA’s passage. Their index weights a U.S. location’s sectoral employment structure by
the degree to which its concentrated in sectors in which Mexico had a revealed comparative advantage as
measured by the Balassa Index.
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1996), and Vladimir Zhirinovsky. Manufd is the share of district d’s population employed
in civilian manufacturing in 1989. Post1991t is a dummy variable for the period after the
shock of market reform; it takes the value “1” for the 1996 election and “0” for 1991. The
interaction between Manufd and Post1991t is our main variable of interest. Its coefficient,
α, is the difference-in-differences estimator of the effect of rapid market liberalization on
voting outcomes.

To account for possible correlations between a district’s manufacturing intensity and
other factors that might also predict its market vulnerability, we control for the interactions
between the post-1991 dummy and the vector Xd, which includes in all specifications a
district’s longitude, latitude, and distance from the provincial capital. In some specifications,
Xd also includes military plants per capita, as well as dummies for whether the district is a
regional capital, and a town (as opposed to a rural area) by administrative status. Finally, Pd

is a vector of provincial dummies to account for post-liberalization developments, including
policy measures, that similarly affect all districts within a given province. ψd and δt are
district and year fixed effects, respectively.

We build on Equation (5) by considering the effects on voting for Yeltsin of a fuller set
of market vulnerability measures:

V otingdt = α V ulnerd × Post1991t + γXd × Post1991t+

δPd × Post1991t + ψd + δt + ϵdt
(6)

V otingdt, here, represents vote shares for Yeltsin in district d. V ulnerd is a vector of market
vulnerability measures, which in alternate specifications includes district-level complexity,
revealed comparative disadvantage, and manufacturing employment per capita. All other
variables are as in Equation (5). We only estimate Equation (6) for districts with positive
employment in the manufacturing sector.

6 Planning’s legacy for post-planning politics
Table 3 presents our estimations for Equation (5). In columns (1)-(3), we regress voting

for the three main candidates on manufacturing employment per capita, controlling only
for district and year fixed effects as well as provincial dummies and geographic variables
interacted with Post1991. The results show a substantial and statistically significant decrease
(increase) in voting for Yeltsin (opposition candidates) in districts with a higher share of
manufacturing employment.

In columns (4)-(6), we add controls for military plants per 1000 population, and dummies
for the administrative status of the district. Though the coefficients of interest all drop in
absolute value terms, those for Yeltsin and the Communist Party candidate remain highly
statistically significant. In terms of magnitudes, an increase in manufacturing employment
by 10 percentage points decreases the vote share for Yeltsin in 1996 compared to 1991 by
2.7 percentage points, and increases the vote share for the Communist Party candidate by
1.3 percentage points. These are large effects considering that Yeltsin outperformed the
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Communist, Gennady Zyuganov, by just 3.25 percentage points nationwide in the fist round
of the 1996 elections.

Table 4 presents our estimations for Equation (6). In column (1), we regress vote share
for Yeltsin on the district complexity index. In column (2), we add additional variables,
including the interactions between Post1991 and both manufacturing employment per capita
and military plants per 1000 population. The coefficient on the complexity index drops by
half from -11.4 to -5.1 but remains statistically significant at the 10% level. An increase
in complexity of a district’s manufacturing sector from 0 to 1, in other words, decreases
support for Yeltsin by about 5 percentage points. Note also that the coefficients on the
interaction terms with manufacturing employment per capita and military plants per 1000
remain similar to those in the baseline estimation in Table 3.

In column (3), we regress vote share for Yeltsin on the comparative disadvantage index.
In column (4), we add additional variables, including the interactions between Post1991 and
both manufacturing employment per capita and military plants per 1000 population. In both
specifications, the comparative disadvantage index is negative and statistically significant,
indicating that greater employment intensity in globally less-competitive sectors produced
a greater decrease in support for Yeltsin after the 1992 reforms. Note, as well, that the
coefficients on manufacturing employment and military plants are almost identical to the
baseline results.

Finally, in column (5) of Table 4, we control for both the complexity and comparative
disadvantage indices in the same regression while holding constant manufacturing employ-
ment and military plants per capita. Both indices remain negative and significant. Both,
moreover, appear to be quite stable across specifications, indicating a strong effect of market
vulnerability on political preferences.12

We conclude that local economies’ initial conditions played an important role in the
reversal in support for the candidate who promoted market reforms. Moreover, the signifi-
cance of all three factors – manufacturing employment, industrial complexity, and compar-
ative disadvantage – strongly suggests our measures capture different dimensions of market
vulnerability.

7 Timing: provincial analysis
The advantages of tracking Yeltsin’s support in district-level voting outcomes come at

a cost. Notably, our panel to evaluate the effect of market liberalization has only two
periods, one before and one after “treatment.” We thus cannot address concerns that a
pre-trend underlies the relationships in Tables 3 and 4, nor can we rule out the possible
influence of major events, like the privatization of Russian industry, which came after market
liberalization but before the 1996 election. To address these concerns, we add to our panel

12In Section A in the on-line Appendix, we estimate a version of Equation 5 for each of the 19 sub-sectors
(see Figure A1 and Table A1). The results show that the more complex sub-sectors generally have a stronger
effect on the decline of support for Yeltsin. The correlation between the complexity index and regression
coefficients across 19 sub-sectors is -0.41.
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proxies for public support of Yeltsin in 1989 and 1993. In so doing, however, data availability
forces us to forego districts for provinces as units of analysis.

In March of 1989, Soviet citizens cast ballots for representatives to the Congress of
People’s Deputies (CPD) in what was the country’s first contested election for a national
legislative body since 1918. Boris Yeltsin was only on the ballot in one Moscow district,
but his anti-establishment spirit loomed large over an election considered by many to be
a referendum on the Communist Party.13 Party members, advantaged by Party-written
election rules, did take home 86 percent of the 1044 seats available to Russian Federation
candidates.14 Nevertheless, Russian voters, much like Yeltsin himself, were widely seen has
having offered a rebuke of the Party, with independent candidates prevailing over powerful
Party members in many districts (Brovkin, 1990). In light of the above, we feel it not
unreasonable to use the percentage of seats won by independent, non-Party candidates to
the CPD as a province-level proxy for Yeltsin’s support in 1989.

In the year after he launched his reform program in January 1992, Yeltsin met with
increasingly intense criticism from the Russian Parliament. Seeking the leverage of a pop-
ular mandate, Yeltsin put a four-question referendum to voters in April 1993. The first
asked whether “[Y]ou have confidence in the President of the Russian Federation, Boris N.
Yeltsin.”15 Of those that voted, 59.9 percent responded in the affirmative. Prior research ex-
plains variation in support across provinces as a function of urbanization rates, educational
attainment, and the percentage of the workforce in white-collar jobs (Clem and Craumer,
1993; Corning, 1993).

Having identified province-level proxies for Yeltsin’s electoral support in both 1989 and
1993, we double the number of periods available for analysis, gaining leverage in addressing
two important questions left outstanding above. A second year prior to the 1992 reforms
enables us to comment on pre-trends. A second year after those same reforms, but prior to
1996, allows us to home in on the timing of any effects from market liberalization.

To this end, we once again estimate a panel regression model with fixed effects:

13The so-called “Yeltsin affair” was one of the defining issues of the election. Initially a supporter of
Gorbachev, Yeltsin had been relieved of his duties as a candidate member of the Politburo in early 1988
in the wake of criticisms he had leveled against the Soviet leader and the Communist Party. The CPD
election offered him a chance at rehabilitation. One week prior to election day, however, the Party’s Central
Committee announced plans to investigate his campaign, an action widely seen as a precursor to his removal
from the Central Committee and the stripping of his Party membership. Large crowds rallied in his support
in Moscow, Sverdlovsk, Perm, and several other Russian cities, and many “progressive” CPD candidates
signed a public letter of protest (Kiernan and Aistrup, 1991).

14There were two large blocs in the CPD: one-third were delegated by political and social organizations;
the remainder were elected in territorial and nationality-territorial districts. Generally, Party candidates
supported the Party and Gorbachev’s limited reforms and made promises to improve the food supply and
various public services. Non-Party candidates included those whose platforms were just “a step ahead” of
official Party policy as well as those who were much more critical of the existing social order. Even though
reformist candidates’ platforms varied in specifics, they all reflected “a general striving for more democracy,
private initiative, private enterprise, human rights, and less government interference (Brovkin, 1990).”

15Additional questions asked about support for Yeltsin’s economic and social policy as well as about the
timing of subsequent elections for the Presidency and the Parliament.
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V otingpt = αManufp × Post1991t + γXp × Post1991t + ψp + δt + ϵpt (7)

V otingpt, here, represents vote shares for Yeltsin in province p. Manufp, as in Equation (5),
captures manufacturing employment per capita.

Table 5 presents our estimates for Equation (7), with columns (1)-(5) each including a
different combination of years, allowing us to home in on the timing of any market liber-
alization effect. Column (1) displays results for the entire four-period panel. As did the
baseline estimates on district level data (presented in Table 3), we observe a strong corre-
lation between manufacturing intensity and a post-1992 change in support for Yeltsin. On
average, an increase in manufacturing employment by 10 percentage points increases the
decline in Yeltsin’s vote share by 1.6 percentage points. The magnitude of this effect, as can
be observed in column (2), is smaller when the analysis excludes 1996. However, it remains
statistically significant. The effect, that is, was apparent as early as March of 1993, just a
bit more than a year after price liberalization. This suggests that the earlier district-level
results could not have resulted primarily from the privatization of Russian industry and/or
other developments after the spring of 1993.

In column (3), we present an exercise designed to identify whether or not the difference-
in-difference results in columns (1) and (2), and by implication, in the baseline regressions
in Table 3, reflect a pre-trend. Analyzing just the panel from the 1989 and 1991 elections,
treating the two years, respectively, as pre- and post-“treatment,” we observe that provin-
cial support for Yeltsin and his anti-communist platform increases more in manufacturing-
intensive regions. In other words, our main finding that Yeltsin’s support declines more after
1991 in more manufacturing intensive areas does not reflect a pre-trend. That the pre-trend
points in the opposite direction as the main result conceivably suggests that our estimate of
the effect of liberalization (in columns (1) and (2), and by implication in Table 3) represents
a lower bound.

Columns (4) and (5) both exclude the 1989 CPD elections from the analysis. The former
shows that support for Yeltsin decreased the most in the most manufacturing intensive
provinces in 1993 and 1996 relative to 1991. As with the comparison between columns (1)
and (2), the latter demonstrates that this change is largely driven by what happens before,
as opposed to what happens after, the national referendum in the spring of 1993. Given
this timing, we feel it not unreasonable to rule out the privatization of Russian industry,
as opposed to the liberalization of markets, as the source of the geographic variation we
observe. By the end of 1992, just four months before the referendum to Russian voters, only
eighteen mid-sized and large companies had been privatized nationally (Blasi et al., 2018).16

8 Mechanism: a shock to well-being
With respect to mechanisms underlying the relationships above, a connection might be

presumed between voters’ post-1991 well-being and the inherited structure of production in
16We repeat the same exercise with an alternative measure of manufacturing employment from Goskom-

stat yearbook. The results are similar. See (see Table A2 in the online Appendix).
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the district in which they reside – i.e., a causal chain connecting a locale’s market vulnera-
bility to changes in its voting through changes in the quality of life of its residents. Finding
data that reliably captures changes in well-being in the early 1990’s, however, poses a chal-
lenge. Price-based proxies for welfare – e.g., gross provincial product per capita – require a
consistent set of prices. But of course market-based prices did not exist prior to 1992, and
imputing them can be no more than an exercise in educated guesswork. We thus turn to
provincial annual mortality data between 1988 and 1996 as a non-price-based measure of
changes in well-being between the periods before and after market liberalization in January
1992.

Mortality rates, particularly for working-age Russian males, spiked upwards in the early
1990s, due in largest part to increases in cardiovascular disease (Leon et al., 1997; Shkol-
nikov et al., 1998; Brainerd and Cutler, 2005). Many researchers point to economic factors,
demonstrating, for instance, negative correlations between sub-national increases in labor
turnover and de-industrialization, on the one hand, and decreases in life expectancy, on the
other (Walberg et al., 1998; Scheiring et al., 2021). Longitudinal data, moreover, have turned
up strong evidence that individual labor market shocks experienced between 1991 and 1995
both adversely affected health and increased high risk behaviors (Lazareva, 2020).

To the extent that there were economic roots for the mortality crisis, we would expect
that provinces most vulnerable to the shock of market liberalization would experience the
biggest increases in mortality and that the specific causes in death driving the variation
would be those most plausibly associated with economic dislocation. To this end, we once
again estimate a panel regression model with fixed effects:

Mortalitypt = αManufp × Post1991t + γXp × Post1991t + ψp + δt + ϵpt (8)

Mortalitypt, here, represents deaths per 1000 population in province p and year t. Manufp,
as in Equation (5), captures manufacturing employment per capita. Xp is as in prior speci-
fications with one additional variable. Bhattacharya et al. (2013) show that variation across
provinces in the rate of increase in mortality rates can be largely explained by the discontin-
uation of an anti-alcohol campaign pursued, with varying intensity across provinces, under
Gorbachev. In essence, the lives saved by the campaign in the 1980s became lives lost after
the campaign came to an end. To account for this, Xp includes Bhattacharya et al.’s (2013)
province-level measure of the campaign’s intensity – i.e., annual alcohol consumption prior
to the campaign’s introduction.17

Table 6 presents the results. Columns (1) and (2) show that for both men and women
all-cause mortality increased more after price liberalization in provinces with a higher share
of manufacturing employment, with the effect on male mortality significant at the 5% level.18

17This strategy follows one often used in the literature to evaluate campaigns to eliminate certain diseases.
Areas with greater pre-campaign exposure to that disease benefit more from a population-wide campaign
against that disease.

18The result is consistent with Scheiring et al. (2021) who identify a correlation between changes in
industrial employment and mortality rates across 500-plus towns in Russia between 1991 and 1999.
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Nearly all of that disproportionate increase can be explained by an increase in cardiovascular-
related deaths – e.g., ischaemic heart disease and circulatory diseases; the coefficients in
columns (1) and (2) are nearly identical to those in columns (3) and (4). Brainerd and
Cutler (2005) report that in countries like Russia, undergoing a transition to a market
economy, “A high level of stress seems related to the development of cardiovascular disease,
although the physiological mechanisms by which this occurs is not yet clear.” In columns
(5)-(8), we run placebo-like regressions with causes of death less likely to be related to the
stresses of economic dislocation. We find no evidence that either deaths from cancer or
respiratory diseases increased more quickly in manufacturing-intensive provinces after price
liberalization.

To better understand the dynamics underlying our results above, we trace out the time
path of mortality in more manufacturing-intensive regions by estimating the following equa-
tion for provinces p and years t:

Mortalitypt =
∑
n

αn [(Manuf)p × (year)tn] +
∑
n

γn [(X)p × (year)tn] + ψp + δt + ϵpt (9)

Figures 5a-6b present estimates for α, with 95-percent confidence intervals, across time.
As can be observed in Figure 5a, all-cause mortality increases disproportionately faster after
1994 for men and, to a lesser extent, women. A similar pattern can be observed in Figure
5b for cardiovascular-related deaths suffered by men. The placebo-like regressions for cancer
and respiratory-related deaths (Figures 6a and 6b), however, show no such temporal pattern.

Overall, these results appear consistent with an interpretation that a post-liberalization
shock to their material and/or emotional well-being, likely mediated the effect of the inherited
structure of production on the drop in voters’ support for the pro-market incumbent.

9 Conclusion
Research on China’s entry into the World Trade Organization confirms that when an

already established market economy opens itself up quickly to imports from a low-wage
country, the cross-regional differences in net benefits can be large and persistent. As some
regions gain, and other regions suffer, the country’s trajectory is forever altered.

If consequential asymmetries result from a quick expansion of trade relations with just
a single country, albeit a large one, then certainly they must also result from the quick
expansion of trade relations with the entire world. And even more, for non-market economies,
they must result from the simultaneous liberalization of nearly all internal and external
markets in one dramatic break with the past.

Considering the magnitude of the shock, as well as the country’s size and geographic
diversity, is it any surprise that Russia’s voters’ response to the January 1992 reforms was
so asymmetric across the country’s regions? In fact, it is not. Far from being a “time of
extraordinary politics,” Russia’s exit from communism turns out to have been a time of quite
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ordinary politics. Electoral support for the pro-market incumbent, that is, declined precisely
where we might have expected it to, in those regions most vulnerable to the all-encompassing
liberalizing reforms.

That twentieth century communism was not a monolith is a truism but, perhaps, one
too easily disregarded. Ascribing the divergent trajectories of post-communist societies,
in whole or even in good part, to post-communist policies risks disregarding the potentially
consequential ways communist societies differed across space on liberalization’s eve. Culture,
geography, and inherited human capital, perhaps all played independent roles in determining
whose post-communist trajectories were relatively successful and whose were not.

Here, we have taken a modest step, shedding light on the effects of only one such “initial
condition,” the inherited structure of production. By focusing on differences along this
dimension across relatively small political-geographic units, we draw comparisons across
units for whom post-communist policy environments are plausibly similar. We thus isolate
what turns out to be a substantively large, independent effect of the inherited structure of
production on Russia’s political trajectory in the 1990s. In light of this finding, we believe
it prudent for policy makers contemplating liberalizing reforms in the future to pay heed to
ex ante inter-regional asymmetries so that they are better positioned to ease the burden on
the most vulnerable after reforms’ passage.

21



References
Ahrend, Rudiger, “Speed of Reform, Initial conditions or Political orientation? Explaining

Russian Regions’ Economic Performance,” Post-Communist Economies, 2005, 17 (3), 289–
317.

Alesina, Alberto and Nicola Fuchs-Schündeln, “Good-bye Lenin (or Not?): The Effect
of Communism on People’s Preferences,” American Economic Review, 2007, 97 (4), 1507–
1528.

Ananyev, Maxim and Sergei Guriev, “Effect of Income on Trust: Evidence from the
2009 Economic Crisis in Russia,” The Economic Journal, 2019, 129 (619), 1082–1118.

Autor, David, David Dorn, and Gordon H Hanson, “The China syndrome: Local
labor market effects of import competition in the United States,” American economic
review, 2013, 103 (6), 2121–68.

, , Gordon Hanson, and Kaveh Majlesi, “Importing Political Polarization? The
Electoral Consequences of Rising Trade Exposure,” American Economic Review, 2020, 110
(10), 3139–83.

Balassa, Bela, “Trade liberalisation and “revealed” comparative advantage 1,” The manch-
ester school, 1965, 33 (2), 99–123.

Balcerowicz, Leszek, “Understanding postcommunist transitions,” Journal of Democracy,
1994, 5 (4), 75–89.

Berezkin, Andrei V, Mikhail Myagkov, and Peter C. Ordeshook, “The Urban-
Rural Divide in the Russian Electorate and the Effect of Distance from Urban Centers,”
Post-Soviet Geography and Economics, 1999, 40 (6), 395–406.

Berg, Andrew, Eduardo Borensztein, Ratna Sahay, and Jeromin Zettelmeyer,
“The Evolution of Output in Transition Economies: Explaining the Differences,” IMF
Working Papers, 1999, 1999 (073).

Berkowitz, Daniel and David N. DeJong, “Policy Reform and Growth in Post-Soviet
Russia,” European Economic Review, 2003, 47 (2), 337–352.

Bhattacharya, Jay, Christina Gathmann, and Grant Miller, “The Gorbachev Anti-
Alcohol Campaign and Russia’s Mortality Crisis,” American Economic Journal: Applied
Economics, 2013, 5 (2).

Blanchard, Olivier and Michael Kremer, “Disorganization,” The Quarterly Journal of
Economics, 1997, 112 (4), 1091–1126.

Blasi, Joseph R, Maya Kroumova, and Douglas Kruse, “Kremlin capitalism,” in
“Kremlin Capitalism,” Cornell University Press, 2018.

Brainerd, Elizabeth and David M. Cutler, “Autopsy on an Empire: Understanding
Mortality in Russia and the Former Soviet Union,” Journal of Economic Perspectives,
2005, 19 (1), 107–130.

22



Brovkin, Vladimir N, “The Making of Elections to the Congress of People’s Deputies
(CPD) in March 1989,” The Russian Review, 1990, 49 (4), 417–442.

Brown, Annette N, Barry William Ickes, and Randi Ryterman, The myth of
monopoly: a new view of industrial structure in Russia, Vol. 1331, World Bank Publi-
cations, 1994.

Campos, Nauro F. and Abrizio Coricelli, “Growth in Transition: What We Know,
What We Don’t, and What We Should,” Journal of Economic Literature, 2002, 40 (3),
793–836.

Che, Yi, Yi Lu, Justin R Pierce, Peter K Schott, and Zhigang Tao, “Did Trade
Liberalization with China Influence US Elections?,” Unpublished manuscript, 2021.

Choi, Jiwon, Ilyana Kuziemko, Ebonya L Washington, and Gavin Wright, “Local
economic and political effects of trade deals: Evidence from NAFTA,” Technical Report,
National Bureau of Economic Research 2021.

Clem, Ralph S and Peter R Craumer, “The geography of the April 25 (1993) Russian
referendum,” Post-Soviet Geography, 1993, 34 (8), 481–496.

Colton, Timothy J, “Economics and voting in Russia,” Post-Soviet Affairs, 1996, 12 (4),
289–317.

Cooper, Julian M., “Technology in the Soviet Union,” Current History, 1986, 85 (513),
317–342.

Corning, Amy, “The Russian Referendum: An Analysis of Exit Poll Results,” RFE/RL
Research Report, 1993, 2 (19), 6–9.

Desai, Padma and Todd Idson, Work Without Wages: Russia’s Non-Payment Crisis,
MIT Press, 2001.

Dexter, Keith and Ivan Rodionov, “The Factories, Research and Design Establishments
of the Soviet Defence Industry: A Guide. Version 21,” Warwick, UK: University of War-
wick, Department of Economics, 2020.

Dippel, Christian, Robert Gold, Stephan Heblich, and Rodrigo Pinto, “The Effect
of Trade on Workers and Voters,” The Economic Journal, 2022, 132 (641), 199–217.

Dix-Carneiro, Rafael and Brian K Kovak, “Trade liberalization and regional dynamics,”
American Economic Review, 2017, 107 (10), 2908–46.

Duch, Raymond M., “Tolerating Economic Reform: Popular Support for Transition to
a Free market in the Former Soviet Union,” American Political Science Review, 1993, 87
(3), 590–608.

Earle, John S and Klara Z Sabirianova, “How Late to Pay? Understanding Wage
Arrears in Russia,” Journal of Labor Economics, 2002, 20 (3), 661–707.

Ericson, Richard E., “The Structural Barrier to Transition Hidden in Input-output Tables
of Centrally Planned Economies,” Economic Systems, 1999, 23 (3).

23



Falcetti, Elisabetta, Martin Raiser, and Peter Sanfey, “Defying the odds: Initial
conditions, reforms, and growth in the first decade of transition,” Journal of comparative
economics, 2002, 30 (2), 229–250.

Fidrmuc, Jan, “Economics of voting in post-communist countries,” Electoral Studies, 2000,
19 (2-3), 199–217.

Fischer, Stanley, Ratna Sahay, and Carlos A. Vegh, “Stabilization and Growth in
Transition Economies: the Early Experience,” Journal of Economic Perspectives, 1996, 10
(2), 45–66.

Gaber, Elena, Leonid Polishchuk, Kharis Sokolov, and Denis Stukal, “Chronicles
of a democracy postponed: Cultural legacy of the Russian transition,” Economics of
Transition and Institutional Change, 2019, 27 (1), 99–137.

Gaddy, Clifford and Barry W Ickes, “An accounting model of the virtual economy in
Russia,” Post-Soviet geography and economics, 1999, 40 (2), 79–97.

Gaddy, Clifford G, The Price of the Past: Russia’s Struggle with the Legacy of a Militarized
Economy, Brookings Institution Press, 1996.

Gaddy, Clifford G. and Barry W. Ickes, Russia’s Virtual Economy, Brookings Institu-
tion Press, 2002.

Gaidar, Yegor, Days of Defeat and Victory, University of Washington Press, 1999.

Gehlbach, Scott, “Shifting electoral geography in Russia’s 1991 and 1996 presidential
elections,” Post-Soviet Geography and Economics, 2000, 41 (5), 379–387.

Grant, James, “Soviet Machine Tools: Lagging Technology and Rising Imports,” Soviet
Economy in a Time of Change, 1979, 1, 554–580.

Hakobyan, Shushanik and John McLaren, “Looking for local labor market effects of
NAFTA,” Review of Economics and Statistics, 2016, 98 (4), 728–741.

Havrylyshyn, Oleh, “Recovery and Growth in Transition: a Decade of Evidence,” IMF
Staff Papers, 2001, 48 (1), 53–87.

Heybey, Berta and Peter Murrell, “The Relationship Between Economic Growth and
the Speed of Liberalization during Transition,” The Journal of Policy Reform, 1999, 3 (2),
121–137.

Hill, Fiona and Clifford G. Gaddy, The Siberian Curse: How Communist Planners Left
Russia Out in the Cold, Brookings Institution Press, 2003.

Hughes, Gordon and Paul Hare, “Industrial restructuring in Eastern Europe: Policies
and prospects,” European Economic Review, 1992, 36 (2-3), 670–676.

Kiernan, Brendan and Joseph Aistrup, “The 1989 elections to the congress of people’s
deputies in Moscow,” Soviet Studies, 1991, 43 (6), 1049–1064.

Kovak, Brian K, “Regional effects of trade reform: What is the correct measure of liber-
alization?,” American Economic Review, 2013, 103 (5), 1960–76.

24



Krueger, Gary and Marek Ciolko, “A Note on Initial Conditions and Liberalization
During Transition,” Journal of Comparative Economics, 1998, 26 (4), 718–734.

Lazareva, Olga, “The effect of labor market shocks on health: the case of the Russian
transition,” Economics & Human Biology, 2020, 36, 100823.

Leon, David A, Laurent Chenet, Vladimir M Shkolnikov, Sergei Zakharov, Ju-
dith Shapiro, Galina Rakhmanova, Sergei Vassin, and Martin McKee, “Huge
variation in Russian mortality rates 1984–94: artefact, alcohol, or what?,” The lancet,
1997, 350 (9075), 383–388.

Margalit, Yotam, “Costly Jobs: Trade-Related Layoffs, Government Compensation, and
Voting in US Elections,” American Political Science Review, 2011, 105 (1), 166–188.

Markevich, Andrei and Tatiana Mikhailova, “Economic geography of Russia,” The
Oxford handbook of the Russian economy, 2013, pp. 617–642.

McFaul, Michael, “Russia’s 1996 Presidential Elections,” Post-Soviet Affairs, 1996, 12 (4),
318–350.

, Russia’s 1996 Presidential Election: The End of Polarized Politics, Vol. 442, Hoover
Press, 1997.

Melo, Martha De, Cevdet Denizer, Alan Gelb, and Stoyan Tenev, “Circumstance
and Choice: The Role of Initial Conditions and Policies in Transition Economies,” The
World Bank Economic Review, 2001, 15 (1), 1–31.

Myagkov, Mikhail G and Peter C Ordeshook, Russian Elections: An Oxymoron of
Democracy, National Council for Eurasian and East European Research Seattle, WA,
2008.

Ofer, Gur, “Soviet Economic Growth: 1928-1985,” Journal of Economic Literature, 1987,
25 (4), 1767–1833.

Oreshkin, Dmitry and Vladimir Kozlov, “Regional Voting Shifts Won Majority for
Yeltsin,” The Current Digest of the Soviet Press, 1996, 48 (27), 6–7.

Pop-Eleches, Grigore and Joshua A. Tucker, Communism’s Shadow: Historical Lega-
cies and Contemporary Political Attitudes, Princeton University Press, 2017.

Popov, Vladimir, “Shock Therapy versus Gradualism: the End of the Debate (Explaining
the Magnitude of Transformational Recession),” Comparative Economic Studies, 2000, 42
(1), 1–57.

Przeworski, Adam, Democracy and the market: Political and economic reforms in Eastern
Europe and Latin America, Cambridge university press, 1991.

Pyle, William, “Russia’s “impressionable years”: life experience during the exit from com-
munism and Putin-era beliefs,” Post-Soviet Affairs, 2021, 37 (1), 1–25.

Richter, Kaspar, “Wage Arrears and Economic Voting in Russia,” American Political
Science Review, 2006, 100 (1), 133–145.

25



Ryzhkov, Nikolay, Desyat’ let velikikh potryaseniy (Ten Years of Great Upheavals),
Moskva. Prosveshenie, 1995.

Scheiring, Gabor, Aytalina Azarova, Darja Irdam, Katarzyna Doniec, Martin
McKee, David Stuckler, and Lawrence King, “Deindustrialization and the Postso-
cialist Mortality Crisis,” Technical Report 541 2021.

Senik-Leygonie, Claudia and Gordon Hughes, “Industrial profitability and trade
among the former Soviet republics,” Economic Policy, 1992, 7 (15), 353–386.

Shiller, Robert J, Maxim Boycko, and Vladimir Korobov, “Popular Attitudes toward
Free Markets: The Soviet Union and the United States Compared.,” American Economic
Review, 1991, 81 (3), 385–400.

Shkolnikov, Vladimir M, Giovanni A Cornia, David A Leon, and France Meslé,
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10 Tables

Table 1: Summary statistics

Variable Mean SD Min Max N

Panel A: District (rayon) level data
Votes for Yeltsin in 1991, % 43.5 16.8 7.1 90.5 1664
Votes for Yeltsin in 1996 (first round), % 27.3 10.5 9.3 70.2 1664
Votes for communist candidate in 1991 (Ryzhkov), % 40.6 13.3 5.1 84.9 1664
Votes for communist candidate in 1996 (Zyuganov), % 41.3 14.7 5.4 82.5 1664
Votes for Zhirinovsky in 1991, % 10.1 4.7 0 29.4 1664
Votes for Zhirinovsky in 1996, % 7.3 3.2 1.0 25.5 1664
Manufacturing employment, % 4.9 5.4 0 30.6 1664
Military plants, per 1000 0.05 0.14 0 2.61 1664
Complexity index 0.74 0.11 0 0.91 1569
Balassa index 0.73 0.86 0 5.22 1569
Regional capital 0.04 0.18 0 1 1664
Town status 0.19 0.39 0 1 1664
Distance to regional capital, km 132 112 0 1435 1664
Latitude, N 53.9 4.1 42.8 75.1 1664
Longitude, E 55.8 25.6 19.9 142.0 1664

Panel B: Region level data
Votes for Yeltsin in 1991, % 52.3 12.5 15.3 84.8 88
Votes for Yeltsin in 1996 (first round), % 34.7 11.1 19.3 65.11 88
Winning independent candidates in 1989, % 10.7 12.8 0 66.7 88
Support for Yeltsin in 1993 referendum, % 56.8 13.9 2.4 84.4 88
Manufacturing employment, % 6.8 3.2 0.4 15.7 88
Military plants, per 100,000 9.2 10.5 0 67.6 88
Death rate in 1991, per 1000 11.1 2.3 5.4 15.4 88
Death rate in 1996, per 1000 13.5 2.8 6.1 19.5 88
Alcohol consumption, average for 1980-1985, litres 14.2 2.0 8.3 20.3.5 88
Latitude, N 55.2 6.2 43.0 69.2 88
Longitude, E 64.5 34.9 21.5 162.9 88

Notes: Summary statistics for two panel data sets. District data comprise 1664 districts (rayons) that
cover 85% of the population of Russia in 1989. Regional data comprise 88 regions. For data sources
see Table B3 in the online Appendix.
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Table 2: Manufacturing sub-sectors, complexity index, and revealed comparative advantage index

(1) (2) (3) (4)
SIC Manufacturing sub-sectors Employees, Number of Complexity Balassa
code thousands enterprises index index
35 Industrial machinery and equipment 1863.1 1138 0.90 0.32
20 Food products 1318.4 5865 0.63 0.16
32 Stone, clay, glass, concrete products 1027.1 2008 0.91 0.18
37 Transportation equipment 995.0 351 0.89 0.39
24 Lumber and wood products 928.0 1858 0.86 2.92
33 Primary metals 840.0 227 0.77 1.57
22 Textile products 851.3 601 0.53 0.57
28 Chemicals and allied products 673.0 454 0.85 0.69
23 Apparel, finished fabric products 517.6 814 0.53 0.00
36 Electronics, electrical equipment 443.4 270 0.86 0.15
34 Fabricated metal products 381.9 565 0.85 0.13
38 Measuring, photographic, medical goods 275.9 290 0.86 0.17
30 Rubber and plastic products 272.9 176 0.79 0.26
31 Leather and leather products 231.8 261 0.53 0.07
25 Furniture and fixtures 231.4 390 0.89 0.17
26 Paper products 195.9 157 0.84 0.28
29 Petroleum refining 136.3 82 0.69 5.22
27 Printing, publishing 142.0 1424 0.84
21 Tobacco products 14.1 28 0.63 0.00

Notes: Sub-sectors are sorted by the number of employees. Data on employees and number of enterprises
are from 1989 Census of Soviet Industry. The Complexity Index has been calculate on the basis of Soviet
input-output tables for 1989 (see Section 4 for calculation method). The Balassa Index has been calculated
on the basis of United Nations international trade statistics for years 1988-1990. See Table B3 for data
sources.
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Table 3: Manufacturing employment and change in 1996 voting relative to 1991 (district level panel regressions)

(1) (2) (3) (4) (5) (6)
Vote shares (%) for

Yeltsin Communist Zhirinovskiy Yeltsin Communist Zhirinovskiy
candidate candidate

Manufacturing employment × post 1991 -0.76*** 0.28*** 0.14*** -0.27*** 0.13*** 0.02
(0.05) (0.04) (0.02) (0.05) (0.05) (0.02)

Military plants × post 1991 -3.16** 1.75* 0.41
(1.43) (0.97) (0.39)

Regional capital × post 1991 12.77*** -7.38*** -3.11***
(1.60) (1.25) (0.54)

Town × post 1991 -14.50*** 4.74*** 3.35***
(0.74) (0.63) (0.26)

District and year fixed effects ✓ ✓ ✓ ✓ ✓ ✓
Region interactions ✓ ✓ ✓ ✓ ✓ ✓
Geography interactions ✓ ✓ ✓ ✓ ✓ ✓
R-squared 0.80 0.64 0.73 0.84 0.65 0.76
Number of districts 1,664 1,664 1,664 1,664 1,664 1,664
Observations 3,328 3,328 3,328 3,328 3,328 3,328

Notes: Dependent variables are vote shares of respective candidates in 1991 and 1996 presidential elections. Communist candidates
are Ryzhkov in 1991 and Zyuganov in 1996. All regressions are run at the district (rayon) level with district and year fixed effects.
Region interactions are region fixed effects interacted with Post1991dummy. Geography interactions are latitude, longitude, and
distance to regional capital interacted with Post1991dummy. Standard errors are clustered within observational units (districts)
over time and reported in parentheses.
* p<0.10, ** p<0.05, *** p<0.01.
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Table 4: Industrial complexity, comparative disadvantage and voting (district level panel regressions)

(1) (2) (3) (4) (5)
Vote shares for Yeltsin, %

Complexity index × post 1991 -11.41*** -5.13* -7.70***
(2.82) (2.71) (3.00)

Comparative disadvantage index × post 1991 -1.00*** -0.62* -0.98***
(0.38) (0.35) (0.38)

Manufacturing employment × post 1991 -0.23*** -0.29*** -0.25***
(0.06) (0.06) (0.06)

Military plants × post 1991 -3.73** -3.94** -3.84**
(1.61) (1.68) (1.62)

Regional capital and town interactions ✓ ✓ ✓
District and year fixed effects ✓ ✓ ✓ ✓ ✓
Region interactions ✓ ✓ ✓ ✓ ✓
Geography interactions ✓ ✓ ✓ ✓ ✓
R-squared 0.78 0.85 0.78 0.85 0.85
Number of districts 1,569 1,569 1,569 1,569 1,569
Observations 3,138 3,138 3,138 3,138 3,138

Notes: The sample is restricted to districts with non-zero manufacturing employment. Dependent variable
is vote share for Boris Yeltsin in 1991 and 1996 (first round) presidential elections. All regressions are run
at a district (rayon) level with district and year fixed effects. Regional capital interaction is dummy for a
regional capital interacted with post 1991 dummy. Town interaction is dummy for administrative status of a
town interacted with post 1991 dummy. Region interactions are region fixed effects interacted with post 1991
dummy. Geography interactions are latitude, longitude and distance to regional capital interacted with post
1991 dummy. Standard errors are clustered within observational units (districts) over time and reported in
parentheses.
* p<0.10, ** p<0.05, *** p<0.01.
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Table 5: Manufacturing employment and voting in 1989-1996
(regional level panel regressions)

(1) (2) (3) (4) (5)
Vote shares for Yeltsin, %

1989–1996 1989–1993 1989, 1991 1991–1996 1991–1993

Manufacturing employment × post 1991 -0.16*** -0.10** -0.23*** -0.17***
(0.05) (0.05) (0.06) (0.05)

Manufacturing employment × post 1989 0.14**
(0.07)

Region and year fixed effects ✓ ✓ ✓ ✓ ✓
Geography interactions ✓ ✓ ✓ ✓ ✓
Military plants interactions ✓ ✓ ✓ ✓ ✓
R-squared 0.844 0.873 0.875 0.783 0.528
Number of regions 82 82 82 82 82
Observations 328 246 164 246 164

Notes: The dependent variable is the vote shares for Yeltsin in the 1991 and 1996 presidential elections, and 1993
referendum. For 1989, the dependent variable is the share of non-Communist (independent) winners for a province’s
seats in the Congress of People’s Deputies in 1989. All regressions are run at the regional level with region and
year fixed effects. Geography interactions are latitude and longitude interacted with post1991. Standard errors are
clustered within observational units (provinces) over time and reported in parentheses. * p<0.10, ** p<0.05, ***
p<0.01.
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Table 6: Manufacturing employment and mortality in 1988-1996 (regional level panel regressions)

(1) (2) (3) (4) (5) (6) (7) (8)
Mortality per 1000 population

all causes cardiovascular cancer respiratory
men women men women men women men women

Manufacturing employment × post 1991 0.07** 0.03 0.06* 0.03 0.00 -0.00 0.00 -0.00
(0.04) (0.02) (0.03) (0.04) (0.01) (0.00) (0.01) (0.00)

Region and year fixed effects ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Geography interactions ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Military plants interactions ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Alcohol consumption interactions ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
R-squared 0.95 0.92 0.88 0.64 0.59 0.20 0.82 0.32
Number of regions 71 71 71 71 71 71 71 71
Observations 630 630 605 598 563 556 549 542

Notes: The dependent variables are mortality per 1000 population (crude death rate). All regressions are run at the
regional level with region and year fixed effects. Geography interactions are latitude and longitude interacted with post1991.
Military plants interactions are number of military plants per 1000 population interacted with post1991. Standard errors
are clustered within observational units (provinces) over time and reported in parentheses. * p<0.10, ** p<0.05, ***
p<0.01.
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11 Figures

Figure 2: Share of manufacturing employment in 1989

Figure 3: Complexity index
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Figure 4: Comparative disadvantage index (negative Balassa index)
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(a) All cause mortality coefficients

(b) Cardiovascular diseases mortality coefficients

Figure 5: Coefficients for the year and manufacturing employment interactions.
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(a) Cancer mortality coefficients

(b) Respiratory diseases mortality coefficients

Figure 6: Coefficients for the year and manufacturing employment interactions (placebo
diseases.
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Online Appendix

A Exploring variation within the manufacturing sector
Drawing on literature that is suggestive of machinery and equipment manufacturers’

market vulnerability (Grant, 1979; Treml, 1981; Cooper, 1986; Ofer, 1987), specifically, or,
more generally, that of enterprises in more complex (Blanchard and Kremer, 1997) or inter-
nationally un-competitive sub-sectors, in a second model, we split the manufacturing sector
into twenty sub-sectors and estimate a version of Equation (5) separately for each:

V otingcdt = αManufid × Post1991t + β(
19∑

j=1,j ̸=i

Manufjd)× Post1991t+

γXd × Post1991t + δRd × Post1991t + ψd + δt + εrt

(10)

where Manufid is the population share employed in manufacturing sub-sector i in district
d, and

∑19
j=1,j ̸=iManufjd is the population share employed in the rest of the manufacturing

sector in the same district. The outcome and control variables are as in Equation (5). Again,
the coefficient of interest is α. It captures the percentage point change in the voting share
of a presidential candidate in district d as a function of the district’s per capita employment
in one of manufacturing’s nineteen sub-sectors.

Next, we estimate Equation 10 by splitting the manufacturing sector into twenty sub-
sectors. Figure A1 presents the coefficients for each sub-sector ordered by t-statistics (see
also Table A1 in online Appendix). Only five sub-sectors out of twenty yield statistically
significant coefficients. Fabricated metal products, and industrial machinery and equipment
are both significant at the 1% level. Transportation equipment, and stone, clay, glass and
concrete products are significant at the 5% level. Electronics and electrical equipment is
significant at the 10% level. The magnitudes of the five significant coefficients – which range
from -0.4 for transportation equipment to -1.03 for fabricated metal products – imply that
employment in these sub-sectors has a larger effect on the fall in support for Yeltsin than the
manufacturing sector overall.19 In the next section we further explore this variation across
sub-sectors and empirically test two additional measures of regional market vulnerability.

19Note that the coefficients for the rest of the manufacturing sector in Table A1 are very stable and similar
in magnitude to the coefficient in the baseline estimation in Table 3, about -0.27.
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Figure A1: Regressions coefficients for manufacturing sub-sectors from Equation (10).
See Table A1 below in online Appendix for the estimation results.
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Table A1: Manufacturing sub-sectors and voting for Yeltsin, 1996-1991 (district level panel regressions)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19)
Vote shares for Yeltsin, %

Food and kindred products -0.13
(0.26)

Tobacco products -0.34
(5.17)

Textile mill products -0.16
(0.14)

Apparel, finished products from fabrics 0.05
(0.46)

Lumber and wood products -0.18
(0.11)

Furniture and fixtures -1.02
(0.71)

Paper and allied products -0.23
(0.18)

Printing, publishing, and allied industries -1.49
(1.57)

Chemicals and allied products -0.19
(0.19)

Petroleum refining and related industries -0.22
(0.69)

Rubber and miscellaneous plastics -0.43
(0.55 )

Leather and leather products -0.41
(0.37)

Stone, clay, glass, concrete products -0.58**
(0.25)

Primary metals industry 0.11
(0.15 )

Fabricated metal products -1.03***
(0.37)

Industrial and commercial machinery, equipment -0.46***
(0.17)

Electronics and electrical equipment -0.57*
(0.32)

Transportation equipment -0.40**
(0.16)

Measuring, photographic, medical and optical goods -0.11
(0.27)

Manufacturing (sum of other sub-sectors) -0.27*** -0.27*** -0.29*** -0.27*** -0.29*** -0.25*** -0.26*** -0.26*** -0.27*** -0.27*** -0.26*** -0.26*** -0.24*** -0.30*** -0.23*** -0.24*** -0.25*** -0.25*** -0.27***
(0.05) (0.05) (0.06) (0.05) (0.06) (0.05) (0.05) (0.05) (0.06) (0.05) (0.05) (0.05) (0.06) (0.05) (0.06) (0.06) (0.05) (0.05) (0.05)

District and year fixed effects ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
All controls from Table 3 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
R-squared 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84

Notes: The dependent variable is the vote share for Boris Yeltsin in 1991 and 1996 (first round) presidential elections. All regressions are run at the district (rayon) level with district and year fixed effects. The number of districts is 1664, and the number of observations is
3328 as in Table 3. All controls from Table 3 are included but not reported for the sake of brevity. Standard errors are clustered within observational units (districts) over time and reported in parentheses. * p<0.10, ** p<0.05, *** p<0.01.
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Table A2: Manufacturing employment and voting in 1989-1996
(regional level panel regressions with Goskomstat employment data)

(1) (2) (3) (4) (5)
Vote shares for Yeltsin, %

1989–1996 1989–1993 1989, 1991 1991–1996 1991–1993

Manufacturing employment × post 1991 -0.09* -0.02 -0.19*** -0.12**
(0.06) (0.05) (0.06) (0.06)

Manufacturing employment × post 1989 0.19***
(0.06)

Region and year fixed effects ✓ ✓ ✓ ✓ ✓
Geography interactions ✓ ✓ ✓ ✓ ✓
Military plants interactions ✓ ✓ ✓ ✓ ✓
R-squared 0.849 0.877 0.901 0.803 0.372
Number of regions 66 66 66 66 66
Observations 264 198 132 198 132

Notes: Dependent variables are vote shares for Yeltsin in 1991 and 1996 presidential elections, and 1993 referendum.
For 1989 the dependent variable is vote share of non-Communist (independent) winners for the Congress of People’s
Deputies in 1989. All regressions are run at a regional level with region and year fixed effects. Geography interactions
are latitude and longitude interacted with post 1991 dummy. Standard errors are clustered within observational
units (regions) over time and reported in parentheses. * p<0.10, ** p<0.05, *** p<0.01.
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B Data sources

Table B3: Data sources

Variable Source
Panel A: District (rayon) level data

Votes for Yeltsin in 1991, % Electoral Geography. Russia, 1991 elections
Votes for Yeltsin in 1996, % Electoral Geography. Russia, 1996 elections
Votes for Ryzhkov in 1991, % Electoral Geography. Russia, 1991 elections
Votes for Zyuganov in 1996, % Electoral Geography. Russia, 1996 elections
Votes for Zhirinovsky in 1991, % Electoral Geography. Russia, 1991 elections
Votes for Zhirinovsky in 1996, % Electoral Geography. Russia, 1996 elections
Manufacturing employment, % 1989 USSR manufacturing census
Military plants, per 1000 Dexter and Rodionov (2020)
District (rayon) level population 1989 population census of USSR, Table 3
Town population in 1989 1989 population census of USSR, Table 3
Distance to regional capital, km Authors’ calculations using QGIS software
Latitude, N Authors’ calculations using QGIS software
Longitude, E Authors’ calculations using QGIS software

Panel B: Region level data
Manufacturing employment, % 1989 USSR manufacturing census
Employment in other sectors Rosstat. Labor and Employment, 2003. Tables 9.2-9.95
Death rate in 1989-1996, per 1000 The Centre for Demographic Research at the NES
Death causes in 1989-1996, per 1000 The Centre for Demographic Research at the NES
Alcohol consumption in 1980-1985, litres Bhattacharya, Gathmann and Miller (2013)

Panel C: Indices
Complexity index Authors’ calculations on the basis of input-output tables

from Institute of Forecasting and Uzyakov et al. (2006)
Balassa index Authors’ calculations on the basis of

United Nations (1992) for years 1988-1990
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https://www.electoralgeography.com/new/ru/countries/r/russia/russia-presidential-election-1991.html
https://www.electoralgeography.com/new/ru/countries/r/russia/russia-presidential-election-1996.html
https://www.electoralgeography.com/new/ru/countries/r/russia/russia-presidential-election-1991.html
https://www.electoralgeography.com/new/ru/countries/r/russia/russia-presidential-election-1996.html
https://www.electoralgeography.com/new/ru/countries/r/russia/russia-presidential-election-1991.html
https://www.electoralgeography.com/new/ru/countries/r/russia/russia-presidential-election-1996.html
http://www.demoscope.ru/weekly/ssp/rus89_reg1.php
http://www.demoscope.ru/weekly/ssp/rus89_reg2.php
https://gks.ru/bgd/regl/B03_36/Main.htm
https://demogr.nes.ru/index.php/ru/demogr_indicat/data
https://demogr.nes.ru/index.php/ru/demogr_indicat/data
http://macroforecast.ru/
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