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Abstract 

 

Taiwan has faced bot-driven disinformation campaigns during elections and 

COVID-19 outbreaks. Although past studies suggest ill-agenda socialbots accelerate 

and deteriorate disinformation influences, their relationship has not been examined 

quantitatively yet. To fill the research gap, this study aims to investigate the complex 

associations between socialbot attitude and disinformation interaction and related 

factors affecting disinformation threat. Disguised socialbots in this study refer to fake 

accounts to engage in malicious online activities via anthropomorphic social media 

interactions. A modified Theory of Planned Behavior (TPB) model is adapted to 

examine how socialbot attitudes and disinformation interaction are associated with 

perceived bot control and privacy concern, which influences disinformation threat. This 

web survey examines 750 Taiwanese socialbot users’ perceptions and attitudes towards 

disguised socialbots in August 2021. Structural equation modeling (SEM) results show 

that socialbot attitude is positively associated with perceived bot control and 

disinformation interaction, but is not related to privacy concern. Disinformation 

interaction is positively associated with perceived bot control and privacy concern. That 

is, negative attitudes towards malicious socialbots result in users’ increasing perceived 

bot control and competence with disinformation interaction. Additionally, the more 

interaction with disinformation, the higher degree of perceived bot control and privacy 

concern about socialbots. Moreover, perceived bot control and privacy concern predicts 

disinformation threat. Implications are discussed.     

 

Keywords: Socialbot, disinformation, Theory of Planned Behavior, perceived bot 

control, privacy concern 
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1. Introduction 

 

When Socialbot campaigns are purposefully designed for harm, they result in 

rumors, spam and disinformation (Al-Rawi, Groshek, & Zhang, 2018). Socialbots 

controlled by automated algorithms refer to fraudulent accounts on social media that 

mimicking human behaviors to mislead users (Lin, 2021). Socialbots were detected as 

influential voices in disseminating conspiracies and propaganda during elections and 

epidemic emergencies (Rabello, et al., 2020). When global coronavirus outbreaks 

occurred, rampant socialbot activities that spread pandemic and vaccination 

misinformation worsen infodemic and pose threats to global public health (Ferrara, 

2020). Socialbots likely reduce social media trust and increases risks of misinformation, 

which amplifies human negative affect and causes sentiment polarization (Shi, et al., 

2020). Although past literature suggests the relationship between socialbots and 

disinformation, there has been no prior quantitative research yet. To fill the research 

gap, this web study aims to investigate the complex associations between socialbot 

attitude and disinformation interaction and related factors affecting disinformation 

threat. 

 

Media reports and studies show that Taiwan has faced bot-driven disinformation 

campaigns during elections and COVID-19 outbreaks (Lin, 2021). It is crucial to 

examine the relationship between malicious Socialbots and disinformation in this 

research site. Disguised Socialbots are defined as fake accounts to engaging in 

malicious online activities through anthropomorphic social media interactions. 

Regarded malicious socialbot campaigns as risk, the present study’s theoretic 

foundation is based on widely-used Theory of Planned Behavior (TPB) that links core 

beliefs (attitude, subjective norm, and perceived control) with individual behavioral 

intentions (Lin & Bautista, 2017). In the context of Socialbots, privacy concerns are 

regarded as the major subjective norm, as users tend to worry about their personal data 

misuse or leaking. Specifically, perceived bot control includes perceived controllability 

and perceived self-efficacy in bot detection. Additionally, Socialbots and 

disinformation likely result in risks to democracy and public health (Ferrara, 2020; Shi, 

et al., 2020), so this study proposes disinformation threat (Schmuck & von Sikorski, 

2020) as the dependent variable to replace generic behavioral intention. Thus, a 

modified TPB model is adapted to examine how Socialbot attitudes and disinformation 

interaction are associated with perceived bot control and privacy concern, which 

influences disinformation threat.  

 

The web survey was conducted in August 2021 to examine 750 Taiwanese 
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socialbot users’ perceptions and attitudes towards the emerging technology. The 

cyberpanel sample above 20 years old fits 2021 Taiwanese social media user profile in 

demographic quotas (i.e., gender, age and education). Structural equation modeling 

(SEM) was used for statistical testing. The study that examines the relationship between 

malicious socialbots and disinformation threat contributes in theory and in practice. 

Theoretically, it extends a modified TPB to the context of socialbot and disinformation 

in order to understand users’ media psychology during risks. It also finds that attitude 

can be treated as the precedent to behavioral control and social norm. Importantly, SEM 

results confirm the statistically significant relationship between socialbots and 

disinformation. Practically, it shed lights to the importance of promoting digital literacy 

about disguised socialbots (e.g., risks to democracy and public health) and 

disinformation interaction (e.g., differentiation and detection) because it can increase 

social media users’ bot control and privacy concern, and thus improve perceived threat 

resulted from disinformation.   

 

2. Literature Review 

2.1 Theoretical Foundation 

Theory of planned behavior (TPB) is an influential theory for predicting human 

behaviors and the processes that govern it (Barlet, 2019). According to Ajzen (2002, 

p.665), human actions are guided by “behavioral beliefs” about predicted results or 

other attributes of the behavior, “normative beliefs” about normative expectations of 

others, and “control beliefs” about preventing inhibitors from hindering behavioral 

performance. TPB has been widely employed from health-related research (Prabawanti 

et al., 2015) to various new media studies (Gretter & Yadav, 2018; Zhang et al., 2020) 

and risk communication research (Anser et al., 2020; Kim & Kim, 2020). Recently, 

scholars have extended the TPB in understanding various psychological and contextual 

factors (e.g., attitude, subjective norms, and perceived behavioral control) that predict 

social media users’ adoption intention of emerging technologies (Anser et al., 2020) 

and perceived risk moderates the relationship between behavioral intentions and actual 

behaviors. Zhao et al (2016) employed the TPB to examine debunking disinformation 

on social media and found subjective norms and perceived behavioral control 

positively predicted intentions to combat rumors in times of social crises. Pundir et al. 

(2021) also used TPB as a basis for investigate social media users’ intentions to verify 

news and debunk disinformation before sharing on social media. Thus, this study 

extends TPB theory to examine the context of socialbot and disinformation.    

Social media that allow users to create and share contents reach gigantic numbers 

of people worldwide. However, disguised socialbots engaged in creating links and 
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purposeful interactions with targeted users that change the fabric of online social 

networks (Mitter et al., 2013; Pundir et al., 2021). Disguised socialbots are human-

like false social media accounts. Controlled by puppetry masters, they could craft 

content rapidly and interacted with human users who unconsciously shared bot-driven 

contents (Ferrara et al., 2016). Disguised socialbots have created millions of social 

media pages containing incorrect, unreliable, and misleading contents affecting 

targeted individuals (Hajli et al., 2021). Several studies analyzed how socialbots on 

Twitter and Facebook twisted public perceptions and opinions by spamming, 

sabotaging, perplexing public discourse, manipulating social attitude, and carrying on 

propaganda (Bradshaw & Howard, 2017; Ferrara et al., 2016; Woolley & Howard, 

2016). Hajli et al. (2021) discovered that twitter bots were utilized to promote 

disinformation and undermine public trust. In the context of political debates, Luceri 

et al. (2019) identified socialbots with polarized political leaning show different 

attitudes and discussion topics. These socialbots amplify human negative affect and 

causes sentiment polarization (Shi, et al., 2020), which likely increases risks of 

disinformation. Additionally, the interaction of disinformation increases social media 

users’ perceived severity of socialbot threat (Lin et al., 2022). With advancements in 

AI technologies, it is increasingly difficult in detecting these socialbots, and thus the 

threat caused by socialbot campaigns become increasingly severe. Therefore, it is 

crucial to examine how socialbot attitude and disinformation interaction influence 

disinformation threat.   

To fit the context of socialbot, this research model specially investigates how 

socialbot attitudes, perceived bot control and privacy concern are associated with 

disinformation threat, a substitute dependent variable of specific user intention. The 

reason why replaces TPB’s subjective norm with privacy concern was that people felt 

most concerned about privacy invasion and personal data protection when 

encountering socialbots. This modified TPB is appropriate to investigate the complex 

associations between socialbot attitude and disinformation interaction and related 

factors affecting disinformation threat. It will enhance the understanding of the treat of 

socialbots and disinformation to democracy and public health.  

 

2.2 Attitude with Socialbot 

This study defines disguised socialbots as fake social media accounts to engaging 

in malicious online activities through anthropomorphic interactions (Lin et al., 2021). 

It specifies the TPB variable to be attitude with socialbots. Adapted from Wiesenberg 

and Tench (2020), attitude to socialbots in this study examines how social media users 

perceive socialbots as a threat for societies and public debates, a threat to organizations 

and their reputation, and ethical challenges for communication professionals.  
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Chatbots’ anthropomorphic design can improve social presence communication 

that is mediated by parasocial interaction and thus increases user engagement (Tsai et 

al., 2021). Human-like socialbots tend to befriend opinion leaders and join in popular 

virtual communities help disguise their real identities and distribute purposeful 

information to trick other users’ sharing. Controlled by the rich and powerful, they are 

algorithmic automated programming to promote contents with specific agendas. 

Examining socialbot campaigns in 2016 US elections, Howard et al. (2018) 

demonstrated how political bots interfered with political communication by facilitating 

surreptitious campaign coordination to illegally solicit contributions or votes, or 

violating rules. Although there were notable differences in the content and quality of 

human or chatbot communication (e.g., chatbots with shorter messages and less rich 

vocabulary) (Hill et al., 2015), the sophisticated AI technology increases the challenges 

to detect bots. Past studies also found how partisan identities lead to bias in identifying 

socialbots and how political bots exacerbate political polarization (Yan et al., 2020).  

 

Howard et al. (2018) demonstrated how socialbots were frequently employed as 

strategic communication tactics in political domains. When Ferrara (2017) investigated 

twitter bots in MacronLeaks disinformation campaign, he found that spikes in 

socialbot-generated contents often arise before spikes in human posts, implying that 

bots could influence disinformation sharing. He also discovered a black-market for 

reusable socialbots that were controlled by bot masters’ scripts to disseminate harmful 

disinformation. Due to the prevalent use of socialbots, netizens increasingly agreeing 

with and arguing to non-human users unconsciously, which results in sharing unreliable 

and misleading disinformation and undermine public trust in online discussions and 

cause socio-political chaos. They pose the threat to corporations’ reputation, as well as 

to societies and public discussions (Wiesenberg & Tench, 2020). Media literacy about 

socialbots is likely to increase perceived behavioral control and thus reduce threats 

(Schmuck & von Sikorski, 2020). 

Socialbots can used for malevolent online activities, including promoting certain 

objectives, manipulating online public opinion, and spreading misinformation (Lin et 

al., 2022). These disguised socialbots increase risks to virally disseminating 

disinformation that is deliberately conveyed to harm the public. Malicious socialbots 

likely pose a threat to users, when they are used to disseminating disinformation to 

manipulate public opinions (Ferrara, 2017). Shi et al. (2020) found socialbots agitated 

negative emotions like fear and anger and propel polarized disputes in controversial 

issues (e.g., vaccine). Socialbots that collect personal data without prior consent for 

micro-targeting in specific users also raise privacy concerns about misusing personal 

data or invading privacy. Thus, social media users tend to have negative attitude and 
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emotions towards socialbots, and perceive them as a threat when exposing to related 

news coverage (Schmuck & von Sikorski, 2020).  

 

2.3 Perceived Bot Control 

In the context of socialbots, this study uses perceived bot control to replace 

perceived behavioral control, a TPB variable affecting human intentions and behaviors. 

TPB’s perceived control relates to people’s perceptions of the ease or difficulty of doing 

the behavior of interest (Ajzen, 1991). Bandura’s (1982) perceived self-efficacy that is 

concerned with judgments of how well one can execute courses of action to deal with 

situations underpins the logic of perceived behavioral control. Past studies show the 

overarching concept of perceived behavioral consiss of two components: self-efficacy 

(i.e., confidence in ability to perform a behavior) and controllability (i.e., the perception 

that a performance is up to the actor) (Terry & O’Leary, 1995). Drawing from Ajzen’s 

(2002) perceived behavioral control, Schmuck and von Sikorski (2020, p.3) developed 

perceived bot control which includes two dimensions: perceived controllability (i.e., to 

the degree that one perceives the impact of bots on one’s information seeking behavior 

and opinion formation as controllable) and perceived self-efficacy (i.e., one’s perceived 

confidence in their ability to detect a bot). People’ self-estimated ability of recognizing 

bots improves their accuracy in bot recognition (Yan et al., 2020). Perceived bot control 

in this study refers to investigate people's perceived ability to identify socialbots and 

prevent their harmful impacts on manipulating opinions. 

People’s trust in online information and digital democratic processes depends 

on their feelings of control. News reports about socialbot activities without 

explicating how they work or how to detect them likely deteriorate people’s sense of 

control (Schmuck & von Sikorski, 2020). In the context of socialbots and human-

computer interaction, people who feel less control of socialbots are more likely to 

avoid the encountering and feel threatened. Schmuck and von Sikorski (2020) that 

developed perceived bot control with good construct validity found that perceived bot 

control positively influenced perceived personal threats from socialbots. They 

examined perceived threats and fear emotions from socialbots from news coverage 

which could undermine trust in online political processes. Mass-mediated information 

to support literacy about disguised socialbots could increase perceived behavioral 

control and thus reduce threats (Schmuck & von Sikorski, 2020).  

 

2.4 Privacy Concern 

This present study uses privacy concern to replace subjective norm, a TPB 

variable affecting human intentions and behaviors. Adapted from Wei et al.’s privacy 

concern (2010), privacy concern is defined as the awareness about individuals’ personal 
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data and their ability to control the dissemination of their personal information in this 

study. The four-item measure encompasses individual concerns about personal 

information to be stolen, misused or used in an unforeseen way for political or 

propaganda purposes. Privacy concerns restrict sharing private information during 

interactions to others who do not participate in (Goodwin, 1991). It involves lack of 

knowledge and consent about ways of personal data collecting (Culnan, 1995) and data 

usage purposes (Nowak & Phelps, 1992). People who felt more concerned about 

privacy were less inclined to give personal information to the third party (Sheehan & 

Hoy, 2000) without prior consent (Wei et al., 2010). 

As lots of private information are available on social media, data privacy and 

security have become crucial issues. Xiao (2021) elaborated the primary concern that 

some users agreed to data mining of their personal data in exchange with incentives. 

When Taneja et al.’s study (2014) examined privacy concerns in using social media, 

they found that cost of not using privacy controls was affected by beliefs regarding 

resource vulnerability, threat severity, privacy risk and privacy intrusion. Past studies 

show that social media users avoid transactions over the platforms due to privacy and 

security reasons (Earp & Baumer, 2003), in addition to feeling insecure in the platforms’ 

trustworthiness (Wei et al., 2010).  

Kerr and Bornfreund (2005) characterized chatbots on social media as buddy 

bots, as the apps were utilized to capture valuable personal information and private 

communication without lawful authorization. Li et al. (2020) further discovered that 

socialbots could be used in a range of cyberattacks targeted at automatically collecting 

users' private data. The misuse of intelligent agents jeopardized fair privacy policies 

and invaded privacy rights since socialbots have created easy interchange of private 

data; in response to users’ increasing privacy concerns, organizations should disclose 

the reasons for which personal data is obtained at or before data collection (Kerr & 

Bornfreund, 2005).  

 

2.5 Disinformation Interaction 

Interaction with disinformation was adapted from Reuter et al.’s (2019)’s six-

item measurement of interaction with fake news by asking individual’s perception and 

behaviors (e.g., like/dislike, comment, share, delete/report) when encountering 

disinformation. Reuter et al. (2019) examined Germany’s perception of fake news 

(similar to disinformation in this study) and their interaction with it. Their findings 

show that majority regards fake news poses a threat and harm to democracy; slightly 

less than half have noticed fake news, while most reported never liked, shared or 

commented on fake news.  
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The United Nations defines disinformation as false and deliberately created 

information disseminating with orchestrated attempts to confuse or manipulate people 

through delivering dishonest information to them (Ireton & Posetti, 2018). The U.S. 

State Department regards disinformation as “the purposeful dissemination of false 

information intended to mislead or harm” (Nemr & Gangware, 2019). Jackson (2017) 

argued that disinformation involved black propaganda. According to Petratos (2021), 

disinformation, an emerging cyber risk, refers to the propagation of intentionally 

misleading information. The European Commission (2018) warns that “the creation, 

presentation and dissemination of verifiably false or misleading information for the 

purposes of economic gain or intentionally deceiving the public, and which may cause 

public harm” (European Court of Auditors, 2020).  

Disinformation has become prevalent as social media facilitate the spread and 

sharing of false or misleading information with ease (Hwang et al., 2021; Shu et al., 

2020b). Disinformation campaigns comprise a number of activities such as undercover 

(digital) activities or explicit actions (Petratos, 2021). Past research found that younger 

and relatively educated people were more informed about disinformation and liberal 

people tended to be more critical of fake news (Reuter et al., 2019). According to Zhao 

et al. (2016), social media users' attitudes positively influenced combating rumor 

intentions during the crisis; their intentions increased when peer interactions regarded 

combating disinformation as a norm and made collective actions to curb the spread of 

online falsehood.  

Socialbots accelerated the spread of disinformation virally which led to social 

media users’ perceived severity of socialbot threat (Lin et al., 2022). Individuals' prior 

knowledge of socialbots and their self-perceived ability to comprehend them affect their 

identifying socialbots (Yan et al., 2020). Shu et al. (2020b) suggested analyzed users’ 

postings and comments such as ideas, attitudes, and sentiments, which could be used to 

spot disinformation. It is crucial to increase user awareness of disinformation, 

especially in debunking falsehood and identifying disguised socialbots. Multi-

stakeholders’ collaborative effort (e.g., government, social media platforms, media, 

NGOs, and civic society) will be necessary to help debunk disinformation and detect 

socialbots so as to protect vulnerable public from being harmed and safeguard 

democracy. 

 

2.6 Disinformation Threat 

Examining disinformation and cyber threat, Petratos (2021) discovered that 

disinformation campaigns distracted and manipulated people by presenting false 

information. Adapted from Reuter et al. (2019), disinformation threat in this study 

encompasses socialbot threat, harm to democracy, manipulating opinions of 
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politicians, journalists, influential players and the public. After the 2016 US 

presidential election, the debates on truthfulness of media and the spread of inaccurate 

information have been considered a serious threat to democracy (Lewandowsky et al., 

2012). Disinformation brought danger to people's health, impaired public health 

experts and governments' effort to manage the covid-19 pandemic crisis (Shi et al., 

2020). In the digital environment, disinformation has consistently shown to be a 

prevalent threat (Caramancion, 2020). Disinformation takes numerous forms, 

including text, photographs, and videos (Shu et al., 2020a; Zellers et al., 2019).The 

most serious cyber threats to communication trustworthiness could be the 

manipulation of audiovisual contents like deepfakes (Hameleers et al., 2020).   

The algorithm of social media platforms resulted in filter bubbles and echo 

chamber effects on reinforcing like-minded perspectives; socialbots could deteriorate 

disinformation threat, propel socio-political polarization and hurt democracy (McKay 

& Tenove, 2021). Cyberattacks launched by disguised socialbots could automatically 

collect victims' private data to manipulate their opinions, attitudes and behaviors (Li 

et al., 2020). Socialbots also posed a threat to users’ privacy as it has been debated 

about the ways of collecting personal data without prior consent. Perceived threats 

and fearful emotions resulting from socialbots on news coverage could undermine 

public trust in online political processes (Schmuck & von Sikorski, 2020).Leading 

communication professionals in various European regions perceived different levels 

of ethical challenges with respect to using socialbots (Wiesenberg & Tech, 2020). 

When disguised socialbots are created with the intent of causing harm, they produce 

falsehoods, spam, and disinformation, they are likely to erode social media trust and 

raise the risk of disinformation. 

According to McKay and Tenove (2021), early detection of disinformation is 

crucial to minimize the damage to the number of people caused by disinformation; 

however, it is challenging for automatic detection of disinformation. Users’ interaction 

with disinformation is critical for comprehending and potentially defending against 

the widespread of digital threats (Shu et al., 2020b). Majority held social media 

companies and the government liable for combating disinformation (Reuter et al., 

2019). Mass-mediated information to support literacy about social bots could increase 

perceived behavioral control and thus reduce threats (Schmuck & von Sikorski, 

2020).  

 

2.7 Hypotheses & research model 

Based on aforementioned literature, this study proposes the following hypotheses:   
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H1a : Attitude with socialbot is positively associated with perceived bot 

control.  

H1b : Attitude with socialbot is positively associated with privacy 

concern.  

H1c : Attitude with socialbot is positively associated with interaction 

with disinformation. 

H2a : Interaction with disinformation is positively associated with 

perceived bot control.  

H2b : Interaction with disinformation is positively associated with 

privacy concern. 

H3a : Perceived bot control is positively associated with disinformation 

threat. 

H3b : Privacy concern. is positively associated with disinformation 

threat.  

 

Figure 1 shows the research model consisting of above hypotheses. 

 

 

Figure 1. Proposed Research model 

 

3. Methodology 

3.1 Data Collection 

The online survey was conducted to examine Taiwanese user perceptions and 

attitudes towards disguised socialbots in August 2021. The filtering criteria of the 

respondents from the cyberpanel of IXsurvey are Taiwanese social media above 20 

years old with past experiences of socialbot use. The sample fit 2021 Taiwanese social 

media user profile in demographic quotas (i.e., gender, age and education attainments) 

based on InsightXplorer and Comscore data (IXresearch, 2020). Since socialbots are 
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emerging technologies, respondents were asked to watch a video about disguised 

socialbot before filling in the questionnaire. Disguised socialbot is defined in this study 

as human-like fake social media accounts used for malicious online activities to amplify 

selected agendas, manipulate online public opinions, and spread disinformation. The 

web survey research has obtained the approval from the Institute Review Board in the 

host university. Before data collection, the draft questionnaire has been pretest in July 

2021 to improve the items’ clarity and readability.  

After data cleaning (e.g., removing with incomplete and invalid answers), 750 

valid respondents were retained for data analysis. As G*power analysis shows that this 

study’s sample size exceeds the minimum (N = 287) for model testing, indicating a 

power level of 80% for SEM analysis (Westland, 2010). The final sample fits the 

demographic quotas of Taiwanese social media users. Respondents’ gender distribution 

is relatively equal (50.4% females and 49.6% males); more than half (51.7%) are aged 

30-49 and were mostly well educated (65.46% with a Bachelor’s degree and above). A 

majority (33.1%) earns a personal monthly income of NTD 20,001-40,000. Table 1 

summarizes the respondents’ demographic profile. 

Table 1. Respondents’ demographic profile 

Sample characteristics (N =750). Frequency  Percentage (%) 

Gender Male 372 49.6 
 

Female 378 50.4 

Age 20-29 169 22.5 
 

30-39 192 25.6 
 

40-49 196 26.1 
 

50-59 154 20.5 
 

60 and older 39 5.3 

Education Elementary school  8 1.07 
 

Junior high school 16 
2.13 

 

Senior high school/vocational high school 128 17.07 
 

Associate degree 107 14.27 
 

Bachelor's Degree 406 54.13 
 

Master’s degree and above above 85 11.33 

Individual Monthly 

income 
Dependent/No income 36 4.8 

 

Unstable income 34 4.5 
 

NT20000 and below 53 7.1 
 

NT20001-40000 248 33.1 
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NT40001-60000 174 23.2 
 

NT60001-80001 88 11.7 
 

NT80001-100000 50 6.7 
 

NT100001-150000 42 5.6 
 

NT150001-200000 11 1.5 

  NT200,001 and above 14 1.9 

Note: One Taiwan Dollar (NTD) is about US$0.036 as of September 1, 2021. 

 

3.2 Measurement  

Majority of measurements in this survey consists of items that derived from past 

studies and were modified to fit the context of disguised socialbots. Appendix 1 shows 

the list of items. Some items were dropped as their factor loadings were below the 

benchmark value of 0.70. 

 

Attitude towards socialbots. The measure (α = 0.63, M = 2.99, SD =0.80) was 

adapted from Wiesenberg & Tench (2020)’s five-item measure of attitude towards 

about socialbot. Two items were dropped due to unsatisfied factor loading. A 5-point 

Likert scale was used to indicate responses (1 = strongly disagree, 5= strongly agree).  

 

Privacy Concern. The measure (α = 0.94, M = 5.10, SD =1.25) was adapted from 

Wei, Hao & pang (2010)’s four-item measurement of about personal information. A 7-

point Likert scale was used to indicate responses (1 = strongly disagree, 7= strongly 

agree).  

 

Perceived Bot Control. The measure (α = 0.73, M = 4.52, SD =1.21) involved two 

dimensions: perceived controllability and perceived self-efficacy. Perceived 

controllability is a four-item measurement of perceived bot control adapted from 

Schmuck & von Sikorski (2020), but two items were dropped due to unsatisfied factor 

loading. Perceived self-efficacy is a three-item measurement of perceived bot control 

adapted from Yan, et al. (2020). Above of all a 7-point Likert scale was used to 

indicate responses (1 = strongly disagree, 7= strongly agree). 

 

Disinformation Threat. The 10-item measure (α = 0.73, M = 3.73, SD =0.86) was 

adapted from Reuter et al. (2019). Two items were dropped as a result of unsatisfied 

factor loading. A 5-point Likert scale was used to indicate responses (1 = strongly 

disagree, 5= strongly agree). 
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Interaction with disinformation. Interaction with disinformation (α = 0.61, M = 3.23, 

SD =0.92) was adapted from Reuter et al. (2019)’s six-item measure of interaction 

with fake news. Two items that were modified to interacting with social media 

disinformation were retained after factor loading test. A 5-point Likert scale was used 

to indicate responses (1 = strongly disagree, 5= strongly agree).  

 

Data analysis 

 This study first used SPSS 25 to compute for descriptive and reliability values. 

Next, it utilized Amos 26 to perform Structural equation modeling (SEM) analysis 

and indirect effects computation. SEM is a powerful, multivariate technique that was 

used increasingly in scientific investigations to detect the causal relationship between 

variables.  

 

3.3 Results 

Model fit  

Prior to hypothesis testing, it is crucial to determine if the hypothesized model 

adequately fits the data. SEM results suggest that research model 1 has adequate fit to 

the data: X2/df = 3.67, CFI = 0.923, TLI = 0. 913, RMSEA =0.06 (90% 

CI= .056 .063), SRMR =0.09 (Hu & Bentler, 1999). 

 

Figure 2. SEM analysis results of model 1 

X2/df = 3.67, CFI = 0.923, TLI = 0. 913, RMSEA =0.06 (90% CI= .056 .063), SRMR =0.09 

*p <.05, ** p <.01, *** p <.001; n.s. = non-significant 

 

SEM results and hypothesis testing  

SEM results show that most of the hypothesis were accepted. Attitude with 

socialbot is positively associated with perceived bot control (b = .172, p <.001), thus 

H1a is supported. However, the results of H1b show non-significant, indicating that 

attitude with socialbot is not associated with privacy concern. Attitude with socialbot 
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is positively associated with interaction with disinformation (b = .296, p <.001), thus 

H1c is supported. Interaction with disinformation is positively associated with 

Perceived bot control (b = .416, p <.001), thus H2a is supported. Interaction with 

disinformation is positively associated with privacy concern (b = .338, p <.001), thus 

H2b is supported. Perceived bot control is positively associated with disinformation 

threat (b = .201, p <.001), thus H3a is supported. Privacy concern is positively 

associated with disinformation threat (b = 0.420, p <.001), thus H3b is supported.   

 

Table 3. Summary of hypothesis testing 

Hypothesis Path value Decision 

H1a Attitude with socialbot  Perceived bot control 0.172*** Supported 

H1b Attitude with socialbot  Interaction with 

disinformation 

n.s. Rejected 

H1c Attitude with socialbot  Privacy concern  0.296*** Supported 

H2a Interaction with disinformation  Perceived bot 

control 

0.416*** Supported 

H2b Interaction with disinformation  privacy concern 0.338*** Supported 

H3a Perceived bot control  disinformation threat  0.201*** Supported 

H3b Privacy concern  disinformation threat 0.420*** Supported 

Notes: *p <.05, ** p <.01, *** p <.001, n.s. = non-significant. Results were controlled for age, gender, 

ethnicity, education and income 

Next, this research conducted the SEM analysis for an alternative model that 

places three TPB variables as the mediators of the relationship between interaction 

with interaction with disinformation and disinformation threat.  

 

X2/df = 3.64, CFI = 0.932, TLI = 0. 923, RMSEA =0.059 (90% CI= .056 .063), SRMR =0.09 

*p <.05, ** p <.01, *** p <.001; n.s. = non-significant 

Figure 3. SEM analysis results of Model 2  
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After comparison, the model that treats socialbot attitudes as the precedent to bot 

control and privacy concern has stronger explanatory power than the one positioning 

three TPB variables in the middle. Thus, this study select model 1 (Figure 2) as the 

final research model.  

 

4 Discussion & Conclusion 

This study defines disguised socialbots as fake accounts to engage in malicious 

online activities via anthropomorphic social media interactions. Even though a 

growing body of western literature have studied malicious socialbots and 

disinformation (Al-Rawi et al., 2018), the present study is the first to investigate their 

relationship quantitatively and in Asian context. The modified TPB model regards 

socialbot attitude and disinformation interaction as the predictors to perceived bot 

control and privacy concern (replacing subjective norm), which thus influences 

disinformation threat. SEM results show that socialbot attitude is positively associated 

with perceived bot control and disinformation interaction, but it is not related to 

privacy concern. Taiwanese social media users who held negative attitudes towards 

disguised socialbots perceived their controllability and efficacy towards the emerging 

technology. Their attitudes towards socialbots positively predict their perception and 

behavioral responses to bots (e.g., like/dislike, share and comment). However, 

socialbot attitude has no impact on privacy concern. As Taiwan has two-party 

democracy and face China’s cyberattacks, social media users likely feel more 

concerned about socialbots’ spread of disinformation and manipulating public 

opinions, instead of socialbots’ collecting personal data and invading privacy.  

Next, disinformation interaction is positively associated with perceived bot 

control and privacy concern. The interactivity with disinformation could improve 

social media users’ perceived controllability and perceived efficacy of socialbot use. 

If they could identify and debunk online false information, their perceived bot control 

would be boosted. However, when their experiences with disinformation interaction 

increased, they sensed severe digital threats and likely felt worried about personal 

information being illegally collected, misused or stolen. Finally, perceived bot control 

and privacy concern predicts disinformation threat. When social media users 

perceived their higher degree of bot control and privacy concern, they tended to be 

more critical of disinformation threat caused by malicious socialbot activities.   

Theoretically, this research contributes to extend TPB to the context of socialbot 

and disinformation threat. Socialbot attitude is identified as the precedent to the other 

two TPB variables (perceived bot control and privacy concern as subjective norm), 

rather than being treated as a mediator. Meanwhile, interaction with disinformation is 

regarded as a type of media exposure. Its statistical results support the positive 
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relationship between socialbot attitude and interaction with disinformation as well as 

the overall impact on disinformation threat. Duplicate studies can be conducted in 

other contexts in Asia or western countries. Future studies are advised to examine how 

various emotions associated with socialbot attitudes affect disinformation threat. Two 

dimensions of perceived bot control (controllability efficacy) can be examined 

respectively to find out their influences on disinformation threat. Finally, the measure 

of disinformation threat could be further refined.  
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Appendix 1. List of items 

Item Factor Loading 

Attitude with socialbot  

I have followed the debate about socialbots. Dropped 

Socialbots offer opportunities for strategic 

communication. 
Dropped 

Socialbots present ethical challenges for 

communication professionals. 
0.572 

Socialbots are a threat for organizations and 

their reputation. 

0.770 

Socialbotsare a threat for societies and public 

debates. 

0.775 

  

Privacy concern   

I am concerned that the information I submit to 

socialbots can be misused 

0.826 

I am concerned about submitting personal 

information to socialbots because it can be used 

in a way I do not foresee 

0.872 

I am concerned about submitting personal 

information to socialbots because others might 

use it for political or propaganda purposes 

0.857 

If I used socialbots, I would be concerned that 

my personal data and information can be stolen 

during interactions 

0.800 

  

Perceived Bot control  

Whether or not I am influenced by disguised 

socialbots on social media platforms is up to me 
Dropped 

I have a high level of personal control over 

whether or not disguised socialbots’ false 

messages affect me 

Dropped 

Personally, I cannot control whether disguised 

socialbots on social media platforms affect my 

opinion 

0.758 

I am confident that I myself can prevent 

disguised socialbots from manipulating my 

opinion 

0.710 
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I will recognize most disguised socialbots if I 

encounter them in the future 

0.853 

I can succeed at telling disguised socialbots 

apart 

0.876 

When facing disguised socialbots that highly 

resemble regular users, I can still find clues to 

weed them out. 

0.810 

  

Disinformation threat  

Disinformation poses a threat. 0.622 

Socialbots pose a threat to disinformation. 0.522 

It’s the state’s task to prevent disinformation. 
0.534 

It’s the task of platform operators (e.g., 

Facebook, Line) to prevent disinformation. 

0.566 

Disinformation harms the democracy. 0.657 

Disinformation can manipulate the opinion of 

politicians, journalists and other influential 

players. 

0.685 

Disinformation can manipulate the population’s 

opinions. 

0.680 

Disinformation is just a pretext to be able to 

fight system-critical actors. 
Dropped 

The state censorship poses a threat to freedom 

of speech. 
Dropped 

Disinformation is at most annoying but does not 

pose a threat. 
0.525 

  

Interaction with disinformation  

I have perceived disinformation 0.82 

I have “liked/disliked” disinformation 0.85 

I have commented on disinformation 0.84 

I have shared disinformation 0.85 

I have deleted/reported disinformation 0.84 

I have disliked disinformation 0.84 

 

 


