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No-Trade in the Laboratory

Abstract

We test the no-trade theorem in a laboratory financial market where subjects can trade an asset whose value is unknown. Subjects receive clues on the asset value and then set a bid and an ask at which they are willing to buy or to sell from the other participants. In treatments with no gains from trade, theory predicts no trading activity, whereas, in treatments with gains, trade becomes theoretically possible. Our experimental results show that subjects fail to reach the no-trade equilibrium by pure introspection, but they learn to approach it over time, through market feedback and learning.
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1 Introduction

Trade in financial markets is typically attributed to two types of source: liquidity and hedging reasons on the one hand, and informational or speculative reasons on the other. The first concerns traders who have a private reason, such as hedging risk, portfolio rebalancing, or a sudden need for cash, to buy or sell an asset. The second refers to situations in which the value of an asset may be common but uncertain, and trade is generated as individuals attempt to profit from private information about that asset value. Although the informational explanation for trade strikes many market observers as plausible, it is at odds with some celebrated results in the theory of financial economics, known collectively as “no-trade theorems.” These theorems state broad conditions under which rational agents cannot trade with each other on the basis of private information alone.

While there are many variants of the no-trade result—see, for instance the classical contributions of Milgrom and Stokey (1982), Tirole (1982), and Sebebius and Geanakoplos (1983), as well as Aumann’s (1976) famous theorem on the impossibility of agreeing to disagree—they share an underlying logic that is easy to explain. Suppose that two agents consider trading an asset that has the same uncertain value to each of them. If the agents begin with a common prior about that value and then receive additional private information that causes their beliefs to diverge, one might expect to see the agent with more pessimistic news sell to the agent with more optimistic news. However, a rational prospective seller must update her beliefs to account for the information revealed by her trading partner’s willingness to buy, and vice versa. If both agents are rational this Bayesian updating has an inexorable conclusion. A trade at some price $p$ would make it common knowledge that the agents disagree about whether the expected asset value is greater or smaller than $p$, and this in turn would imply that the agents had failed to update as completely as rational agents should. As a result, trade cannot occur in equilibrium.\(^1\)

Market practitioners tend to be skeptical about the empirical validity of these theoretical no-trade results. One criticism is that the supporting logic is too subtle for individual investors to grasp by introspection. Another critique is that these theorems require assumptions, such as common priors and common knowledge of rationality, that may not be satisfied in real financial markets (even though they are conventional in the theory literature).\(^2\)

\(^1\)We neglect for now the knife-edge case of trade at a price equal to the expected asset value, conditional on both agents’ information.

\(^2\)While we will not attempt a full discussion of the theoretical literature, we should note that there is a considerable body of more recent work addressing the robustness of the no-trade result. For instance, Morris (1994) provides necessary and sufficient conditions for no-trade results to persist even in the presence of non-common priors. Sonsino (1995) and Neeman (1996) study the case in which common knowledge is replaced by quasi common knowledge or common $p$-belief. Blume et al., (2006) characterize belief restrictions...
ers argue that the volume of trade in financial market is so high that it would be difficult to explain on the basis of liquidity and portfolio rebalancing motives alone (for some empirical evidence on this, see, e.g., Dow and Gorton, 1997). As Ross (1989) puts it “It is difficult to imagine that the volume of trade in security markets has very much to do with the modest amount of trading required to accomplish the continual and gradual portfolio balancing inherent in our current intertemporal models.” While these critiques of the theory may have merit, they are difficult to investigate with field data since they hinge on details about the preferences and beliefs of investors that we cannot hope to observe.

In this paper, we intend to provide a direct test of these no-trade results using experimental data. By creating an artificial financial market and observing subjects trading behavior in the laboratory, we can control for many of the unobserved influences that plague field data. We can also control the presence or absence of Pareto gains from trade. In markets where mutual gains from trade are possible, the no-trade results do not apply. Our main contribution is to run side-by-side markets with and without gains from trade. By comparing trading activity under the two conditions, we can assess how effectively, and through which channels, the no-trade logic is incorporated into the behavior of our subjects.

In our laboratory setting, subjects first spend some time learning about a noisy relationship between an asset value and two clues. Then they enter a trading phase in which each subject receives a signal (typically one of the two clues) and has the opportunity to set a bid price at which she is willing to buy one unit of the asset and an ask price at which she is willing to sell one unit. A bilateral trade occurs if her bid is higher than her trading partner’s ask, or vice versa, with the price set equal to the midpoint of the buyer’s bid and the seller’s ask. In markets with no gains from trade, the buyer’s payoff is equal to the realized asset value minus the price, while the seller’s payoff is just the negative of this, so the game is clearly zero-sum. Payoffs are similar in the markets with gains from trade, but on top of this, each party to a successful trade earns an additional fixed sum as a “commission.” This trading game is repeated for 30 rounds, allowing subjects ample time to learn from experience.

The comparison between markets with and without gains from trade provides us with one theoretical prediction: levels of trade should be lower in the latter than in the former. If subjects reason purely by introspection, this difference should be seen immediately, while if they learn from experience, we would expect levels of trade in these two types of markets that ensure a no trade result in competitive equilibrium and show that trade occurs generically when these restrictions are not satisfied. Eliaz and Spiegler (2007) apply a mechanism-design approach in order to examine the extent to which non-common priors create a barrier to speculative bets. Serrano-Padial (2007) provides conditions that rule out all trade, including trades at the expected asset value conditional on pooled information.
to diverge over time. A strict interpretation of the no-trade theorems implies a second prediction: levels of trade in the no-gains markets should be zero. However, this is arguably a problematic benchmark for a laboratory experiment. Although we were careful to keep our instructions neutral, the very act of placing subjects in a market and asking them to set prices probably created some presumption that trade should happen. Also, while subjects did have an incentive to stay for the whole session (they were paid part of their show-up fee on a round-by-round basis), it would not be surprising if some of them found not trading boring and tried to trade for entertainment value alone.\(^3\) To take this into account, we run additional control treatments in which either one or both trading partners’ information is made public. In the latter case, subjects can have no illusion about the scope for informational trade, while in the former case, the disadvantaged subject should find his prospects equally dim. In assessing whether informational trade has been wiped out in our main treatments with no-gain, we will focus on the residual trade in these control treatments, not zero, as a benchmark.

Our results offer broad, but not unqualified, support for the theoretical no-trade predictions. Introspection alone does not lead subjects to equilibrium outcomes, as levels of trade are positive and similar with and without gains in the first few rounds of trade. However, over time trade declines substantially in the no-gains markets while holding steady in the markets with gains from trade. This decline is most pronounced when private information explains relatively more of the asset value and white noise explains relatively less. Analysis of these trends reveals an important role for market feedback, particularly losses. Both short run losses and cumulative trading losses induce subjects to price more cautiously (setting larger bid-ask spreads). Declining trade in the no-gains treatments (relative to the treatments with gains) can be explained partly by stronger reactions to these losses, and partly because losses are more frequent when there are no gains from trade.

One corollary of the no-trade results is that in equilibrium it should be impossible to earn positive rents from trading on private information. We test this implication for the no-gains treatments with a counterfactual exercise: we ask whether a hypothetical trader with private information could have made positive expected profits from trade with our subjects. In our no-gains treatments, these profit opportunities are small and decline over time. This decline is driven mainly by the scarcity of willing trading partners, not by market efficiency: conditional on trade, prices impound only modestly more private information over time.

While the no-trade theorem is a crucial result in financial economics, there appears to be relatively little work that tests it. In the experimental literature, to the best of our

\(^3\)These concerns are, of course, well known in experimental finance. See, for instance, the considerations of Lei et al. (2001) in a study concerning bubbles in asset markets.
knowledge, there is only one other direct test, a recent and independent work by Carrillo and Palfrey (2007). Their treatments study how changes in the trading mechanism and in the deterministic function mapping signals to the asset value affect the frequency of trade. In contrast, we include noise in the asset value function and use variation across treatments to investigate how the ratio of white noise to private information affects trade outcomes and to establish a benchmark level of trade when mutual gains are possible. Thus, the two papers are essentially complementary. Carrillo and Palfrey do report one session, with a bilateral auction and a "sum of signals" form for the asset value, that is similar to our baseline treatment. They observe a positive initial level of trade that falls by about 50% in the second half of the session. This downward trend is broadly consistent with the decline in trade that we report. However, there is no clear pattern of declining trade in their other treatments, nor can changes over time be linked to learning by subjects. In contrast, we show that learning from market feedback explains declining levels of trade in all of our zero-sum treatments. Finally, the level of trade in their experiment seems to be generally higher than in ours, although a formal comparison is impossible on the basis of a single session.

Our work is also complementary to the substantial literature on experimental asset markets (e.g., Forsythe et al., 1982; Plott and Sunder, 1982, 1988; Copeland and Friedman, 1991; for surveys, see Duxbury, 1995; and Sunder, 1995). For the most part, this literature addresses questions about market efficiency and information aggregation, and the predictive power of rational expectations equilibrium, in settings with gains from trade. While we will comment briefly on the first two issues in discussing our results, our focus is on settings where prices are not observed in equilibrium because no-trade occurs.

Also related to our study is experimental work on the “betting game” by Sonsino et al. (2002) and Søvik (2004). The betting game is a simple zero-sum game in which asymmetric information is generated by giving agents different information partitions. Several steps of reasoning (iterated deletion of dominated strategies) should lead agents not to bet (Sebenius and Geanakoplos, 1983). Sonsino et al. (2002), however, find that subjects frequently fail

---

4 This paper is roughly contemporaneous with ours. (We started our experiments in November 2003, and finished the study in 2008.)

5 Plott and Sunder (1988) report one set of treatments in which subjects share the same common value for an asset that is traded in a dynamic double auction. They find that prices generally converge to the correct (pooled private information) asset value in later rounds of the experiment. They also mention in passing that the number of trade declines in later rounds, but the main focus of their paper is elsewhere, and they do not present any formal results on this.

6 The study by Sebenius and Geanakoplos (1983) is extended by Sonsino (1998) to the case where there exists a small probability that players accept the bet when they should reject it. Generically, the result of Sebenius and Geanakoplos (1983) proves to be robust. Recently, the betting game has been revisited by Jehiel and Koessler (2006) in a framework that allows for bounded rationality. Players are assumed to be boundedly rational in the way they forecast their opponent’s state-contingent strategy: they bundle states into analogy classes and play best-responses to their opponent’s average strategy in those analogy classes.
in this type of reasoning: betting occurs frequently and slows down over time only slowly. Søvik (2004) has replicated this study, but with changes including higher stakes and use of the strategy method. She finds that dominance violations and betting occur much less frequently than in Sonsino et al. (2002) and that subjects’ behavior is consistent with two to four steps of iterated reasoning. These betting game studies are complementary to our work in that they operate in a setting tailored for very sharp tests of narrow hypotheses about iterated dominance and levels of reasoning. In contrast, our interest is in understanding how market feedback and other factors influence subjects’ pricing decisions (and thus levels of future trade) in a setting that is closer to a real-world market.

While there do not appear to be any direct tests of the no-trade theorem using field data in the literature (unsurprisingly, given the difficulties discussed above), large empirical trading volumes have spurred many authors to study why investors trade. Grinblatt and Keloharju (2001) use data from the Finnish stock market to identify determinants of buying and selling activity. They find that investors are reluctant to realize losses, that they engage in tax-loss selling activity, and that past returns and price patterns affect trading. Odean (1999) studies investors with discount brokerage accounts and restricts attention to trades for which liquidity, rebalancing, and tax loss motives can plausibly be ruled out. He finds that these trades generated net losses, even before accounting for transaction costs, and offers various conjectures about why these trades were made. These papers are complementary to our own: we exclude most of the determinants of trade that they study in order to focus more sharply on the role of private information, which their data cannot address. Future work linking field and laboratory data would certainly be valuable.

The paper is organized as follows. Section 2 presents the model and its predictions. Section 3 describes the experiment. Section 4 illustrates the main results. Section 5 analyzes subjects’ pricing strategies in the experiment. Section 6 discusses the experimental market efficiency. Section 7 concludes. The Appendix contains some proofs, a description of some auxiliary results of the experiment and the instructions.

2 The Trading Game

Consider the following trading game played by two risk neutral agents. There is an asset worth $V = A + B + X$ to each trader, where $A$ and $B$ are random variables drawn from a joint distribution $F$ and $X$ is drawn independently from $F_X$, with $E(X) = 0$. We assume that $F$ is atomless and has a density $f$ that is strictly positive on its interior, in the following sense: if $A \leq A' \leq B' \leq B$, and $f(A, B) > 0$, then $f(A', B') > 0$. Each of the signals $A$ and $B$ is drawn independently from $F$. In this setting, betting can be an equilibrium outcome.
and $B$ is observed privately by one of the two traders, while neither observes $X$. We will assume that $A$ and $B$ each have support $\mathcal{S}$ and are interchangeable in $F$, so the agents can be considered equally well informed about $V$.\footnote{This symmetry will feature in our experimental design. It is not needed for the no-trade result below, but it is helpful in characterizing some equilibria (of the model with gains from trade) we will present later.} From now on, we will identify an agent with his signal.

In the trading game, each agent will have the opportunity to buy or sell one unit of the asset from the other. After observing their signals, each agent $i$ submits an order $(b_i, a_i) \in \mathcal{P}^2$ consisting of a bid price $b_i$ and an ask price $a_i$ (where $\mathcal{P}$ is a compact subset of the positive real numbers such that $\text{supp}(V) \subseteq \mathcal{P}$). Whenever one agent’s bid price is higher than the other agent’s ask price, one unit is sold from the latter to the former at a price equal to the midpoint of the bid and ask. More formally,

\begin{align*}
\text{if } a_A \leq b_B, & \quad A \text{ sells to } B \text{ at } p = \frac{1}{2} (a_A + b_B); \\
\text{if } a_B \leq b_A, & \quad B \text{ sells to } A \text{ at } p = \frac{1}{2} (a_B + b_A).
\end{align*}

If neither of these conditions holds, there is no-trade between $A$ and $B$. Alternatively, if both conditions hold, both trades are carried out. In this case, there is no net transfer of the asset, but if the two prices are different, there will be a transfer payment between the agents. Notice that this last case is only possible if $a_i \leq b_i$ for at least one agent, that is, if one of the agents offers to sell at a price below his offer to buy.\footnote{This case is allowed for the sake of completeness, but it will not turn out be be of any practical importance. As a matter of fact, in the experiment we will not allow subjects to post an ask lower than the bid.}

Agents maximize expected trading profits, where realized profits are $p - V$ for a sale or $V - p$ for a purchase. Fixing a strategy for agent $B$, i.e., a map from any signal $B$ into a bid $b_B(B)$ and an ask $a_B(B)$, agent $A$’s expected payoff from placing order $(b_A, a_A)$ with signal $A$ is

\begin{align*}
& \Pr (b_B(B) \geq a_A | A) \ E (p - V | A, b_B(B) \geq a_A) + \\
& \Pr (a_B(B) \leq b_A | A) \ E (V - p | A, a_B(B) \leq b_A),
\end{align*}

with a similar expression for agent $B$. If the primitives of the game are common knowledge, then a Bayesian Nash equilibrium of the trading game is a strategy profile for both agents in which each agent’s strategy maximizes his expected payoff with respect to correct expectations about his opponent’s strategy. We will say that an order strategy is regular if $b_i$ and $a_i$ are continuous, differentiable, strictly increasing functions.\footnote{Note that our restriction to regular strategies is imposed mainly to streamline the exposition and could be loosened substantially (at some technical cost).} If agent $B$’s strategy is regular,
we can write agent $A$’s expected payoff as

$$\pi_A ((b_A, a_A): A) = \int_{B\geq b_B^{-1}(a_A)} f(B|A) \left( b_B(B) + \frac{a_A}{2} - A - B \right) dB +$$

$$\int_{B\leq a_B^{-1}(b_A)} f(B|A) \left( A + B - \frac{a_B(B) + b_A}{2} \right) dB.$$ 

A similar expression holds for the expected profit of agent $B$.

Having described our economy, we can now prove the following proposition:

**Proposition 1** There is no BNE in regular strategies for which trade occurs with positive probability.

**Proof.** Suppose, to the contrary, that agent $A$ sells to agent $B$ with positive probability. Then, there exists some $A^*$, with $a_A (A^*) = p^*$, such that $\Pr (b_B(B) \geq p^* | A^*) > 0$. Define $B^*$ to be the signal for agent $B$ for which $b_B(B^*) = p^*$. (We cannot have $b_B(B) > p^*$ for all $B \in S$ since agent $A$ would then be able to raise his ask price slightly and continue to win with probability one but at a higher price. Continuity then implies that $B^*$ exists.)

Agent $A$’s first order condition for the optimality of $a_A (A^*) = p^*$ is then

$$-\frac{1}{b_B'(B^*)} f(B^* | A^*) (p^* - A^* - B^*) + \frac{1}{2} \left( 1 - F(B^* | A^*) \right) = 0.$$ 

The second term is equal to $\frac{1}{2} \Pr (b_B(B) \geq p^* | A^*)$, which is strictly positive by hypothesis. Given strictly monotonic strategies, this implies that $p^* - A^* - B^* > 0$ and $f(B^* | A^*) > 0$. However, agent $B$’s first order condition for the optimality of $b_B(B^*) = p^*$ is

$$\frac{1}{a_A'(A^*)} f(A^* | B^*) (A^* + B^* - p^*) - \frac{1}{2} F(A^* | B^*) = 0.$$ 

Since $f(B^* | A^*) > 0$ implies $f(A^* | B^*) > 0$, this first order condition cannot be satisfied unless $A^* + B^* - p^* \geq 0$, which is a contradiction.

An identical argument rules out a positive probability of sales from agent $B$ to agent $A$, completing the proof. ■

The intuition of the proposition follows the standard line of no-trade results. Conditional on a trade at price $p^*$, neither agent can expect a strictly positive gain, because then the other agent would have to expect a loss. Trade in which both agents expect zero profits cannot survive either. If there were signals $A^*$ and $B^*$ and a price $p^* = E(V | A^*, B^*)$ such that agents with these two signals traded at $p^*$, then the seller must be in the position of
trading with all buyers with signals $B \geq B^*$ and earning zero profits when the buyer's signal is $B^*$. But then he could strictly improve his payoff by raising his ask price: he would lose nothing by dropping the sales to $B = B^*$ buyers and he would improve his sale price versus the $B > B^*$ buyers. The same logic implies that a buyer making zero profit purchases at the margin would be better off if she were to reduce her bid price. Thus, the agents’ exercise of market power rules out even zero expected profit trades.\(^\text{10}\)

The restriction to regular strategies simplifies the proof of the proposition considerably but does not appear to be essential. For example, if we relax strict monotonicity to allow bid and ask functions that pool at particular prices, the no-trade result does not change.\(^\text{11}\)

Note that equilibria without trade always exist. One such equilibrium is the strategy profile in which both agents always ask for the highest price in $P$ and always bid the lowest price in $P$, but there are, of course, many others.

### 2.1 The Trading Game with Gains from Trade

Our baseline treatments will replicate the trading game just described in the laboratory. It would be unreasonable to expect experimental subjects to align perfectly with theory, so in practice we expect to see some positive frequency of trade. If we observe, for example, that trade occurs in 10% of subject pairings, we will need a method to evaluate whether this should be viewed as a failure or a qualified success for theory. Toward that end, we now amend the trading game to include gains from trade. Thus revised, the trading game does admit equilibria with positive levels of trade. By running treatments with small gains from trade, we construct a frame of reference for the baseline results: if the baseline treatments generate levels of trade near the “upper bound” of the gains treatments, this is bad news for the theory. Alternatively, if the baseline treatments diverge from the gains treatments in the direction of zero trade, this supports the theory.

The trading game with gains from trade is identical to the baseline model described above in rational expectations competitive equilibrium versions of the no-trade theorem, individual agents cannot influence the price as they do here, but risk aversion often plays a similar role in shutting down zero-profit trade. We expect that adding risk aversion should only strengthen the no-trade result for our trading game. We have not attempted a proof of this since risk neutrality is a relatively reasonable assumption for the payoffs at stake in our experiment.

\(^{10}\)In rational expectations competitive equilibrium versions of the no-trade theorem, individual agents cannot influence the price as they do here, but risk aversion often plays a similar role in shutting down zero-profit trade. We expect that adding risk aversion should only strengthen the no-trade result for our trading game. We have not attempted a proof of this since risk neutrality is a relatively reasonable assumption for the payoffs at stake in our experiment.

\(^{11}\)The logic is roughly the following. Suppose that there is pooling at some price $p^*$: that is, there are intervals $[A, \bar{A}]$ and $[B, \bar{B}]$ such that $a_A(A) = b_B(B) = p^*$ for all $A \in [A, \bar{A}]$ and $B \in [B, \bar{B}]$. Then we must have $E[V|A, B \in [B, \bar{B}]) \leq p^*$ and $E[V|B, A \in [A, \bar{A}]) \geq p^*$, otherwise sellers with signal $A$ and buyers with signal $B$ would not be willing to trade at $p^*$. But because $V$ is strictly increasing in the two signals, we have $E[V|B, A \in [A, \bar{A}]) < E[V|B, A] < E[V|A, B \in [B, \bar{B}])$, contradicting the pair of inequalities above. Loosely, the most and least enthusiastic sellers in one pool of signals, and the most and least enthusiastic buyers in another pool of signals cannot all be kept indifferent about the prospect of trade with each other.
with one exception: now, whenever a trade takes place, the seller and buyer each receive a fixed amount \( c \) in addition to their trading profits. One could think of \( c \) as a type of fixed-fee commission. Consequently, every trading opportunity is associated with total gains from trade equal to \( 2c \). One can imagine introducing gains from trade in many alternative and perhaps more realistic ways, but this formulation has two appealing features: it is very easy for subjects to grasp and it will permit us to compute equilibria.

This game typically has many equilibria, including the trivial no-trade equilibrium which survives the presence of gains from trade. Since we are interested in upper bounds on the level of trade that should be observed in the laboratory, we focus on identifying the equilibria that generate the highest levels of trade. Figure 1 presents symmetric equilibrium strategies for some parameter specifications that we will use in two treatments of the experiment, later called treatments GT1 and GT2. In these treatments, the commission \( c \) is equal to 5 (which is equivalent to 10% of the average asset value). The parametric distributions of \( A, B, \) and \( X \) used for these treatments can be found at the beginning of Section 3.3. For each treatment, we show the equilibrium bid and ask functions for which the probability that a pair of agents trades is highest. In Table 1 we present summary statistics for these equilibria, which requires defining some terms.\(^\text{12}\) Given bid and ask strategies \((b, a)\) and a signal realization \( S \), we define an agent’s spread to be \( a(S) - b(S) \). His average spread is just his expected spread over all signal realizations. We define the value transferred between two agents to be \( |V - p| \) if trade occurs and 0 otherwise. The average value transferred is the unconditional expectation of this transfer payment (including events in which trade does not occur).\(^\text{13}\) Conditional on trade, the absolute price prediction error is defined to be \( |\varepsilon_p| = |p - E(V|A,B)| \). The percentage of trade is just the equilibrium probability that a pair of agents trades.

We will develop these concepts more as we go forward, but for now note that an agent with a larger spread will tend to trade more rarely and at more advantageous prices. The value transferred measures how much one party gains and the other loses on average, net of any commissions. Value transferred is a reasonable measure of average profits and losses, but because the asset value contains noise that neither trader observes, value transferred is not a good measure of price efficiency. For this, we have the price prediction error which captures (in the event of trade) how closely the price tracks the best feasible forecast of \( V \),

\(^\text{12}\)In the table, for the sake of comparison, we also present the equilibrium statistics for the cases of \( c = 2 \) and \( c = 8 \).

\(^\text{13}\)Value transferred is typically on the order of a few pence per match. Later, in the results, we will report the total value transferred over five rounds of a treatment. With five sessions per treatment and 16 matches per round, this represents the sum over 400 matches, so the values there will be on the order of several pounds.
given the agents’ pooled information.

**Figure 1:** Symmetric Equilibrium Strategies with Gains from Trade

![Symmetric Equilibrium Strategies](image)

It is also worth noting that the equilibrium outcomes are quite sensitive to the value of the commission. Even a small change (e.g., from 5 to 8) changes the percentage of trade and the other values considerably. In the remainder of this section we provide a relatively informal discussion of how these equilibria were computed. Readers who wish to skip to the description of the experiment should feel free to do so, while those who are interested in the more technical details will find them in the appendix.

**Table 1:** Equilibria with Gains from Trade: Summary Statistics

| c  | % Trade | Value Transferred | $|\epsilon_p|$ | Average Spread |
|----|---------|------------------|-----------|--------------|
| GT1|         |                  |           |              |
| 2  | 2%      | 0.03             | 0.42      | 60.59        |
| 5  | 14%     | **0.24**         | **1.07**  | **33.28**    |
| 8  | 43%     | 1.09             | 2.04      | 25.51        |
| GT2|         |                  |           |              |
| 2  | 8%      | 0.86             | 0.42      | 24.80        |
| 5  | 62%     | **6.33**         | **1.98**  | **5.68**     |
| 8  | 97%     | 11.49            | 2.02      | 2.89         |

Value transferred, absolute price prediction error and average spread are expressed in pence per match.

Let us say that a bid function $b$ is *separating* on a price interval $P$ if there is a signal interval $S' \subseteq S$ such that $P = b(S')$ and $b$ is strictly increasing and differentiable on $S'$.
Alternatively, say that $b$ pools at a price $p$ if the set of signals $S$ for which $b(S) = p$ has positive measure. The same terminology will apply to ask functions. A strategy $(b, a)$ is fully separating if each function is separating on its entire image. Our equilibrium analysis will be directed toward constructing symmetric equilibria in fully separating strategies, if they exist. Where they do not, we look for equilibria that are “almost fully separating.” There are two practical reasons for this approach. First, our main objective from the analysis is a theoretical upper bound on the level of trade that we can take to our experimental treatments. Many equilibria of this trading game typically exist, ranging from the trivial no-trade equilibrium to equilibria with various patterns of pooling and separation. Characterizing all of these equilibria is unrealistic, but extensive numerical exploration indicates that the highest levels of trade are achieved in equilibria with separating (or almost separating) strategies. Second, equilibria with more extensive pooling require buyers and sellers to coordinate expectations at particular, and sometimes arbitrary, prices. A priori, delicate coordination of this sort among experimental subjects seems unlikely, and we see no evidence of clustering at particular prices in our data.

To fix ideas, consider a prospective symmetric, fully separating equilibrium $(b, a)$ with inverse order functions $\beta = b^{-1}$ and $\alpha = a^{-1}$. Consider the bid $\tilde{b}$ of a buyer who observes signal $B$ and faces an opponent who observes $A$ and uses strategy $(b, a)$. The expected payoff associated with this bid is:

$$\pi(\tilde{b} \mid B) = \int_{A \leq \alpha(\tilde{b})} f (A \mid B) \left( A + B - \frac{1}{2} a(A) - \frac{1}{2} \tilde{b} + c \right) dA. \quad (1)$$

In a symmetric equilibrium, this payoff will be maximized at $\tilde{b} = b(B)$. Notice that here, because of the commission, the profit from the marginal purchase (when $A = \alpha(\tilde{b})$ and therefore $p = \tilde{b}$) can be positive even when the expected value of the asset is below the sale price ($A + B - \tilde{b} < 0$). The fact that this marginal trade can be simultaneously profitable for both the buyer and the seller is, of course, what allows trade to survive. The profitability of inframarginal purchases ($A < \alpha(\tilde{b})$) depends on the ($A - \frac{1}{2} a(A)$) portion of the integrand. If ask prices fall relatively quickly with declining $A$, then buying from sellers with low signals can be profitable. Alternatively, if ask prices drop slowly as $A$ declines, then the standard lemons logic applies: expected profits can be negative even if the marginal purchase is profitable.

These considerations help to illuminate the optimality conditions for equilibrium. If the ask function is strictly increasing and differentiable near $\alpha(\tilde{b})$, then local optimality dictates

---

14 Of course, every agent can act as both a buyer and a seller. The shorthand term “buyer” (or “seller”) should be taken to mean “an agent acting in his capacity as a buyer (or as a seller).”
a first order condition for (1) that can be written as a differential equation for $\alpha'$. When $\alpha'$ is too large, a slightly higher bid suffices to attract additional sellers with much higher signals, which tends to be profit improving. Conversely, when $\alpha'$ is too small, the buyer can reduce its bid and purchase from essentially the same pool of sellers, but at a better price. The first order condition ensures that neither of these deviations is attractive. Similar conditions apply to best response asks, leading to a first order condition involving $\beta'$. Together, these comprise a pair of coupled differential equations in $\alpha$ and $\beta$ that must be satisfied to meet local optimality.\textsuperscript{15}

A candidate solution to these differential equations must be checked to ensure that the equilibrium strategy is also a global best response to itself. For example, a bid may be locally optimal and nonetheless generate an expected profit in (1) that is negative; in this case, the buyer would be better off submitting a high bid that has no chance of trading. The potential adverse selection problem here—that only agents with bad news about $V$ are willing to sell—is standard. The twist here is that imposing global optimality will tend to place additional limits on the slopes of $b$ and $a$: as noted above, larger $b'$ and $a'$ tend to mitigate the adverse selection problem while smaller slopes tend to exacerbate it. For a buyer, the idea is that as the pool of sellers ($A$) deteriorates, the adverse selection problem is less severe if the price (linked to $a(A)$) also declines quickly and more severe if $a(A)$ declines slowly. In practice, these global conditions must be checked on a case by case basis. For some parameter values, they are satisfied, and a fully separating equilibrium exists. In other cases they fail, usually for a subset of the highest and lowest signals. In these cases, it is generally possible to construct a patched equilibrium with separation over some range $[p_l, p_h]$ of prices. Sellers (buyers) who would be instructed by the first order conditions to ask (bid) for more than $p_h$ will instead place non-competitive asks (pool at $p_h$). The situation at $p_l$ is just the reverse.

3 The Experiment

We ran the study in the Experimental Laboratory of the ELSE Centre at the Department of Economics at UCL between November 2003 and May 2008. We recruited subjects from the ELSE experimental subjects pool, which includes mainly UCL undergraduate students across all disciplines. They had no previous experience with this experiment. Overall, we recruited 280 subjects to run 7 treatments. For each treatment we ran 5 sessions and each session involved 8 subjects.

The sessions started with written instructions given to all subjects (reported in Ap-\textsuperscript{15}Of course, local optimality requires checking a second order condition as well; this condition is satisfied.
We explained to participants that they were all receiving the same instructions. Subjects could ask clarifying questions, which we answered privately.

The experiment consisted of two phases. In a first phase ("learning phase") subjects could learn how the value of an asset was determined. In a second phase ("trading phase") they had the possibility of trading the asset.

### 3.1 The Learning Phase

In this part of the experiment, subjects went through 30 rounds in which they were provided with certain information about the value of the asset and then asked to predict such a value.

Recall that the asset value is $V = A + B + X$. Out of the 8 subjects in each session, four, randomly chosen, were exposed first only to clue $A$ and then to both clues. The other four were exposed first to clue $B$ and then to both clues. Subjects could learn the relation between the clues and the asset value by repeatedly predicting this value on the basis of the clue(s) and receiving feedback afterwards.\(^{16}\)

A more detailed description of this phase is as follows. First, in the instructions subjects were informed that the value of the asset (in the instructions simply labeled as a "good") was between 0 and 1 pound sterling. They were also told that the asset value depended on various factors and that two of these were "clue $A$" and "clue $B$." Second, on the computer screen, they were shown a table with a sample of 10 values for the asset and 10 for the corresponding clue (clue $A$ for the first group and clue $B$ for the second).\(^{17}\) The purpose of the table was to give subjects the chance to begin to form inferences about the relation between the clue and the value. When subjects were ready to proceed, they moved on to a prediction stage. In each round of this stage, the computer generated a new triple $(A, B, V)$. Each subject was shown his corresponding clue (either $A$ or $B$) and asked to predict the value of the asset based on the clue they received. After the prediction, the true asset value was revealed. This was repeated for 15 rounds. Then subjects went through a stage of learning with both clues. First, they were shown another sample table on the screen, this time with 10 values of the asset and of both clues. Then, in the 15 last rounds, they observed the value of both clues, made their predictions and received feedback as above.

In order to induce accurate predictions, we used a standard, quadratic, scoring rule: for

---

\(^{16}\)In the theoretical model outlined in the previous section, we computed the equilibria under the assumption of common knowledge of the relation between clues and the asset value. Since most facts about the world are not revealed by public announcement, common knowledge is often motivated as the (idealized) culmination of a long period of learning in a stable environment. Our objective here is to take that motivation seriously: subjects had a reasonable, and realistic, chance to approach common knowledge of the model through this learning phase.

\(^{17}\)The table (identical for subjects receiving the same clue) is reported in the Appendix.
a prediction with a mistake of $x$ pence a subject obtained GBP3.00 $- \frac{3}{1000}x^2$. In particular, subjects were paid according to their prediction in two randomly chosen rounds: one selected from rounds 11-15 and another selected from rounds 25-30. Of course, after each prediction, when subjects were informed of the true value of the good, they could also see on the screen the potential payoff for that prediction.

3.2 The Trading Phase

In the second phase of the experiment, subjects had the opportunity to trade in a series of 30 rounds. The trading game in each round resembled the theoretical model described in Section 2. In each round subjects received a clue (as in the learning phase) about the asset value and had to submit two numbers: a bid price and an ask price. They were also given the option of selecting a “no-trade” button, which automatically set the bid and ask prices at 0 and 100 pence, respectively.

The subjects, who in the first 15 rounds of the learning phase had seen clue $A$ ($B$), received clue $A$ ($B$) also in the trading phase. Each of the four subjects receiving clue $A$ was matched (i.e., had the opportunity to trade) with each of the four subjects receiving clue $B$, thus generating 16 pairings. Trade occurred between two subjects whenever the bid price of a subject was higher than the ask price of the other subject. In this case, the transaction price was set equal to the average of the buyer’s bid and the seller’s ask. Otherwise there was no exchange of the asset between those two participants. As a subject could trade with up to four other subjects, it could happen that, for instance, a subject bought in one match, sold in another and did not trade in the others.

For each round, we gave subjects an endowment of 20 pence, regardless of whether trade occurred or not. In addition to this, they could earn (or lose) money by trading. For each purchase, the subject earned the difference between the true value of the asset and the price. Similarly, for each sale, he earned the difference between the price and the true value. For the treatments with gains from trade, a subject was given an additional 5 pence for each trade.

After each trading round, subjects received feedback: they could see the true value of the asset, the bid and ask prices set by the four participants of the other group (whom he was matched with), the price of the transactions (if any) and, the payoff for that round.

Finally, before leaving, subjects filled out a short questionnaire, in which they reported some personal characteristics (e.g., gender, age, knowledge of mathematics) and answered questions on their behavior and on their beliefs on other subjects’ behavior in the experiment.

---

18 We imposed the constraint that the bid had to be weakly lower than the ask.
Immediately after completing the questionnaire, subjects were paid in private and could leave the laboratory. The payment was equal to the sum of the per-round payoffs of the trading phase, the selected two round payoffs of the learning phase and a fixed fee of £5. The average payment per subject was £16.50 (approximately $32) for a session lasting about 2.5 hours on average.

3.3 Experimental Design

We ran seven treatments in total, and our main focus here will be on four of these: two baseline treatments (B1 and B2) with no gains from trade and two gain from trade treatments (GT1 and GT2) with a positive commission. All the treatments differed only in the Trading Phase, whereas the Learning Phase was identical across them.

In all treatments, the asset value was equal to the sum of the two signals plus a noise term: \( V = A + B + X \). The components of \( V \) were always coordinated so that \( V \) would have support on the interval \([0, 100]\). The clues \( A \) and \( B \) were random variables composed of a common factor \( z \) and two independent factors \( \tilde{A} \) and \( \tilde{B} \):

\[
A = \tilde{A} + z, \quad B = \tilde{B} + z.
\]

The main purpose of the common factor \( z \) was to camouflage slightly the simple relationship between the clues and the value, presenting subjects with a learning task that is neither too difficult nor trivially obvious. In every treatment, \( z \) was distributed uniformly on an interval of length 15. Because \( z \) appears twice (once in \( A \) and once in \( B \)), it explains 30 pence of the potential 100 pence of variation in \( V \).

The remaining 70 pence of variation in \( V \) comes from information (\( \tilde{A} \)) contained only in clue \( A \), information (\( \tilde{B} \)) contained only in clue \( B \), and from noise (\( X \)). We study two settings: one in which the ratio of variation due to private information relative to noise is high (B1 and GT1), and one in which that ratio is low (B2 and GT2). In the high information-noise ratio treatments, \( \tilde{A} \) and \( \tilde{B} \) are distributed uniformly and independently on \([1.5, 33.5]\), while \( X \sim U[-3, 3] \). In the low information-noise ratio treatments, \( \tilde{A} \) and \( \tilde{B} \) are distributed uniformly and independently on \([5, 20]\), and \( X \sim U[-20, 20] \). Finally, in treatments B1 and B2, we set \( c = 0 \) (no gains from trade), while in GT1 and GT2 we set \( c = 5 \).

The variation in gains from trade (B1 and B2 vs. GT1 and GT2) provides context for evaluating whether our no-trade predictions are close to being satisfied. Theory predicts no-trade in B1 and B2 but allows for positive trade in GT1 and GT2, so if we find (for example) that trade is much rarer in B1 than in GT1, we can take this as support for the theory.
Our interest in the ratio of private information to noise is motivated more informally. The equilibrium prediction of no-trade in B1 and B2 is completely unaffected by the relative importance of $\tilde{A}$, $\tilde{B}$, and $X$. However, in our experiments, we expect subjects to learn about the asset value and the profitability of trade through trial and error. In other words, with due respect to introspection, it seems likely that they learn the consequences of ignoring an opponent’s private information from experience. Because in B1 the losses suffered by ignoring an opponent’s information can be more severe ($|A - B|$ can be larger) and harder to misattribute to bad luck ($X$ is smaller), we might expect subjects to approach the no-trade prediction faster in B1 than in B2. Alternatively, if subjects persistently fail to account for opponents’ private information, then trade should remain higher in B1 than in B2, because disagreements about the asset value (reflected by $|A - B|$) will tend to be larger in B1.

For the two treatments with gains, the variation in $\tilde{A}$ and $\tilde{B}$ does play a role in the formal equilibrium predictions, but the white noise $X$ does not. As discussed in Section 2, a higher upper bound level of trade is predicted in GT2 than in GT1, essentially because larger differences in private information in GT1 force agents to trade more cautiously. These predictions, however, only apply if our subjects have learned to model asset values correctly. An alternative conjecture is that more “model uncertainty” will persist in GT2 (because $X$ is larger) and that this will tend to disrupt subjects from coordinating successfully on trade at a price near $V$.

In addition to these four main treatments we ran two control treatments.19 We label these control treatments as CE (control-equal information) and CU (control-unequal information). Both these treatments serve as controls for B2 and GT2 since they have in common the same parameter distributions.20 In treatment CE, every subject received both clues $A$ and $B$. In other words, this was a treatment with symmetric information. In treatment CU, instead, in odd periods, the four subjects who in the first 15 rounds of the learning phase had seen clue $A$ received clue $A$ while the other four subjects received both clues $A$ and $B$; in even periods, the inverse was true, i.e., subjects who in the learning phase had observed clue $B$ received clue $B$ and the others received both clues $A$ and $B$. In other words, in this treatment some subjects were better informed than their counterparts.

These control treatments are intended to measure residual levels of trade that are plausibly unrelated to differences in private information. In CE, there is literally no private

---

19We ran one additional control treatment which was identical to B2, except with lower incentives. Specifically, in each round, a subject traded only with one (randomly matched) subject with the other signal, rather than with all four opponents. The results were generally similar to B2, and we do not report them here.

20We did not run control treatments for B1 and GT1 for reasons that will be clearer later, when we discuss the results.
information, while in CU, one of the two trading partners always has no private information. Nonetheless, we can imagine other reasons that subjects might trade in these settings. Subjects may trade because they believe themselves to be superior predictors of the asset value, because they are risk-loving or overconfident, or for a variety of other reasons related to non-standard preferences or behavioral biases. Moreover, subjects may trade simply because they find not trading boring. These motives can be very difficult to observe and disentangle, even in a laboratory setting, and our only objective here is to try to control for them. If one is willing to believe that these sources generate similar amounts of trade in all of our treatments, then we can identify information-based trade off of the differences between our baseline treatments and these controls.

4 Evidence About Strategies and Trading Activity

Because our principal objective is to understand whether and how the no-trade result is confirmed in the laboratory, we will concentrate our analysis on the trading phase of the experiment. Although the learning phase is mainly in a supporting role, we will discuss some of its highlights in the appendix.

4.1 An Overview: Spreads and Trading Activity

4.1.1 B1 and GT1

We begin with an overview of the two treatments in which the ratio of private information to noise was high, B1 and GT1. We focus on three outcome variables: percentage of matches with trade, value transferred, and spreads. The percentage of trade is the outcome that should be zero for the baseline treatments, according to theory.\footnote{The unit of observation here is a match and not a subject, in order to avoid duplications. Recall that in each round there are 16 matches, since four subjects in group A can trade with four subjects in group B.} Note that the percentage of trade does not tell us anything about the size of gains and losses from trade. If trade is frequent but always occurs at a price close to $V$, then the deviation from theory might be regarded as minor; conversely, if trade is rare but always involves large gains and losses, we might hesitate to say that the theory is confirmed. Valued transferred, which is equal to $|V - p|$ if trade occurs or 0 if not, lets us assess this. In this section, we report the total value transferred for each treatment over all of the matches in a block of five rounds.\footnote{With five sessions per treatment and 16 matches per session, this means that the number we report is the total value transferred over 400 matches. For comparison, note that the equilibrium value transferred reported in Table 1 refers to one match only.} Both of these outcomes are produced by the interaction of subjects’ order strategies. The average

\[\text{Spread} = \frac{\text{Value Transferred}}{\text{Number of Matches}}\]
spread measures those strategies directly; subjects who set larger spreads will trade less often and at more favorable prices.

Table 2 summarizes these outcomes, grouping the 30 rounds of play into six 5-round blocks. The trend over time is strikingly different in the two treatments. In treatment B1 the average spread starts at approximately 24 and then increases monotonically to reach almost 40 by the end of the experiment. In GT1, instead, it starts at approximately 20 and remains almost constant for the entire experiment. As a result of these different pricing strategies, the trading activity also looks significantly different.

<table>
<thead>
<tr>
<th></th>
<th>Rounds</th>
<th>1-5</th>
<th>6-10</th>
<th>11-15</th>
<th>16-20</th>
<th>21-25</th>
<th>26-30</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Spread</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment B1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.03</td>
<td>23.05</td>
<td>28.93</td>
<td>31.33</td>
<td>33.61</td>
<td>39.40</td>
</tr>
<tr>
<td>Treatment GT1</td>
<td></td>
<td>19.43</td>
<td>21.15</td>
<td>20.55</td>
<td>20.18</td>
<td>21.10</td>
<td>21.68</td>
</tr>
<tr>
<td><strong>% of Matches with Trade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment B1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30.0</td>
<td>22.5</td>
<td>20.3</td>
<td>17.8</td>
<td>14.2</td>
<td>7.3</td>
</tr>
<tr>
<td>Treatment GT1</td>
<td></td>
<td>35.0</td>
<td>20.7</td>
<td>35.7</td>
<td>38.5</td>
<td>31.2</td>
<td>30.7</td>
</tr>
<tr>
<td><strong>Value Transferred</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment B1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.64</td>
<td>7.78</td>
<td>7.63</td>
<td>6.07</td>
<td>4.72</td>
<td>2.07</td>
</tr>
<tr>
<td>Treatment GT1</td>
<td></td>
<td>11.78</td>
<td>6.60</td>
<td>11.38</td>
<td>11.77</td>
<td>9.24</td>
<td>7.19</td>
</tr>
</tbody>
</table>

For each treatment, averages are computed over all 5 sessions. Average spread is the average individual spread, expressed in pence. Value transferred is the sum of |V − p|, expressed in pound sterling.

In treatment B1 the percentage of trade decreases steadily from 30% to 7.3%. In GT1, instead, there is no clear trend and the frequency of trade is almost always above 30%. The pattern for value transferred is similar: the two treatments begin at similar levels, but value transferred declines monotonically in the treatment with no gains while remaining roughly constant in the treatment with gains. By the end of the experiment the difference between the two treatments is substantial. Tests for the last 15 rounds of trade indicate that these differences are statistically significant at any reasonable significance level: spreads are higher

---

23 As mentioned in the introduction, Palfrey and Carrillo (2007) report one session with a structure similar to B1 with the following key differences: (i) their asset value is the sum of signals with no noise, and subjects are told this; (ii) their subjects have fixed roles - sellers cannot buy and buyers cannot sell; (iii) buyers are price-takers; (iv) there are 20 rounds. They report that the level of trade drops from 31.7% in the first 10 rounds to 21.7% in the second ten rounds. If sales to or from either partner had been possible, as in B1, presumably both numbers would be larger. In other treatments that are less similar to ours, they find smaller declines or increases in trade over time. While we reiterate that a formal comparison with this single session is unjustified, it is interesting to note that in our treatment B1, the frequency of trade is 26.1% in the first 10 rounds, 19.0% in the second 10 rounds, and 10.8% in the final ten rounds. Had our experiment ended after 20 rounds, the decline in trade would have looked rather modest.
(p-value = 0.000) and the percentage of trade and value transferred are significantly lower (p-value = 0.000 and p-value = 0.001 respectively) in the baseline treatment.\(^{24}\)

Mean spreads alone cannot explain all of the nuances of trading outcomes; other factors including subjects’ accuracy in predicting the asset value and heterogeneity in spreads also matter. We will return for a more detailed look at the determinants of trade later, but for now, the basic picture seems clear. Behavior starts at similar levels with and without gains, but in the no gains treatment spreads quickly increase, driving trade down to a very low level by the end of the experiment.

4.1.2 B2 and GT2

Now we discuss the results in treatments B2 and GT2. Recall that these treatments differ from the previous ones in that there is less private information and more noise in the composition of the asset value. Table 3 shows the evolution of spreads, percentage of trade and value transferred over time. For B2, the mean spread is steadily increasing over time, starting at 20 and ending at 31. As a result, the percentage of trade falls almost monotonically from 28.6 to 19.6 and so does value transferred, from an initial value of £11.02 to a final one of £6.13. These outcomes start at initial levels that are similar to B1 and trend in the same direction, but the trend is weaker: final spreads are lower, and trade is higher, than in B1.\(^{25}\)

Treatment GT2 is qualitatively similar to GT1: our three outcome variables remain fairly constant over time in both treatments. The levels of the average spread and value transferred are not significantly different between GT1 and GT2, but the percentage of trade is significantly lower in GT2 (at the 5% level).\(^{26}\)

Significance tests over the last 15 rounds of play confirm that the divergence between the gains and no gains treatments is not as strong for B2 and GT2 as it was for B1 and GT1. The average spread is roughly 29 for B2 versus 19 for GT2, a difference which is significant at the 10% level (p-value = 0.059). The percentage of trade is 19 in B2 and 22.4 in GT2, while value transferred is £7.91 in the former treatment and £11.51 in the latter; neither of these differences is significant at the 10% level (although value transferred is close, with a p-value of 0.119). A natural conjecture is that learning is slower in B2 because it is harder

\(^{24}\)Observations are not independent, since the same subjects set the spreads many times, interact within each session and feature in different trading matches per round. We take into account cross-sectional as well as time-series dependence and compute standard errors by bootstrap (1000 replications), clustering at the session level. This remark applies to all our results involving standard errors. If not otherwise specified, we compare treatments pairwise using a one-tailed test.

\(^{25}\)These differences between B1 and B2 are not statistically significant over the final 15 rounds, except for value transferred, which is significantly higher in B2 (at the 5% level). For the comparison of B1 and B2 we use a two-tailed test.

\(^{26}\)For the comparison of GT1 and GT2 we use a two-tailed test.
for subjects to distinguish losses due to bad luck from losses due to an incautious strategy when asset values are noisier. We will have more to say about this in Section 5. The fact that realized trade does not diverge much between B2 and GT2, despite the increasing spreads in B2, appears puzzling at first glance. One must bear in mind that these statistics do not control for the degree to which the two private clues “disagree.” If the size of $|A - B|$ affects the likelihood of trade (and we will see in Section 4.2 that it does), then stochastic variation in this clue disagreement across treatments can have a confounding effect when we compare their levels of trade. When we control for $|A - B|$ in Section 4.2, the divergence between B2 and GT2 looks substantially sharper.

<table>
<thead>
<tr>
<th>Table 3: Descriptive Statistics by Treatment: B2 and GT2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rounds</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1-5</td>
</tr>
<tr>
<td>Average Spread</td>
</tr>
<tr>
<td>Treatment B2</td>
</tr>
<tr>
<td>20.04</td>
</tr>
<tr>
<td>Treatment GT2</td>
</tr>
<tr>
<td>20.67</td>
</tr>
<tr>
<td>% of Matches with Trade</td>
</tr>
<tr>
<td>Treatment B2</td>
</tr>
<tr>
<td>28.5</td>
</tr>
<tr>
<td>Treatment GT2</td>
</tr>
<tr>
<td>25.7</td>
</tr>
<tr>
<td>Value Transferred</td>
</tr>
<tr>
<td>Treatment B2</td>
</tr>
<tr>
<td>11.02</td>
</tr>
<tr>
<td>Treatment GT2</td>
</tr>
<tr>
<td>14.74</td>
</tr>
</tbody>
</table>

For each treatment, averages are computed over all 5 sessions. Average spread is the average individual spread, expressed in pence. Value transferred is the sum of $|V - p|$, expressed in pound sterling.

### 4.1.3 Controls for B2 and GT2

The preceding results tell us that trade in both baseline treatments diverges from the gains from trade treatments (albeit less substantially for B2 with respect to GT2) and trends toward zero. Nevertheless, there appears to be a residual level of trade that is not erased with experience (at least not within 30 rounds). This is particularly true for treatment B2. We would like to know whether this residual trade survives because subjects insufficiently account for asymmetric information, or whether some other cause is to blame.

To address this, it is worth looking at the results for our two control treatments, CE and CU (Table 4). Recall that these two treatments had the same parameterization of the signals and asset value as B2 and GT2, but they differed in which information was provided to subjects. In CE there was no private information at all: every subject received both clue A and clue B in every round. In CU, the asymmetry in private information was stark: in
each match, one subject received both clues and the other received only one.

In treatment CE, trade cannot be generated by differences in private information, since all subjects have the same information. Nonetheless, trade hovered just above 10% throughout the treatment and sank only to 10.7% over the last five rounds. Similarly, the value transferred remained fairly constant over time and was equal to £6.64 in the last five rounds. Statistical tests show that we cannot reject the hypotheses that the percentage of trade and the value transferred in the last 15 rounds are equal in treatments B2 and CE (p-value = 0.106 and p-value = 0.248 respectively).

In treatment CU, only one subject had private information, so the imbalance should have been hard for the disadvantaged subject to ignore. Nonetheless, trade remains at 11.5% over the last five rounds, with value transferred of £4.79. Over the last 15 rounds, value transferred is not significantly different between CU and B2 (p-value = 0.278). The percentage of trade appears to be lower in CU than in B2, but the difference is only significant at the 10% level (p-value = 0.098).

Together the evidence from these two control treatments suggests that much of the residual trade in B2, perhaps most of it, should not be attributed to subjects underestimating their opponents’ private information. We can suggest at least three explanations for the persistence of a roughly 10% level of trade, even when subjects do not have private information. One is that subjects disagree about how the asset value is related to the clues. Another is that subjects’ strategies vary due to experimentation and errors, and this can generate some trade. Third, and importantly, attempting to trade was the only activity in which subjects could engage. It is possible that some subjects tried to trade out of boredom or a sense that this was what they were supposed to do.

4.2 Trading Activity and Differential Information

In order to illuminate the parametric and behavioral roots of differences in trade between B1/GT1 and B2/GT2, it is useful to write down a model of how strategies and signals interact to generate trade. Below, we develop a very simple, ad hoc model in which strategies are linear in signals. While this model is only illustrative and has no theoretical foundation, one can see from Figure 1 that linear strategies are roughly consistent with equilibrium in GT1 and GT2.

Suppose that subject $i$ uses the following bid and ask strategies with a signal $S$: \[ b(S) = mS - b + \varepsilon_{ib}, \quad a(S) = mS + a + \varepsilon_{ia}. \]
Table 4: Descriptive Statistics by Treatment: CE and CU

<table>
<thead>
<tr>
<th>Rounds</th>
<th>1-5</th>
<th>6-10</th>
<th>11-15</th>
<th>16-20</th>
<th>21-25</th>
<th>26-30</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Spread</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Treatment CE</strong></td>
<td>21.02</td>
<td>21.49</td>
<td>21.62</td>
<td>30.92</td>
<td>32.41</td>
<td>34.85</td>
</tr>
<tr>
<td><strong>Treatment CU</strong></td>
<td>20.06</td>
<td>25.81</td>
<td>22.82</td>
<td>28.81</td>
<td>29.43</td>
<td>34.85</td>
</tr>
<tr>
<td><strong>% of Matches with Trade</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Treatment CE</strong></td>
<td>12.5</td>
<td>19.5</td>
<td>14.5</td>
<td>13.0</td>
<td>12.7</td>
<td>10.7</td>
</tr>
<tr>
<td><strong>Treatment CU</strong></td>
<td>23.5</td>
<td>17.0</td>
<td>16.7</td>
<td>14.2</td>
<td>13.0</td>
<td>11.5</td>
</tr>
<tr>
<td><strong>Value Transferred</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Treatment CE</strong></td>
<td>5.00</td>
<td>7.04</td>
<td>8.44</td>
<td>6.18</td>
<td>5.68</td>
<td>6.64</td>
</tr>
<tr>
<td><strong>Treatment CU</strong></td>
<td>13.51</td>
<td>7.98</td>
<td>7.35</td>
<td>6.81</td>
<td>8.24</td>
<td>4.79</td>
</tr>
</tbody>
</table>

For each treatment, averages are computed over all 5 sessions. Average spread is the average individual spread, expressed in pence. Value transferred is the sum of $|V - p|$, expressed in pound sterling.

That is, all agents use the same linear strategies in $S$, with constants $\bar{a}$ and $\bar{b}$, and heterogeneity in the form of idiosyncratic zero-mean shocks $\varepsilon_{ib}$ and $\varepsilon_{ia}$. Let us endow subjects $i$ and $j$ with signals $A$ and $B$ respectively, and suppose, without loss of generality, that $A < B$. Then $i$ will sell to $j$ with probability

$$
\Pr\left(\varepsilon_{ia} - \varepsilon_{jb} < m |B - A| - \overline{\text{Spread}}\right),
$$

where $\overline{\text{Spread}} = \bar{a} + \bar{b}$. The event that the agent with higher signal sells to the agent with a lower signal involves a similar expression, but because $A - B$ replaces $|B - A|$ on the righthand side of the inequality, it is less likely. For our illustrative purposes, we will assume that the expression above approximates the total probability of trade.

This formulation helps to unpack some of the determinants of trade. All else equal, trade is less likely when the average spread is higher, and more likely when the subjects’ private signals disagree more, or when they put more weight on that information (higher $m$). Greater heterogeneity across subjects (higher variance for the shocks) has a mixed effect. If the righthand side tends to be negative (making trade unlikely), then higher variance shocks should tend to raise the chance of trade. If the righthand side tends to be positive, then the opposite is true. Perhaps more intuitively, when spreads are large, it takes an unusually high bid and an unusually low ask to get trade—more heterogeneity makes this event more likely. Conversely, when spreads are small, trade will tend to occur unless disrupted by an unusually low bid and high ask, so the effect of heterogeneity goes the other way.
4.2.1 B1/GT1 versus B2/GT2

This framework can inform a comparison between B1/GT1 and B2/GT2. First, let us fix behavior and consider only the parametric differences across the treatments. In treatments B1 and GT1, differences in private information ($|B - A|$) tend to be larger than they are in treatments B2 and GT2; all else equal, this tends to generate relatively more trade in B1 and GT1. Now, consider what happens as subjects adjust their strategies over time. When there is an increase in the average spread (as in B1 and B2), the probability of trade falls, but the decline will be more dramatic in cases where the difference in signals is more frequently large. Where $|B - A|$ is more often small, the probability of trade is already fairly small to start with. This suggests that the failure of B2 and GT2 to diverge sharply may be in part related to the fact that differences in subjects’ signals tend to be small.\footnote{Of course, a concomitant cause may be the different way subjects adjusted spreads over time as a function of the feedback they received. We will turn to this issue in the next section.} If we condition on realizations in which $A$ and $B$ differ a lot, the divergence between B2 and GT2 may look more pronounced.

This hypothesis is investigated in Table 5. We revisit our tests for cross-treatment differences in means over the final 15 rounds, conditioning only on those rounds with the following signal realizations: “low” $|A - B|$ ($|A - B| \leq 5$), “high” $|A - B|$ ($|A - B| \in [10, 15]$), and “very high” $|A - B|$ ($|A - B| \geq 20$). This grouping is motivated by the fact that 15 is the largest possible difference in treatments B2 and GT2; the last grouping applies only to treatments B1 and GT1, for which $|A - B|$ could be as large as 32.

The differences between B1 and GT1 continue to be significant for all three $|A - B|$ groupings. More interestingly, both percentage of trade and value transferred are significantly lower in B2 than in GT2 (at the 5% level) if we condition on matches where the signal difference is high (but not when the signal difference is low). This is consistent with our hypothesis and suggests that, when there are no gains from trade, experience and market feedback are fairly effective in pruning down the number of trades instigated by large differences in private information about the asset value (in both treatments B1 and B2).

4.2.2 Actual versus Theoretical Outcomes in GT1 and GT2

This framework can also shed light on the differences between our experimental outcomes with gains from trade and the equilibrium outcomes reported earlier. The percentage of trade in GT2 is below the theoretical upper bound reported earlier, while trade in GT1 substantially exceeds its theoretical upper bound. Note that the observed spreads in the two treatments are similar, but we know that large differences in signals are much more common.
Table 5: Testing Differences across Treatments Conditioning on Differential Information.

| | \( |A - B| \) low | \( |A - B| \) high | \( |A - B| \) very high |
|---|---|---|---|
| Spread | | | |
| \( H_0 : B_1 = GT_1 \) | 3.66 | 2.84 | 3.03 |
| \( H_{1;B_1>GT_1} \) | (0.000) | (0.002) | (0.001) |
| \( H_0 : B_2 = GT_2 \) | 1.61 | 2.16 | |
| \( H_{1;B_2>GT_2} \) | (0.054) | (0.015) | |
| % of Matches with Trade | | | |
| \( H_0 : B_1 = GT_1 \) | -2.61 | -4.56 | -3.50 |
| \( H_{1;B_1<GT_1} \) | (0.005) | (0.000) | (0.000) |
| \( H_0 : B_2 = GT_2 \) | -0.48 | -1.73 | |
| \( H_{1;B_2<GT_2} \) | (0.316) | (0.042) | |
| Value Transferred | | | |
| \( H_0 : B_1 = GT_1 \) | -1.98 | -3.78 | -1.80 |
| \( H_{1;B_1<GT_1} \) | (0.024) | (0.000) | (0.034) |
| \( H_0 : B_2 = GT_2 \) | -1.16 | -2.29 | |
| \( H_{1;B_2<GT_2} \) | (0.123) | (0.011) | |

Tests refer to cross-treatment differences in means over the final 15 rounds. We report cluster-robust bootstrap \( t \)-statistic, and, for the reader’s convenience, the corresponding \( p \)-value in parentheses. \( |A - B| \) low indicates that \( |A - B| \in [0, 5) \); \( |A - B| \) high indicates that \( |A - B| \in [10, 15) \); \( |A - B| \) very high indicates that \( |A - B| \geq 20 \). For Treatments B2 and GT2, there are no observations for \( |A - B| \) very high.

in GT1 than in GT2. Considering the linear model discussed above, it is a simple matter of mechanics that subjects will manage to coordinate on trade more consistently in GT1 than in GT2. Furthermore, subject heterogeneity should, if anything, reinforce this difference. We would expect the noisier environment of GT2 to produce more dispersed estimates of the asset value, which may lead to more dispersed price strategies. As discussed above, greater dispersion in strategies should tend to reduce the chance of trade when spreads are smaller (as they are in GT1 and GT2).

This argument pushes the question back to the level of strategies. In particular, why do spreads in GT1 remain substantially below their equilibrium levels? Some intuition can be gleaned from the equilibrium strategies in Figure 1. Low signal buyers (below about 12) and high signal sellers (above about 38) find they cannot make positive expected profits and drop out of the market. This tends to unravel the market from the ends: if there are no low signal buyers, then a low signal seller faces more severe adverse selection and must set higher prices, but this in turn means that the next tier of buyers get lower seller signals for the same price, forcing them to bid more cautiously, and so on. This process is obviously sensitive to the behavior of subjects with extreme signals.

In practice, subjects with low signals (less than 12) lose 1.58 pence on average when they buy. Their average bid prices with low signals do appear to react to these losses but only slightly, falling from 20.55 in rounds 1-10 to 18.41 in rounds 21-30. Similarly, subjects
with high signals (greater than 38) lose 13.75 pence on average when they sell. Again, their ask prices rise only slightly over time, from 72.38 in rounds 1-10 to 76.62 in rounds 21-30. However, buying with a low signal or selling with a high signal are relatively rare events - each occurs less than once per subject per 30 rounds. The profits of subjects with extreme signals are dominated by trades going the other direction (selling with a low signal or buying with a high signal), and these overall average profits are positive. Given this, it may not be too surprising that subjects do not pay sufficient attention to avoiding buying with a low signal or selling with a high signal. But as long as these traders are in the market, the unraveling described above stalls, leaving the overall level of trade high.

5 Market Feedback and Trading Activity

Let us now examine the extent to which those changes in strategy can be explained as a response to feedback from the market. The strategic variable that we focus on is the spread. Using a regression framework, we study how round-by-round market outcomes affect the spreads that individuals set over time. For this purpose, we assume the following autoregressive data generating process for the individual spread:

$$Spread_{it} = \alpha + \beta Spread_{it-1} + x_{it-1}'\gamma + e_i + u_{it}, \quad (2)$$

where $i$ and $t$ denote the player and the round, respectively.

The column vector $x_{it-1}$ comprises various information that player $i$ observes at round $t$ before choosing $Spread_{it}$. It includes both short run and long run trading outcomes. Short run outcomes are summarized by two binary variables. One of these takes value 1 whenever player $i$’s total trading profits in round $t - 1$ were positive ($Gain_{it-1}$); the other takes value 1 whenever player $i$’s total trading profits in round $t - 1$ were negative ($Loss_{it-1}$).\footnote{Of course, since we consider a dummy for gains and one for losses, a dummy for the case in which $i$ did not trade in round $t - 1$ is omitted.} Long run market outcomes are summarized by $TProfits_{it-1}$, the total trading profits that player $i$ has earned in all rounds up to and including $t - 1$.\footnote{Trading profits include the commission $c$, in treatments with gains from trade, but do not include the $20p$ per round fixed payment that subjects received.} We also want to consider the possibility that subjects learn from or react to each other, so we include $OSpread_{it-1}$, the average spread set by player $i$’s opponents in round $t - 1$.

The error structure in equation (2) features an individual unobservable component $e_i$, invariant over trading rounds, and an idiosyncratic disturbance term $u_{it}$. The individual fixed effect $e_i$ allows for heterogeneity in the conditional mean of $Spread_{it}$ across individuals. We
assume that, conditional on the unobserved individual specific effect, $u_{it}$ is uncorrelated with past realizations of spread and past market outcomes. Namely,

$$E[u_{it}|Spread_{it-1}, x_{it-1}, e_i] = 0.$$ (3)

The Fixed Effects (FE) estimator is biased for a dynamic model such as equation (2). As shown by Nickell (1981), however, the bias decreases with the time dimension of the panel and vanishes asymptotically as time goes to infinity. In our experimental data set, each player is observed for 30 periods, corresponding to the number of rounds in each session of the experiment. As this large number of usable observations per subject is likely to make the FE bias rather small, we estimate equation (2) by FE despite its dynamic structure.

The design of the experiment poses a further econometric issue. Subjects within a session interact with each other over time, and this can introduce correlation across individual observations within a session, although different sessions remain independent. We assume that spatial correlation within sessions is caused by the presence of interaction factors that are unobservable and uncorrelated with the explanatory variables on the right hand side of equation (2). Although the magnitude of such correlations across players due to unobservables is likely to be of a modest order, we take into account the potential presence of cross-dependence in $u_{it}$ and compute standard errors by bootstrap, clustering at the session level. Such a procedure is also robust to heteroskedasticity and serial correlation in $u_{it}$ and has been shown to perform reasonably well when the number of clusters is relatively small (Cameron et al., 2007).

In order to aid comparisons across treatments, we estimate equation (2) pooling all the data together, but allowing each explanatory variable to have a treatment-specific effect. Formally, we run the regression

$$Spread_{it} = \alpha + \sum_j \beta_j D_j Spread_{it-1} + \sum_j (D_j x_{it-1})' \gamma_j + e_i + u_{it},$$ (4)

where $D_j$ is a binary variable taking value 1 when Treatment = $j$, with $j = B1, GT1, B2, GT2, CE, CU$. The estimation results for equation (4) are presented in Table 6. In Table 7,

---

As individual current spreads necessarily affect current market outcomes and subjects’ market outcomes, there exists an immediate feedback from $Spread_{it}$ to future values of $x_{it-1}$. This rules out strict exogeneity of the regressors even in a static model.

We also estimate the parameters of equation (2) using a first-differenced GMM approach à la Arellano-Bond (1991). Overall, the estimated coefficients for the market outcomes variables are similar to the ones reported below. Nevertheless, estimation accuracy is lower. Since it is very difficult to predict changes in spread and trading outcomes using lagged spreads and outcomes, the use of weak instruments can plausibly cause the GMM estimator to perform poorly in this framework (Bound et al., 1995). For this reason, we prefer the FE estimation results.

---
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we report additional results in which the only change is the inclusion of a treatment-specific linear time trend (variable Round).\textsuperscript{32} The time trend provides an indication of whether there is systematic learning about spreads that cannot be explained directly by market outcomes (such as introspection, perhaps).

Table 6: FE, Dependent Variable \(\text{Spread}_{it}\) (time trend excluded)

<table>
<thead>
<tr>
<th>Treatments</th>
<th>B1</th>
<th>GT1</th>
<th>B2</th>
<th>GT2</th>
<th>CE</th>
<th>CU</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Spread}_{it-1})</td>
<td>0.381***</td>
<td>0.243*</td>
<td>0.121***</td>
<td>0.282***</td>
<td>0.364***</td>
<td>0.201*</td>
</tr>
<tr>
<td>(0.108)</td>
<td>(0.127)</td>
<td>(0.033)</td>
<td>(0.099)</td>
<td>(0.103)</td>
<td>(0.104)</td>
<td></td>
</tr>
<tr>
<td>(\text{Gain}_{it-1})</td>
<td>3.424***</td>
<td>0.868</td>
<td>-0.457</td>
<td>2.361**</td>
<td>1.178</td>
<td>2.379</td>
</tr>
<tr>
<td>(1.411)</td>
<td>(1.651)</td>
<td>(2.027)</td>
<td>(1.024)</td>
<td>(1.251)</td>
<td>(1.705)</td>
<td></td>
</tr>
<tr>
<td>(\text{Loss}_{it-1})</td>
<td>9.577**</td>
<td>3.372**</td>
<td>6.451***</td>
<td>6.297***</td>
<td>7.390***</td>
<td>6.360***</td>
</tr>
<tr>
<td>(4.149)</td>
<td>(1.630)</td>
<td>(1.306)</td>
<td>(2.230)</td>
<td>(2.573)</td>
<td>(1.143)</td>
<td></td>
</tr>
<tr>
<td>(\text{TProfits}_{it-1})</td>
<td>-0.097***</td>
<td>-0.008</td>
<td>-0.060*</td>
<td>-0.011</td>
<td>-0.012</td>
<td>-0.063***</td>
</tr>
<tr>
<td>(0.038)</td>
<td>(0.011)</td>
<td>(0.034)</td>
<td>(0.008)</td>
<td>(0.040)</td>
<td>(0.019)</td>
<td></td>
</tr>
<tr>
<td>(\text{OSpread}_{it-1})</td>
<td>0.213**</td>
<td>0.045</td>
<td>0.163*</td>
<td>0.102**</td>
<td>0.107***</td>
<td>0.226***</td>
</tr>
<tr>
<td>(0.093)</td>
<td>(0.040)</td>
<td>(0.093)</td>
<td>(0.048)</td>
<td>(0.044)</td>
<td>(0.054)</td>
<td></td>
</tr>
</tbody>
</table>

Cluster-robust bootstrap standard errors based on 1000 replications in parentheses. *** indicates significance at 1%, ** indicates significance at 5%, * indicates significance at 10%. Sample size: 6936 observations.

The autoregressive coefficient, \(\beta\), is positive in all treatments and considerably below 1. This indicates that spreads evolve over time with a moderate degree of persistence.

In a nutshell, when it comes to short run market feedback, losses matter, but gains do not. The differential effect of losses with respect to the no-trade event is consistently positive across treatments, indicating that subjects set higher spreads in a round after a trading loss than they do in a round after not trading. The logical interpretation is that such subjects hope to avoid further losses by demanding more favorable prices. The magnitude of this effect is larger in the treatments with no gains from trade than it is when there are gains (9.58 and 6.46 vs. 3.37 and 6.30). Such a difference is negligible for treatments B2 and GT2, but quite substantial for B1 and GT1. This indicates that the decline in trade in B1 relative to GT1 occurs through at least two channels. First, subjects in B1 make losses more often (because they are not rescued by the commission), and this induces them to set relatively higher spreads. In addition, subjects’ reactions to losses are stronger when there are no gains from trade. The second channel suggests that introspection and

\textsuperscript{32}To make sure that the market feedback variables were not picking up a more complicated, nonlinear time trend, we also tested a specification with dummy variables for each round. The results were not significantly different from those reported below.
market feedback interact: perhaps the knowledge that mutual gains from trade are possible encourages subjects to remain aggressive even when they make losses. One could conjecture that in a noisier environment (B2 and GT2), subjects are more focused on model uncertainty than on the presence or absence of a commission.

We would expect a subject with a gain in one round to try to continue to trade but improve his profit with a slightly wider spread. The positive coefficients that we see for $Gain$ are consistent with this story, but they are smaller than the $Loss$ coefficients and generally are not significant. Thus it appears that losses are the principal short run channel through which market outcomes affect future strategy.

We presume that subjects take long run, as well as short run performance into account when revising their strategies. Here, long run performance is measured by $TProfits_{t-1}$. In the baseline treatments, average accumulated profits (across subjects) are identically zero in every round, but in GT1 and GT2, average accumulated profits tend to grow over time (as trading commissions add up). This means that omitting a significant time trend will tend to bias the coefficient on accumulated profits in these two cases, so here we focus on Table 7. Following the prominent role of losses in the short run feedback, our expectation here is that lower cumulative profits (or larger cumulative losses) should induce subjects to set higher current spreads. Beyond the reasons discussed before, subjects who have become relatively wealthier may show more risk tolerance than subjects who have become poorer. This implies a negative coefficient on $TProfits_{t-1}$, which is what we find for our four primary treatments. Just as for short run feedback, we find that cumulative losses push up current spreads the most in treatment B1 and the least in GT1. In the noisier treatments, cumulative losses again have a weaker effect with gains (GT2) than without (B2), but the difference is much smaller. As earlier, the difference between the gains and no-gains treatments could mean that subjects perceive the two environments differently, but in this case there is another possible explanation. $TProfits$ tends to be centered around zero in B1 and B2 (its median values are 2 and 7) but is typically larger in GT1 and GT2 (medians of 67 and 83). If $TProfits$ has a nonlinear effect (e.g., if raising a subject’s profits from -50 to 50 affects behavior more than raising them from 50 to 150 would), then our linear specification would tend to fit this by making its effect larger for B1 and B2. To put the coefficients in perspective, at the end of treatment B1, the subject at the 90th percentile of accumulated profits had earned approximately 300 pence more than the subject at the 10th percentile. Had there been a thirty-first round, the coefficient predicts that the less successful subject would have set a spread about 28 points higher than the more successful one.

Subjects also observe their opponents’ strategies at the end of each round, so it is possible that a subject’s spread reacts to his opponents’ past spreads. There are several reasons to
expect such a linkage. One, of course, is that opponents’ past spreads may predict current spreads, and these are relevant to a subject’s optimal strategy. Generally, a larger opponent spread means that at any given price, a more adverse inference must be drawn about $V$. A best response will typically involve setting a larger spread oneself in order to avoid losses. A second possible connection involves learning: since the trading game is symmetric, imitating opponents may be one technique that subjects use to try to improve their payoffs. Both of these arguments tend to support a positive relationship between $O\text{Spread}_{it-1}$ and $\text{Spread}_{it}$, and this is generally what we see in Table 6. The average effect (across all six treatments) is that a 10 pence increase in the average spread set by subject $i$’s opponents in round $t-1$ induces a 1.5 pence increase in subject $i$’s spread in round $t$. The exception is treatment GT1, where there is no significant effect. Table 7 suggests that these coefficients on $O\text{Spread}$ must be interpreted with caution, as most of them lose significance when a treatment-specific time trend is introduced. Much of the link between $O\text{Spread}_{it-1}$ and $\text{Spread}_{it}$ could simply reflect some other unobserved and omitted variable that causes this time trend.

The treatment-specific time trends in Table 7 (variable Round) are all positive and significant, with the exception of GT2. For the four primary treatments, we once again see the pattern that spreads rise more when there are no gains from trade (B1 and B2), and the difference between gain and no-gains treatments is sharper for B1 and GT1. The coefficients imply that holding our other observables fixed, spreads in B1 rise by about 10 points relative to GT1 over the 30 rounds of the experiment. The corresponding difference between B2 and GT2 is about 5 points. Adding the time trend leaves the market feedback coefficients essentially unchanged, suggesting that there are additional forces, separate from market feedback, driving the divergence between the treatments with and without gains. Without more evidence, we must be agnostic about what those forces are. One possibility is that our simple market feedback specification misses some subtle nonlinear or lagged feedback effects that are picked up in the time trend. Another possibility is that subjects are learning about the hazards of the zero sum environments by observing their opponents’ outcomes or by introspection at the same time as they learn from direct personal experience. Whatever its source, the effect of the time trend for B1 is to raise average spreads by about 16 points over 30 rounds. This effect is about 50% larger than the effect of having lost money in the previous round, and roughly equal to the effect produced by reducing a subject’s end-of-session trading profits from the 80th to the 20th percentile (about a £1.6 reduction in accumulated profits).

Overall, spreads exhibit a fairly low persistence and a constant underlying tendency to move upwards over time that could reflect learning during the experiment as well as strategic interaction and emulation among players. While per round gains appear to be of minor
importance for spread setting, unfavorable market outcomes induce a substantial increase in spreads to shield against further losses. Subjects seem prepared to reduce the distance between bid and ask prices whenever the level of accumulated payoffs is large enough. These general patterns appear to be quite consistent across the different experimental designs, although the magnitude of the coefficients varies from one treatment to another. The differences across treatments also fit a fairly consistent pattern. When subjects react by increasing their spreads, thus making trade rarer and on more favorable terms, they do so most strongly in B1 and most weakly in GT1. The responses in B2 and GT2 are of intermediate strength and the difference between the two is small. The evidence seems to suggest that in a low noise environment, subjects recognize an important difference between the gains and no-gains settings, and this affects how they respond to feedback. In the noisier environment of B2 versus GT2, this differential reaction to feedback is much less pronounced.

Table 7: FE, Dependent Variable $Spread_{it}$ (time trend included)

<table>
<thead>
<tr>
<th></th>
<th>B1</th>
<th>GT1</th>
<th>B2</th>
<th>GT2</th>
<th>CE</th>
<th>CU</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Spread_{it-1}$</td>
<td>0.341***</td>
<td>0.233*</td>
<td>0.097***</td>
<td>0.273***</td>
<td>0.330***</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>(0.107)</td>
<td>(0.127)</td>
<td>(0.027)</td>
<td>(0.095)</td>
<td>(0.110)</td>
<td>(0.110)</td>
</tr>
<tr>
<td>$Gain_{it-1}$</td>
<td>3.960***</td>
<td>0.961</td>
<td>-0.121</td>
<td>2.858**</td>
<td>0.412</td>
<td>2.125</td>
</tr>
<tr>
<td></td>
<td>(1.059)</td>
<td>(1.671)</td>
<td>(1.614)</td>
<td>(1.275)</td>
<td>(1.710)</td>
<td>(1.383)</td>
</tr>
<tr>
<td></td>
<td>(3.819)</td>
<td>(1.628)</td>
<td>(1.256)</td>
<td>(2.088)</td>
<td>(2.504)</td>
<td>(1.191)</td>
</tr>
<tr>
<td>$TProfits_{it-1}$</td>
<td>-0.092***</td>
<td>-0.027**</td>
<td>-0.059*</td>
<td>-0.035**</td>
<td>-0.009</td>
<td>-0.063***</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.012)</td>
<td>(0.034)</td>
<td>(0.016)</td>
<td>(0.043)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>$OSpread_{it-1}$</td>
<td>0.013</td>
<td>0.057</td>
<td>0.072</td>
<td>0.105**</td>
<td>-0.080</td>
<td>0.107*</td>
</tr>
<tr>
<td></td>
<td>(0.073)</td>
<td>(0.050)</td>
<td>(0.058)</td>
<td>(0.047)</td>
<td>(0.059)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>$Round$</td>
<td>0.537***</td>
<td>0.235**</td>
<td>0.408**</td>
<td>0.232</td>
<td>0.516***</td>
<td>0.396*</td>
</tr>
<tr>
<td></td>
<td>(0.201)</td>
<td>(0.107)</td>
<td>(0.207)</td>
<td>(0.160)</td>
<td>(0.162)</td>
<td>(0.203)</td>
</tr>
</tbody>
</table>

Cluster-robust bootstrap standard errors based on 1000 replications in parentheses. *** indicates significance at 1%, ** indicates significance at 5%, * indicates significance at 10%. Sample size: 6936 observations.

6 Profit Opportunities and Market Efficiency

So far we have documented the trading activity in our laboratory financial market and studied the trading strategies that our participants used. Now we turn to the economic implications of these strategies. One corollary of the no-trade results is that in equilibrium
it should be impossible to earn positive profits from trading on private information. Below, we test this implication in two related ways. First, we estimate how much profit a rational trader with private information could earn by trading against our subjects. If this profit opportunity is close to zero, this suggests that even though trade in our baseline treatments is a deviation from equilibrium, this deviation has minor economic implications. Large profit opportunities would be more worrying, as these would show that some of our subjects persist in using strategies that can be easily exploited. Our analysis, which is based on computing best responses to the empirical distribution of strategies in each treatment, is presented in the next section.

Second, we ask whether, conditional on trade, the price reflects all available public and private information. This would imply that our subjects tend to trade only at prices for which both the buyer and seller can expect zero profits, which one might regard as a minor departure from the no-trade equilibrium. Because the impounding of private information in prices has been studied extensively, we should point out that our markets differ from those commonly discussed in the market efficiency literature. Because our baseline treatments have no-trade (and therefore no prices) in equilibrium, for these markets our hypotheses are somewhat informal since we cannot make theoretical predictions about whether prices should be efficient. In treatments with gains from trade, we do have theoretical predictions, but equilibrium prices will depend in part on how the gains from trade are split between buyer and seller, and this will not be resolved in our two player game exactly as it would be with a continuum of traders.

6.1 Informational Profit Opportunities

For our baseline treatments, the no-trade theorem implies that positive profits are a disequilibrium phenomenon; thus we expect to see profit opportunities driven toward zero over time. In this section we test that prediction by considering a hypothetical trader who (as discussed above) understands the data generating process and is endowed with the same type of private information (i.e., one signal) as our subjects. For the baseline treatments B1 and B2, we compute the expected trading profit that this trader could have earned by using the order strategy that is a best response to the empirical distribution of play by our subjects. For the baseline treatments B1 and B2, we compute the expected trading profit that this trader could have earned by using the order strategy that is a best response to the empirical distribution of play by our subjects. We repeat this exercise twice, computing best responses to empirical play in the sub-samples of Rounds 1-5 and Rounds 26-30. Our hypothesis is that these best response profits should decline toward zero over time for B1 and B2.

For treatments GT1 and GT2, the exercise is slightly more counterfactual. The best response profit of a subject in these treatments mixes the returns to private information
with the commission \( c \) for a successful trade. Because our interest is in isolating profits attributable to private information, we compute the best response profits of a trader who does not receive \( c \) (but in every other respect is the same as one of our subjects). As a theoretical benchmark, we also compute the expected profit that this trader would earn with a best response to the equilibrium strategies for GT1 and GT2 that were derived earlier. In contrast with the baseline treatments, these theoretical returns to private information are strictly positive here. This is possible because the GT1 and GT2 equilibria permit some “mispricing” to survive (as long as it does not exceed \( c \)). Our hypothesis is that the empirical returns to private information should approach these theoretical levels over time. Because GT1 and GT2 have other equilibria with lower levels of trade, this prediction is not as compelling as the one for the baseline treatments.

We should emphasize that this exercise presents a snapshot of profit opportunities at one window in time; if our hypothetical trader were to actually enter the market, he would not necessarily continue to earn these profits because other traders would begin to adjust their strategies. Furthermore, computing a best response with respect to a finite sample of play will tend to overstate expected profits somewhat because the best response will be fine-tuned to the sample. For all of these reasons, the computed profits should be interpreted as upper bounds on the returns that a very skilled subject could earn by using his private information.

### 6.1.1 Methodology

Consider the best response ask \( a \) of a subject with signal \( A \) who expects opponents to bid according to a mixed strategy with density \( g(b \mid B) \).\(^{33}\) (The best response bid is handled identically.) His expected profit from sales can be written as

\[
E\pi_{Ask}(a \mid A) = \int_{B \in S} \int_{b \in P} f(B \mid A) g(b \mid B) 1(b \geq a) \left( \frac{a + b}{2} - (A + B) + c \right) db dB,
\]

where we set \( c = 0 \) for all of the treatments, as discussed above. We can alternatively write this expression as

\[
E\pi_{Ask}(a \mid A) = \int_{B \in S} \int_{b \in P} R(A, B, a, b) w(A, B) h(B, b) db dB
\]

\[
= E_{h(B,b)}(R(A, B, a, b) w(A, B)) ,
\]

\(^{33}\)Assuming a mixed strategy at this stage will allow us to handle heterogeneity in empirical bids more naturally later.
where \( R(A, B, a, b) \equiv 1 \left( b \geq a \right) \left( \frac{a+b}{2} - (A + B) \right) \) is the subject’s profit from an opponent signal-bid realization of \((B, b)\), \( h(B, b) \equiv g(b \mid B) f(B) \) is the unconditional joint distribution of those opponent signal-bid pairs, and \( w(A, B) \equiv \frac{f(B \mid A)}{f(B)} \) is essentially a kernel that adds more weight to opponent signals that are likelier given \( A \).

We (and by assumption, our subject) can compute \( R(A, B, a, b) \) and \( w(A, B) \) analytically, so if we also know the joint distribution \( h(B, b) \) we can compute \( E_{\pi_{Ask}}(a \mid A) \) and find the optimal \( a \). Alternatively, if we only observe a finite sample of draws from \( h(B, b) \) (as it is the case for our experiments), we can estimate the expectation and compute a best response with respect to that sample. That is, given a sample \( \{(B_1, b_1), (B_2, b_2), \ldots, (B_N, b_N)\} \) of opponent bids, we estimate

\[
E_{\pi_{Ask}}(a \mid A) \approx \frac{1}{n} \sum_{n=1}^{N} w(A, B_n) R(A, B_n, a, b_n).
\]

For each treatment, we compute best response asks with respect to three sub-samples of opponents’ empirical play: all \((B, b)\) pairs in Rounds 1-5, all \((B, b)\) pairs in Rounds 26-30, and the entire sample of \((B, b)\) pairs in Rounds 1-30, in each case pooling the data across all sessions. We proceed similarly to compute a subject’s best response bid. His total expected best response profit \( \pi_{BR}(A) \) is the sum of his expected profits from buying and from selling. Finally, we can compute the ex ante best response profit of this subject:

\[
\pi_{BR} = \int_{A \in S} f(A) \pi_{BR}(A) \, dA.
\]

### 6.1.2 Results

These computed best response profits are presented in Table 8. In three of the four treatments, B1, B2, and GT2, the results give strong partial support to our hypotheses: in each case, opportunities to profit from private information are driven substantially lower over the 30 rounds of trading. In contrast, informational profit opportunities in GT1 show no change over time.\(^{34}\) Potential profits in the two baseline treatments start at about the same level, but decline more slowly when the asset value is noisier (Treatment B2). The stronger prediction that potential profits should be driven out entirely in B1 and B2 is not supported in either treatment, but by the end of the experiment even a flawless trader could earn no more than a penny per match in B2, and less in B1. Meanwhile, the profit opportunity in GT2 approaches its theoretical level. While there is no rigorous basis for predicting what

\(^{34}\)The index of convergence in the last row of the table represents the fraction of excess profits in the first five rounds that are still available in the last five rounds. Values close to zero indicate that most excess profit opportunities have been driven out by the end of the experiment. Values close to one indicate little change in profit opportunities over time.
would happen with additional rounds of trade, a linear extrapolation indicates that around 20 additional rounds would be needed to wipe out all profits in B1 (and about 45 additional rounds in B2). If (as seems more likely) convergence slows as profits shrink, more time would be required.

Table 8: Best Response Profits

<table>
<thead>
<tr>
<th>Treatments</th>
<th>B1</th>
<th>B2</th>
<th>GT1</th>
<th>GT2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi^{(1-30)}_{BR} )</td>
<td>1.18</td>
<td>1.23</td>
<td>1.68</td>
<td>1.66</td>
</tr>
<tr>
<td>( \pi^{(1-5)}_{BR} )</td>
<td>1.69</td>
<td>1.64</td>
<td>1.99</td>
<td>2.10</td>
</tr>
<tr>
<td>( \pi^{(26-30)}_{BR} )</td>
<td>0.72</td>
<td>1.05</td>
<td>1.92</td>
<td>1.31</td>
</tr>
<tr>
<td>( \pi^{Theor.}_{BR} )</td>
<td>0</td>
<td>0</td>
<td>0.22</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Convergence

| \( \frac{\pi^{(26-30)}_{BR} - \pi^{Theor.}_{BR}}{\pi^{(1-30)}_{BR} - \pi^{Theor.}_{BR}} \) | 0.43 | 0.64 | 0.96 | 0.11 |

Amounts are in pence per trading opportunity; expected profit per round are larger by a factor of four. Estimates for each subsample \( (\pi^{(1-5)}_{BR}) \) and \( \pi^{(26-30)}_{BR} \) are based on 200 signal-order realizations, while the full sample \( (\pi^{(1-30)}_{BR}) \) contains 1200 realizations.

For treatment GT1, it is worth remembering that a subject’s expected trading profits can be decomposed into the product of two terms: his probability of trading, and his expected profit conditional on trade. We have already seen that trade occurs much more frequently in GT1 than can be explained by equilibrium theory, and this empirical fact helps to explain the persistently high profit opportunities in GT1.

6.2 Do Prices Aggregate Private Information?

Expected profit opportunities depend on the probability of finding a willing trading partner, and on the distance between the transaction price and the expected asset value conditional on all private information. In this section we discuss the information content of prices. While the previous analysis was hypothetical (how much profit would a very talented trader make, given the empirical distribution of signals and strategies), the present analysis is based on the actual realizations of the signals and on the actual transaction prices.

Recall that the expected value of the asset conditional on all private information is \( E(V \mid A, B) = A + B \). We will say that prices are efficient if \( p = A + B \) always holds. Note that what we are requiring is that the price aggregates all information available in our
economy, that is, that the market is efficient in a strong form. More realistically, allowing for the possibility that prices are noisy, we will say that prices are efficient on average if $E(\varepsilon_p | A, B) = 0$. That is, there may be noise in $p$ (and consequently expected gains and losses from trading at $p$), but that noise is orthogonal to private information. Alternatively, if prices are not efficient on average, we can measure the total variation in $\varepsilon_p$ and try to determine how much of the pricing error can be predicted using private information.

Under the (strong form) Efficient Market Hypothesis, we would expect prices to approach efficiency (in both senses) over time, as traders become more experienced. However, it is not clear whether this is the most reasonable prediction for our baseline treatments with no gains from trade. In these treatments, trade should never occur in theory and becomes rarer over time in practice. Thus prices arise from thinner and thinner markets over time, and are generated by the subset of subjects who continue to trade despite incentives not to. One might be skeptical that these conditions would lead to efficient prices. In our gains from trade treatments, markets remain thicker (both in theory and in practice). However, in these treatments there is a 2c surplus to split between the buyer and seller, and their equilibrium shares of this surplus depend on $V$. (Sellers rationally mark up their asks more with low signals (when they are likeliest to sell), and buyers mark down their bids more with high signals (when they are likeliest to buy).) As a result, equilibrium prices are neither efficient nor efficient on average, although they cannot be too far from $E(V)$. Thus for treatments GT1 and GT2 we predict that prices should approach these equilibrium levels of information content.

We begin with efficiency. Table 9 reports average values of $|\varepsilon_p|$ for each treatment over the first and last ten rounds.

The average price error starts at roughly similar levels in all of the treatments (roughly 15% of the average asset value) and tends to decline modestly over time (to around 12% of the average asset value in Rounds 21-30). Thus, the market is not much more efficient at the end than it is at the beginning of the experiment.

Next we ask what fraction of this price error can be attributed to private information that is systematically not impounded in the price by testing whether $E(\varepsilon_p | A, B) = 0$ holds. For each treatment, we run a simple OLS specification over all of the matches in which trade

---

35 We do not require the price to reveal the realized asset value, since there is a component of noise $X$ that not even the aggregation of private information is able to eliminate.

36 The price prediction error $\varepsilon_p = p - E(V | A, B)$ was defined in section 2.1. Note that, more subtly, prices can be consistently wrong and still fully reveal private information. For example, if $p = \frac{1}{2}(A + B)$, then $p$ is sufficient for $E(V | A, B)$ even though the price is too low. We have checked that prices in our treatments are not fully revealing in this sense, but those results are not reported here.
occurs:

\[\varepsilon_p = \gamma_0 + \gamma_1 \text{Rounds}_{[11-20]} + \gamma_2 \text{Rounds}_{[21-30]} + \delta_0 v + \delta_1 (v \cdot \text{Rounds}_{[11-20]}) + \delta_2 (v \cdot \text{Rounds}_{[21-30]}),\]  

(5)

where Rounds\text{\small [11–20]} and Rounds\text{\small [21–30]} are dummy variables for the second and the last ten rounds respectively and \(v = A + B - 50\) is the demeaned expectation of \(V\) given \(A\) and \(B\).\(^{37}\)

If the coefficients \(\delta_0\), \(\delta_1\) and \(\delta_2\) are all zero, then \(v\) does not predict the direction of the price error, either early in the experiment or in later rounds. Alternatively, if \(|\delta_0|\) is large but, for example, \(|\delta_0 + \delta_2|\) is small, then prices are not efficient on average in early rounds, but efficiency improves (\(v\) predicts less of the variation in \(\varepsilon_p\)) towards the end of the experiment. This will tend to be true whenever \(\delta_0\) and \(\delta_2\) (or \(\delta_1\)) have opposite signs. If \(\delta_0\) and \(\delta_2\) (or \(\delta_1\)) have the same sign, then price efficiency grows worse, not better, over time.

<table>
<thead>
<tr>
<th>Treatments</th>
<th>B1</th>
<th>GT1</th>
<th>B2</th>
<th>GT2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rounds 1-10</td>
<td>8.36</td>
<td>7.68</td>
<td>6.58</td>
<td>6.66</td>
</tr>
<tr>
<td>Rounds 21-30</td>
<td>7.83</td>
<td>6.81</td>
<td>5.90</td>
<td>5.30</td>
</tr>
<tr>
<td>Equilibrium</td>
<td>–</td>
<td>1.07</td>
<td>–</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Amounts are in pence.

Table 9: Average Value of \(|\varepsilon_p|\)

The coefficients on \(v\) in Table 10 are all negative and significant (at the 1% level), indicating that prices are not efficient on average in early rounds. A negative coefficient between -1 and 0 means that as pooled private information about the asset value moves away from the \textit{ex ante} expectation of 50, prices move in the same direction, but not as far. The larger (in magnitude) the coefficient, the more sluggishly prices respond to information. Essentially, information is partially but not fully aggregated in prices since the price tends to be anchored to the unconditional expected value more than it should.\(^{38}\) The time interaction on \(v\) shows

\(^{37}\)In principle, more flexible specifications in which \(A\) and \(B\) enter separately could also be studied. In practice, since we find that \(E(\varepsilon_p | A + B) = 0\) is violated in a very strong and consistent way, teasing out more subtle interactions between \(\varepsilon_p, A,\) and \(B\) is of limited interest. Demeaning \(V\) has no effect on \(\delta_0\) and \(\delta_1\), but it allows us to interpret the intercept \(\gamma_0\) more meaningfully.

\(^{38}\)This sluggishness in prices has been observed also in other experiments in which subjects (acting as market makers) are explicitly asked to predict the asset value and set the price (Cipriani and Guarino, 2005).
Table 10: A Simple Model for $\varepsilon_p$: OLS Estimates

<table>
<thead>
<tr>
<th></th>
<th>Treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B1</td>
</tr>
<tr>
<td>Constant</td>
<td>-2.303**</td>
</tr>
<tr>
<td></td>
<td>(0.95)</td>
</tr>
<tr>
<td></td>
<td>(1.04)</td>
</tr>
<tr>
<td>Rounds$[21-20]$</td>
<td>-0.454</td>
</tr>
<tr>
<td></td>
<td>(0.87)</td>
</tr>
<tr>
<td>$v$</td>
<td>-0.478***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
</tr>
<tr>
<td>$v \cdot$Rounds$[11-20]$</td>
<td>-0.165***</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
</tr>
<tr>
<td>$v \cdot$Rounds$[21-30]$</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.55</td>
</tr>
<tr>
<td>$N$</td>
<td>448</td>
</tr>
</tbody>
</table>

Cluster-robust bootstrap standard errors based on 1000 replications in parentheses. *** indicates significance at 1%, ** indicates significance at 5%, * indicates significance at 10%.

that the amount of information impounded in prices never improves significantly over time. On the contrary, there is in some cases (B1 and B2) an appreciable deterioration.

As noted above (Table 9), the size of the total price error $|\varepsilon_p|$ is similar across the treatments. These results show that in treatments B1 and GT1 (the treatments with more private information and less noise in $V$), more of the price error tends to be explained by un-impounded private information (large coefficients on $v$ and large $R^2$). Conversely, in the treatments with less private information and more white noise in $V$ (B2 and GT2), less of the price error is explained by private information, leaving a larger residual that we could loosely attribute to “model uncertainty.” For the gains from trade treatments, we noted earlier that equilibrium prices are not efficient on average. If we run the same regression specification on simulated equilibrium data, the coefficients on $v$ are -0.099 for GT1 and -0.236 for GT2. GT2 comes rather close to this prediction toward the end of the experiment, with $\delta_0 + \delta_2 = -0.257$, but GT1 does not.

In conclusion, weaving in the profit opportunity results for the baseline treatments, we can say that in B1 and B2 spreads generally widen, trade grows rarer, and informational profit opportunities shrink, as predicted by theory. Since conditional on finding a willing counterpart, profits from private information do persist, the reduction of profit opportunities is mainly explained by the difficulty of finding another participant willing to trade.
7 Conclusion

Theoretical no-trade results offer conditions under which informational trade cannot occur at all in equilibrium. It is difficult to know whether these theoretical results really fail in the real world (and if so, why), because generally we can neither observe traders’ private information nor confirm that those theoretical conditions are satisfied. At the same time, the consistency violation at the heart of the theory does not shed any light on the process by which real world traders might arrive at a no-trade outcome. Our paper is a first attempt to bridge some of these gaps. In the interest of robustness and external validity, we create a trading game that is recognizable as a financial market (albeit a stylized one) and allow subjects to learn about the data-generating process (asset value and clues) on their own. By gathering data in the laboratory, we are able to observe subjects’ private information and exclude many other confounding motives for trade. Because we observe trading outcomes for our subjects from the inception of the market, we are in a position to study the process by which subjects move toward a no-trade outcome or diagnose the reasons that they fail to do so.

We find that market feedback matters: trading losses encourage more conservative strategies, thereby reducing trade. Subjects lose money more frequently when there are no gains from trade, so feedback tends to drive these markets in the direction of no-trade. There may also be some role for introspection: in some cases subjects react to losses more emphatically when they know that trade is zero-sum than they do when mutual gains are possible. This differential response is quite pronounced for parameters that make the role of private information more salient and less strong when the role of private information is obscured by more noise. Overall, our results should offer some vindication to both detractors and defenders of the no-trade theorems’ empirical validity. For the latter, the fact that trade is virtually wiped out in a setting (treatment B1) where traders must learn a noisy information structure on the fly demonstrates that the no-trade logic is not as fragile as sometimes supposed. The former can counter that when the level of noise rises (treatment B2), informational trade is driven out much more gradually, and we cannot conclude that it will ever cease entirely. In our view, these results should probably be seen as points on a continuum; perhaps future work can more fully trace out the slope of informational trade with respect to the degree of model uncertainty confronted by traders.
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Appendix

A Equilibrium with Gains from Trade

In this section, we characterize a class of symmetric equilibria of the trading game with gains from trade for which trade occurs with positive probability. A symmetric equilibrium consists of a pair of bid and ask functions \((b(S), a(S))\), where \(S\) is the signal received by the subject. Signals are drawn from the range \([S_l, S_h]\) according to the joint pdf \(f(A, B)\). Since the signals are identically distributed, we will make the convention that a subject’s signal is labeled \(A\) when we are considering his optimal ask price (hence selling to an opponent with signal \(B\)), whereas his signal is labeled \(B\) when we are considering his optimal bid price (thus, buying from an opponent with signal \(A\)).

We will say that a bid function is \textit{separating} on an interval \([S_1, S_2]\) if \(b(S)\) is strictly increasing on that interval and \textit{pooling} if \(b(S)\) is constant on that interval. (The same terminology will also apply to ask functions.) The analysis below is designed to identify equilibria in symmetric, separating strategies. Sometimes no fully separating equilibrium exists due to “unravelling” at very low and very high signals; in these cases we can typically amend the analysis slightly to identify semi-separating equilibria with pooling regions at high and low signals. The general approach that we take to constructing these equilibria is as follows:

1. The first order conditions for a separating equilibrium form a system of differential conditions. We solve this system numerically to identify candidate separating equilibria. There is a degree of freedom in the initial conditions, and therefore there is typically a range of candidate equilibria.

2. Second order conditions are checked to ensure local optimality of the solution.

3. The candidate \(b(S)\) and \(a(S)\) functions from (1) may not span the entire signal space. If so, we extend those functions, respecting any conditions imposed by equilibrium. This can introduce pooling at high signals (for \(b(S)\)) or at low signals (for \(a(S)\)).

4. We check global optimality of the candidate strategy. This is necessary because we cannot guarantee that an agent’s profits are quasi-concave in his strategy. The main concern is that for some signals the candidate strategy might lose money (even though it is locally optimal). Agents with these signals would do better by placing non-competitive orders.
5. Step 4 tends to be an issue, if at all, for very high and very low signals. We adjust the candidate solution by expanding the set of signals for which there is pooling (and shrinking the set for which there is separation) to find the minimal level of pooling for which global optimality is satisfied.

An order strategy constructed according to Steps 1-5 will represent a Bayesian Nash equilibrium of the trading game. Our main objective will be to examine equilibria of this form for the parameters in our experiments. We make no claims regarding the general existence of such equilibria or the non-existence of equilibria with more exotic patterns of pooling and separation. Below, we elaborate on each of these steps.

### A.1 Step 1

#### A.1.1 First order conditions for a separating equilibrium

Fix a conjectured symmetric equilibrium strategy \((b(\cdot), a(\cdot))\) with the following piecewise form

\[
\begin{align*}
    b(S) &= 0 \quad \text{for } S < B_l \\
    b([B_l, B_h]) &\text{ is strictly increasing, differentiable, and maps onto } P = [p_l, p_h] \\
    b(S) &= p_h \quad \text{for } S > B_h,
\end{align*}
\]

and

\[
\begin{align*}
    a(S) &= p_l \quad \text{for } S < A_l \\
    a([A_l, A_h]) &\text{ is strictly increasing, differentiable, and maps onto } P = [p_l, p_h] \\
    a(S) &= 100 \quad \text{for } S > A_h.
\end{align*}
\]

We will discuss bidding for the highest and lowest signals later. For now we focus on the intermediate signals for which \(b\) and \(a\) are conjectured to be increasing. We will establish necessary conditions for \((b(\cdot), a(\cdot))\) to be a best response to itself on this range. Under risk neutrality, a subject’s strategy regarding purchases does not interact with his strategy regarding sales, so we can examine these decisions one at a time; we start with the best response bid. Consider a subject’s optimal bid \(b\) when he sees signal \(B\) and his opponent is using the conjectured equilibrium strategy. Bidding \(b > p_h\) cannot be a best response (it trades exactly as often as bidding \(b = p_h\), but at a higher price). Meanwhile, bidding \(b < p_l\) earns 0 with certainty. Bidding \(b = p_l\) is a subject that we will return to later. For now, consider possible bids \(b \in (p_l, p_h]\). Such a bid trades iff.
\[ a(A) \leq b \quad \text{or equivalently} \quad A \leq \alpha(b), \]

where \( \alpha = a^{-1} \) is increasing and differentiable on \( P \).

In the event that he buys when his opponent’s signal is \( A \), his payoff is

\[
E(v \mid A,B) - \left( \frac{1}{2} a(A) + \frac{1}{2} b \right) + c = A + B - \frac{1}{2} a(A) - \frac{1}{2} b + c.
\]

His expected payoff from placing bid \( b \) is therefore

\[
\pi(b \mid B) = \int_{\alpha(b)} f(A \mid B) \left( A + B - \frac{1}{2} a(A) - \frac{1}{2} b + c \right) dA.
\]

If placing a bid \( b \in (p_l, p_h) \) is optimal, it must satisfy the first order condition:

\[
\frac{d\pi(b \mid B)}{db} = \alpha'(b) f(\alpha(b) \mid B)(\alpha(b) + B - b + c) - \frac{1}{2} F(\alpha(b) \mid B) = 0, \quad \text{or}
\]

\[
\alpha'(b) = \frac{1}{2} \frac{F(\alpha(b) \mid B)}{f(\alpha(b) \mid B)\alpha(b) + B - b + c}.
\]

Next, proceed we similarly for an agent’s best response ask \( a \), given signal \( A \) and equilibrium bidding by the opponent. An agent whose ask satisfies \( a \in [p_l, p_h] \) will sell iff.

\[ a \leq b(B) \quad \text{or equivalently} \quad B \geq \beta(a), \]

where \( \beta = b^{-1} \).

In the event that he sells when his opponent’s signal is \( B \), his payoff is

\[
\left( \frac{1}{2} a + \frac{1}{2} b(B) \right) - E(v \mid A,B) + c = \left( \frac{1}{2} a + \frac{1}{2} b(B) \right) - A - B + c,
\]

so his expected payoff is

\[
\pi(a \mid A) = \int_{\beta(a)} f(B \mid A) \left( \frac{1}{2} a + \frac{1}{2} b(B) \right) - A - B + c \right) dB.
\]

A necessary condition for an ask \( a \in [p_l, p_h] \) to be optimal is therefore the following FOC:

\[
\frac{d\pi(a \mid A)}{da} = -\beta'(a) f(\beta(a) \mid A)(a - A - \beta(a) + c) + \frac{1}{2} (1 - F(\beta(a) \mid A)) = 0,
\]

or

\[
\beta'(a) = \frac{1}{2} \frac{1 - F(\beta(a) \mid A)}{f(\beta(a) \mid A)} \frac{1}{a - A - \beta(a) + c}.
\]
For these necessary conditions to identify a symmetric equilibrium, they must be satisfied when we plug in the conjectured equilibrium strategies; that is, when we plug in $\beta(b) = B$ in the first FOC and $\alpha(a) = A$ in the second. Doing this, and relabeling the argument in each equation as $p$, we have the following pair of differential equations:

$$\alpha'(p) = \frac{1}{2} \frac{F(\alpha(p) | \beta(p))}{f(\alpha(p) | \beta(p))} \left( \frac{1}{\alpha(p) + \beta(p) - p + c} \right),$$

$$\beta'(p) = \frac{1}{2} \frac{1 - F(\beta(p) | \alpha(p))}{-f(\beta(p) | \alpha(p))} \left( \frac{1}{p - \alpha(p) - \beta(p) + c} \right).$$

This system of equations characterizes candidate symmetric equilibrium strategies on $(p_l, p_h)$. Solving these equations analytically appears to be intractable, but solutions can be computed numerically using standard techniques, as described next. To compute a solution, we must choose two initial value conditions for the two differential equations. This amounts to a choice about the range of prices $[p_l, p_h]$ over which trade may occur. Because our trading game treats buying and selling with complete symmetry, we impose the additional assumption that $\frac{p_l + p_h}{2} = E(V) = 50$; this eliminates one of the initial conditions. However, one degree of freedom (loosely corresponding to $|p_h - p_l|$) remains, and this creates the potential for multiple equilibria with different levels of trade. This symmetry assumption and the computation of candidate strategies are detailed in the next section.

### A.1.2 Numerical Computation of Equilibrium

For the sake of brevity, rewrite the system of differential equations as

$$\alpha' = \frac{1}{2} \frac{F(\alpha | \beta)}{f(\alpha | \beta)} \left( \frac{1}{\alpha + \beta - p + c} \right),$$

$$\beta' = \frac{1}{2} \frac{1 - F(\beta | \alpha)}{-f(\beta | \alpha)} \left( \frac{1}{p - \alpha - \beta + c} \right).$$

With suitable initial or boundary conditions, this system could be solved without further discussion. Unfortunately, an initial condition approach is problematic for several reasons. First of all, we have no a priori basis for determining the price interval on which equilibrium bids and asks overlap. Without knowing either $p_l$ or $p_h$, we don’t have a starting point for the solver. In principle, this problem is not insurmountable, as we could adopt a forward-shooting approach of “guessing” an appropriate $p_l$, solving the differential equations, checking for consistency at $p_h$, and repeating until a $p_l$ yielding consistent solutions was found.
Unfortunately, this approach is unsuitable here because this system of differential equations is unstable at its endpoints. To see this, observe that \( \beta(p) > \alpha(p) \) (because \( b(S) < a(S) \)), so \( p_l \) is defined by \( \alpha(p_l) = S_l \), and \( p_h \) is defined by \( \beta(p_h) = S_h \). (In other words, the endpoints of the overlapping region are defined by the ask price at the lowest possible signal and the bid price at the highest possible signal. For the \( \alpha' \) equation, this means that at \( p_l \) we have \( F(\alpha|\beta)|_{p=p_l} = F(S_l|\beta(p_l)) = 0 \), so unless \( \alpha + \beta - p + c \) also vanishes at \( p_l \), the ask function \( \alpha(S) \) has infinite slope at \( S_l \).\(^{39}\) For similar reasons, \( \beta(S) \) potentially approaches \( S_h \) with infinite slope. Consequently, starting the integration from either endpoint is likely to amplify numerical errors and any misspecification of initial conditions, making convergence to a consistent solution difficult to obtain.

The solution is to appeal once more to symmetry. Note that in our experiments, signals are distributed symmetrically about a mean of 25, and the mean value for the item is 50. (We are using concrete numbers here for clarity only – the argument does not depend on the particular numbers.) Consider the function \( h(\delta) = \alpha(50 - \delta) + \beta(50 + \delta) \). The solution to the differential equations is symmetric about the point \( (p, S) = (50, 25) \) if \( h(\delta) = 50 \) for all \( \delta \). Furthermore, if the following two conditions are true – (a) \( h(\delta) = 50 \Rightarrow h'(\delta) = 0 \), and (b) there exists some \( \delta^* \) such that \( h(\delta^*) = 50 \) – then we must have \( h(\delta) = 50 \) for all \( \delta \). (That is, symmetry at one point, plus (a), implies symmetry everywhere.) Demonstrating (a) is simply a matter of differentiating \( h \), plugging in the equations for \( \alpha' \) and \( \beta' \), and properly appealing to the symmetry of \( f \) and \( F \) – the details are omitted. Assumption (b) follows if, for example, we are willing to assume that the highest and lowest sale prices in equilibrium are symmetric about the mean value of the object (that is, \( \frac{p_l + p_h}{2} = 50 \)). Since the buy and sell sides of the market are treated completely symmetrically in this model, (b) is a reasonable assumption, and henceforth we adopt it.\(^{40}\)

The benefit of being able to assume a symmetric solution is that we now have a natural alternative to “shooting” trial solutions from the endpoints, where the derivatives are badly behaved – we can shoot trial solutions forward and backward from the point of symmetry at \( p = 50 \). There are two virtues to this: first, neither of the derivatives is degenerate at \( p = 50 \), and second, symmetry at \( p = 50 \) means that we only need to guess one parameter. To see this, notice that if we start integrating the differential equations at any arbitrary \( p_0 \), we need to specify two parameters: \( \alpha_0 = \alpha(p_0) \) and \( \beta_0 = \beta(p_0) \). However, if we start integrating at \( p = 50 \), we have \( h(0) = \alpha(50) + \beta(50) = 50 \), so once we fix one of the parameters, say \( \alpha_0 \), the other one is nailed down by symmetry. Reducing the dimension of the parameter space

\(^{39}\)Actually, for our signal structure, \( f(\alpha|\beta) \) also vanishes, but at a slower rate than \( F(\alpha|\beta) \), so the argument is still valid.

\(^{40}\)It is entirely possible that (b) is also a necessary assumption (i.e., that equilibria treating the buy and sell sides of the market asymmetrically do not exist). However, we don’t have a proof of this.
that must be searched to find a consistent solution dramatically simplifies the computational burden.

A.2 Step 2: Second Order Conditions

We confirmed analytically that the second order conditions are satisfied. Since the calculation is routine but tedious we omit it here, but the details are available from the authors upon request.

A.3 Step 3

For some parameters and some initial conditions, the solutions $\alpha(p)$ and $\beta(p)$ map onto $S$. More typically, either $\alpha(P)$ or $\beta(P)$ or both will be a strict subset of $S$. In this case, we need to extend one or both of the strategies. The first criterion for these extensions is that they must be best responses. If there are multiple best responses, we use the freedom to choose extensions that do not “break” the candidate equilibrium constructed at Step 1. A few examples may help to illustrate.

Suppose that $A$ and $B \in [10, 40]$ (as in treatment GT2) and that our differential equation solution has $\alpha(p^*) = A_h < \beta(p^*) = 40$ for some $p^*$. Extending the differential equation solution above $p^*$ is inappropriate since $B$ is never greater than 40, but we still need to assign ask strategies for signals $A \in (A_h, 40]$. Since (by assumption) type $A_h$ finds it optimal to trade with probability zero, so does any $A > A_h$. These types are indifferent among any ask prices weakly greater than $p^*$. Were we (for example) to set $a(A) = p^*$ for all of these types, we would tempt buyers who are prescribed bids just below $p^*$ to poach this pool of sellers, disrupting the separating part of the equilibrium. By instead setting $a(A) = 100$ for $A \in (A_h, 40]$, we remove this temptation.

Alternatively, suppose that we have $\beta(p^*) = B_h < \alpha(p^*) = 40$. Thus buyers with signal $B_h$ buy with probability 1. We need to extend $b()$ to cover buyers with signals $B \in (B_h, 40]$. Standard arguments indicate that these buyers prefer bidding $p^*$ rather than bidding any lower price (since they are more optimistic about $V$ than $B_h$ buyers). Furthermore, they strictly prefer bidding $p^*$ over any higher bid (since a higher bid simply means paying more to win with probability 1). Thus, in this case we must set $b(B) = p^*$ for $B \in (B_h, 40]$.

B The Learning Phase

The learning phase of our experiments plays a supporting but critical role in our study. Our analysis of the trading phase presumes that subjects have had at least some success
in learning how the two clues and the asset value are related. Here we present results on subjects’ accuracy in predicting the asset value from one or two clues during the learning phase.

Recall that this phase consisted of two sets of rounds, 1-15 and 16-30. For the first 15 rounds, we presented a subject with one clue ($A$ for 15 rounds or $B$ for 15 rounds), then asked her to predict $V$, and finally showed her the actual value of $V$. Subjects exposed to $A$ and to $B$ would have seen different sample paths of (clue, value) pairs, but of course all of these pairs were generated from the same symmetric distribution. The second 15 rounds were the same, except that all subjects were shown both clues. A table of sample data was presented before round 1 (sample pairs ($A, V$) or ($B, V$)) and before round 16 (sample triples ($A, B, V$)) to give subjects some “preloaded” information before they had to make predictions. Subjects were rewarded for prediction accuracy according to a quadratic loss function.

We define a subject’s prediction error to be the absolute value of the difference between her prediction and the true value of the asset, $|V_t - \text{pred}_t|$, where $\text{pred}_t$ is subject $i$’s prediction in round $t$. Remember that the distribution of the asset value and clues differed between treatments B1 and GT1 versus B2 and GT2, but between B1 and GT1, the learning phase was completely identical. (Similarly, the learning phase for B2 and GT2 was identical.) For this reason, we form two sets of pooled data: B1/GT1 and B2/GT2.\footnote{The procedures were identical in all treatments. Therefore, the only difference between the two pools consisted in the distribution of the asset value and the clues. The learning phase in CE and CU was totally identical to that of B2/GT2. We do not discuss it here but only note that the results are not significantly different from those of B2/GT2.} Table B1 presents trends in the mean prediction error for these two groups, aggregated into five-round blocks. Prediction errors begin at around 15 in both groups and decline with experience. The decline is dramatic for the treatments with low noise, but only modest for the treatments with high noise. Furthermore, treatments B1 and GT1 show a sharp improvement at round 16, when both clues are introduced, that is completely absent in B2 and GT2. This is sensible: since $V$ varies more with each clue in B1/GT1, the improvement in prediction from a second clue is greater.

\begin{table}[h]
\centering
\caption{Mean Prediction Error in the Learning Phase}
\begin{tabular}{lrrrrrr}
\hline
\textbf{Rounds} & 1-5   & 6-10  & 11-15 & 16-20 & 21-25 & 26-30 \\
\hline
\textit{Treatment B1/GT1}    & 14.48 & 10.72 & 11.69 & 3.89  & 3.04  & 2.93  \\
\end{tabular}
\end{table}

These cross-treatment comparisons need to be qualified because some of the difference
between B1/GT1 and B2/GT2 reflects different levels of white noise in $V$. A perfect forecaster who sees both clues and has learned that $V = A + B + X$ will make a prediction equal to $E(V | A, B) = A + B$, resulting in a prediction error of $|X|$. Since $X$ is larger in B2/GT2 ($U_{[-20, 20]}$ versus $U_{[-3, 3]}$), even a perfect forecaster will perform worse in these treatments relative to B1/GT1. A better cross-treatment comparison would be to ask how well subjects perform relative to the best feasible prediction with both clues, $E(V | A, B) = A + B$. To examine this question, we form the adjusted prediction error, $|A_t + B_t - pred_{it}| = |(V_t - X_t) - pred_{it}|$. Table B2 presents the average adjusted prediction errors for the two groups in rounds 1-15 and 16-30. We also compute these averages session by session. With five sessions per treatment, we have ten independent observations for each group (B1/GT1 and B2/GT2) of the average adjusted prediction error. The bottom part of the table gives the results from a Wilcoxon rank sum test of the equality of the mean adjusted prediction error across the two specifications. Equality is strongly rejected: predictions under B1/GT1 are slightly (but significantly) worse than under B2/GT2 when subjects see only one clue, but are substantially better than B2/GT2 when subjects see both clues. The average improvement in the adjusted error with a second clue is positive for both groups, but much larger for B1/GT1 (9.68 (s.e. 0.53) versus 2.30 (s.e. 0.43)).

**Table B2: Average Adjusted Prediction Error**

<table>
<thead>
<tr>
<th></th>
<th>Rounds</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-15</td>
<td>16-30</td>
<td></td>
</tr>
<tr>
<td>Treatment B1/GT1</td>
<td>12.20</td>
<td>2.52</td>
<td></td>
</tr>
<tr>
<td>Treatment B2/GT2</td>
<td>10.06</td>
<td>7.75</td>
<td></td>
</tr>
</tbody>
</table>

**Wilcoxon Test**

| Hypothesis | $H_0 : B1/GT1 = B2/GT2$ | $H_1 : B1/GT1 \neq B2/GT2$ | $-2.65$ | $-3.63$ | $0.008$ | $0.000$ |

The rank sum for the Wilcoxon test is reported. The corresponding $p$-value is in parentheses.

**Table B3: Standard Deviation of the Adjusted Prediction Error**

<table>
<thead>
<tr>
<th></th>
<th>Rounds</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-15</td>
<td>16-30</td>
<td></td>
</tr>
<tr>
<td>Treatment B1/GT1</td>
<td>9.84</td>
<td>5.03</td>
<td></td>
</tr>
<tr>
<td>Treatment B2/GT2</td>
<td>8.72</td>
<td>7.06</td>
<td></td>
</tr>
</tbody>
</table>

**Wilcoxon Test**

| Hypothesis | $H_0 : B1/GT1 = B2/GT2$ | $H_1 : B1/GT1 \neq B2/GT2$ | $-0.83$ | $-2.12$ | $0.410$ | $0.034$ |

The rank sum for the Wilcoxon test is reported. The corresponding $p$-value is in parentheses.

We are also interested in how much variation there is in prediction accuracy. For each
session \( s \) we compute the standard deviation \( \sigma_s \) of the adjusted prediction error in rounds 1-15 and 16-30. As above, this gives us ten observations per time period for B1/GT1 and ten for B2/GT2. Table B3 presents Wilcoxon estimates for the equality of the average standard deviations in B1/GT1 and B2/GT2. Variation in accuracy declines in both specifications, but again the change is larger for the less noisy pair of treatments. With one clue, adjusted errors are slightly (and not significantly) more dispersed in B1/GT1, but with both clues, the variance in errors is significantly smaller in B1/GT1 relative to B2/GT2.

Overall, the results give the impression that subjects are reasonably successful in learning to use the clues to predict the asset value. In particular, they converge fairly tightly on quite good predictions when they have both clues and there is relatively little noise confounding their feedback. When feedback is noisier (B2 and GT2), the results suggest a certain degree of model uncertainty that subjects never fully overcome: their predictions improve less over time and with a second clue, and tend to be more dispersed than is the case with less noise.

C Instructions

The instructions were divided into two parts: Part I, for the Learning Phase, and Part II, for the Trading Phase. Part I was identical for all treatments. Part II differed for the clues given to subjects and for the absence or presence of gains from trade. Here we report the instructions used for treatments B1 and B2 and the parts changed for the other treatments.

C.1 Instructions (Part I)

Welcome to our experiment!

Please, read these instructions carefully. Take all the time you want to go through them. Make sure you understand everything. If you have a question, please, do not hesitate to raise your hand. We will be happy to come to you and answer it privately. Please, do not ask your neighbours and do not try to look at their screens.

You are participating in an economics experiment in which you interact with seven other participants. Depending on your choices, the other participants’ choices and some luck you can earn a considerable amount of money. You will receive the money immediately after the experiment. Notice that all participants have the same instructions.
The experiment

This experiment consists of two parts. In the first part you will learn something about how to assess the value of a good. In the second part you will be given the opportunity to trade this good with the other participants. Therefore, what you are going to learn in the first part will be useful in the second part of the experiment.

We will start by explaining the first part. When all of you have read these instructions, we will start running the first part. After that, we will give you further instructions for the second part, and then we will continue and run the second part.

The Experiment – Part I

In this part of the experiment we will ask you to predict the value of a good. We will give you some clues that will help you in your task.

You will have to make your predictions 30 times (in 30 rounds). In each of these rounds, the computer will choose a new value for the good and you will have to predict it. The computer chooses the value of the good in each round afresh. The value of the good in one round never depends on the value of the good in one of the previous rounds. However, the value of the good does depend on several factors. We will call two of these factors “clue A” and “clue B”; before making your prediction, you will have the chance to observe one or both of these clues. Because the value of the good depends on factors other than clue A and clue B, you should not expect to be able to make perfect predictions, even when you can observe both of these clues. Here are some more details about the value of the good and the information you will receive.

First of all, the value of the good will never be lower than 0 or higher than 100.

Second, in each of the first 15 rounds, you will receive one clue – either A or B. In contrast, during the last 15 rounds, you will receive both clue A and clue B. Your clue (or clues) will be a number (or two numbers) that appears on your screen at the beginning of each round. Both of these clues are related to the true value of the good, but we will not tell you how they are related – you must discover this through experience.

What you have to do

You have only one task: try to predict the correct value of the good.
Procedures for each of the first 15 rounds

In each of these rounds the computer will draw the value of the good, which will be a number between 0 and 100. You will not be told this number. However, on your screen you will see your clue, a number related to this value. After you see it, you can input your prediction. Note that, to input this value, you can use the mouse and also (to select the number more precisely) the up and down arrows at the bottom-right of the keyboard.

Procedures for each of the last 15 rounds

In the last 15 rounds you will have to do exactly the same. However, instead of seeing one clue, you will see two of them, the one that you always saw in the first 15 rounds and a new one. Again, after you see them, you can make your decision, that is, you can input your prediction.

You do not have to rush. Take all the time you want to make your decision.

Remark 1

In the first 15 rounds all of you will receive only one clue. Note, however, that four of you will receive (for all 15 rounds) clue A and the other four will receive clue B. Who receives one clue and who the other is decided randomly by the computer. In the last 15 rounds everyone receives both clues.

Remark 2

Remember that the value that the computer chooses in one round is completely independent of the value it chose in previous rounds or will choose in the next rounds. In every round the computer chooses a new value.

What do you earn for your predictions?

Your earnings in this first part depend on how well you predict the value of the good. For the first 10 rounds, given that you are learning, your performance will not affect your payment. In the rounds from the 11th through the 15th, your ability to predict the value will be important. In fact, the computer will randomly choose one of these rounds and we will pay you according to what you did in that round. Notice that the computer will select the same round for all of you. If in that round you predict the value exactly, you will earn £3.00. If your prediction differs from the true value by an amount x, you will earn £3.00 – 0.003x². This means that the further your prediction is from the true value, the less you
will earn. Moreover, if your mistake is small, you will be penalized only a small amount; if your mistake is big, you will be penalized more than proportionally.

Analogously, your performance in the rounds from the 16th through the 25th will not directly affect your payoff, as you are learning how to use two clues. In contrast, your payoff will depend on your predictions in the rounds from the 26th through the 30th. As above, the computer will randomly choose one of these rounds and we will pay you according to what you did in that round. We will pay you using the same rule explained above.

To make this rule clear, let us see some examples.

*Example 1*: Suppose the true value is 50.

Suppose you predict 70. In this case you made a mistake of 20. We will give you £3.00 - 0.003*20^2 = £3.00 - £1.20 = £1.80. Similarly, if your prediction was 30, again you made a mistake of 20. And again we will give you £3.00 - £1.20 = £1.80.

*Example 2*: Suppose the true value is 65.

Suppose you predict 55. In this case you made a mistake of 10. We will give you £3.00 - 0.003*10^2 = £3.00 - £0.30 = £2.70. Similarly, if your prediction was 75, again you made a mistake of 10 and, again, we will pay you £3.00 - £0.30 = £2.70.

*Example 3*: Suppose the true value is 24.

Suppose you predict 55. In this case you made a mistake of 31. We will give you £3.00 - 0.003*31^2 = £3.00 - £2.88 = £0.12.

How do you learn?

Before the first round, we will show you a table with a sample of 10 values for the good and for the clue. The computer generated these values in the same way in which it will generate new values for you. Therefore, this may be helpful in predicting the values in the first rounds. Similarly, immediately before the 16th round, we will show you a table with 10 values for the good and the two clues. Again, this will help you before you start predicting the value of the good using two clues.

Moreover, after each round, of course, we will inform you of the true value of the good. Therefore, you will be able to compare your prediction with the truth. This may help you to improve your ability to make good predictions in later rounds. Again, you should not
expect yourself to be able to predict the value of the good perfectly, as this value depends on other factors besides the two clues.

Finally, at the end of this part of the experiment, your screen will display the two rounds that the computer chose for everyone to be paid. You will also see your own payoff for these two rounds.

C.2 Instructions (Part II)

Thank you for participating in the first part of the experiment. Now, we will start the second part. Please, read these instructions carefully and ask us if they are not clear. As for the first part, of course, all participants have the same instructions.

The Experiment – Part II

What you have to do

This part of the experiment consists of a series of 30 rounds. You will interact with the other people who participated in part I. In each round you will have to make a simple decision. You will have to choose a price at which you are willing to sell a good and a price at which you are willing to buy it. Your sell price can be greater than or equal to your buy price, but it cannot be lower. In each round you will be matched with other four participants in the experiment. If the price at which you want to buy is higher than the price at which any of these other participants with whom you are matched wants to sell, then trade will occur: you will obtain the good and will have to pay a price equal to the average of your “buy” offer and his “sell” offer. Similarly, if the price at which you want to sell is lower than the price at which any other of these four participants want to buy, trade will occur: you will obtain a price equal to the average of the other participant’s buy offer and your sell offer.

Notice that, given that you are matched with other four people, it may happen that you trade (buy or sell) with some of them and not with others. Moreover, given that these other participants can choose different prices, it is well possible that you sell to some people and buy from others.

It is also possible that neither you nor any of the other participants you are matched with makes a buy offer that is at least as high as the price at which the other one offers to sell. In that case, there will be no exchange of the good at all.
In conclusion, there are five possibilities: that you trade with no one, or with 1, 2, 3 or 4 participants.

*What determines the value of the good*

In the previous part of the experiment you have already seen how the value of the good is related to the information that you receive. The rules do not change: the value of the good is determined exactly as it was in the previous part.

*What you earn in a round*

First of all, we will give you 20 pence per round, regardless of whether trade occurs or not. In addition to this, you earn profits or losses on any trade that you make.

Therefore, in rounds without trade you will just earn the 20 pence that we give you. You will not earn more money and you will not lose it either.

When you buy a good from another participant, your profit or loss will be equal to the true value of the good minus the price you paid for it.

Similarly, when you sell a good to someone, your profit or loss will be equal to the price that you receive minus the true value of the good.

Clearly, given that in a round you can trade with 1, 2, 3 or 4 people, for each of these trades you can earn profits or suffer losses.

*With whom you are matched*

Remember that there are 8 participants in this experiment. In the first part of the experiment, in the first 15 rounds, four of you received information only on clue A and four only on clue B. Now, in each round, the computer will match you with the four people who received the other clue. For instance, if you are a participant who received information only on clue A in those first 15 rounds, you will be matched with participants who saw only clue B. If you received clue B, you will be matched with those who saw only clue A.

*What information you receive*

In this part of the experiment, we will let you know only one clue on the value of the good. If in the first 15 rounds of the previous part of the experiment you received only clue A, now you will see clue A only. Similarly, if you received information on clue B, again you will see clue B only.
Procedures for each round

Remember that the experiment is organized into different rounds and that within each round you will have to choose two prices, one for buying and one for selling. So, let us summarize what happens within each round.

1) At the beginning of each round the computer randomly chooses the value of the good as well as values for the two clues A and B. You will see one of the two clues on the screen.

2) Now you make your decision: select on your screen the price at which you would be willing to sell the good and the price at which you would be willing to buy it. There is only one restriction: the price at which you accept to buy cannot be greater than the price at which you want to sell. Notice that, obviously, the higher the price at which you want to sell and the lower the price at which you want to buy, the lower is the possibility that trade will actually occur. In particular, if you want to be sure of not trading, you can just click on a ‘no trade’ button on your screen. By clicking on that button, the prices will automatically go to the extremes, 0 and 100. Obviously, at those prices, trade never occurs, regardless of what prices the other participants select and you will simply keep your 20 pence.

4) The computer will compare your prices to those of the four participants with whom you are matched. Below we will call these participants the “Other Participants.” By comparing these prices the computer will determine whether there will be exchange of the good or not between you and any of them.

5) On your screen, you will see your prices, the Other Participants’ prices, the true value of the good and your payoff.

Once the first round is over, we will repeat the same procedure for the second round. At the beginning, the computer will choose again values for the good and the two clues. You will choose your buy and sell prices. You will be informed of your payoff.

Examples of payoff

Example 1

Suppose that in a round you choose a price for buying of 30 pence and a price for selling of 40 pence. Suppose also that:

1) The first of the Other Participants chooses a price for buying of 50 pence and a price for selling of 65 pence.
2) The second chooses a price for buying of 10p and a price for selling of 20p.
3) The third, a price for buying of 20p and a price for selling of 85p.
4) The fourth, a price for buying of 0p and a price for selling of 100p.

In this case, given that the first ‘Other Participant’ is willing to buy at a higher price than you are willing to sell, there will be trade between the two of you: the Other Participant will buy the asset from you. You will receive a price of 45p (which is exactly the midpoint between 40p and 50p).

After you have made your decisions you will be informed of the true value of the good: suppose it is 38p. In this case, your profit from this trade will be

\[(\text{price} - \text{true value}) = (0.45 - 0.38) = 0.07\]

By selling the asset in this case you make a profit, as you sold for 45p something that was worth only 38p.

The second Other Participant is willing to sell at a lower price than you are willing to buy, therefore, there will be trade between the two of you: the ‘Other Participant’ will sell the asset to you. You will pay a price of 25p (which is exactly the midpoint between 20p and 30p).

Your profit for this trade will be

\[(\text{true value} - \text{price}) = (0.38 - 0.25) = 0.13.\]

By buying the asset in this case you make a profit, as you bought for 25p something that was worth 38p.

What happens with the third Other Participant? You do not sell to him, as his buy price is less than your sell price (20 < 30). Likewise, he does not sell to you, as your buy price is less than his sell price (30 < 85). Similarly, you do not buy and do not sell to the fourth Participant.

Finally, your Per Round Payoff will be:

\[0.20 + 0.07 + 0.13 = 0.40\]

*Example 2*
Suppose that in a round you choose a price for buying of 40 pence and a price for selling of 60 pence. Suppose also that the first of the Other Participants chooses a price for buying of 70 pence and a price for selling of 75 pence.

In this case, given that the first ‘Other Participant’ is willing to buy at a higher price than you are willing to sell, there will be trade between the two of you: the Other Participant will buy the asset from you. You will receive a price of 65p (which is exactly the midpoint between 60p and 70p).

After you have made your decisions you will be informed of the true value of the good: suppose it is 78p. In this case, your profit from this trade will be

\[(\text{price} - \text{true value}) = (0.65 - 0.78) = -0.13\]

By selling the asset in this case you make a loss. You lose 13p because you sold the good at a price below its true value.

What happens with the other participants depends on their prices, as in the example above.

Example 3

Suppose that there is a round in which you do not wish to trade with anyone under any circumstances. You choose a buy price of 0 and a sell price of 100p. Since it is impossible for the Other Participants’ sell price to be less than 0 or for their buy price to be greater than 100, you can be assured that you will not trade in this round with anyone.

Your final payoff

Your total payoff at the end of the experiment will computed as follows.

Just for taking part in the experiment, you earn a show up fee of £5.00.
You have earned some money in the first part of the experiment.
Finally, you have earned the per-round payoffs in these 30 rounds.

We will just add all these amounts:

Total Payment = £5.00 + Money earned in Part I + Sum of Per Round Payoffs in Part II.
C.3 Changes to Instructions for Treatments GT1 and GT2

In treatments GT1 and GT2 the instructions were changed in regard to the explanation of earnings as shown below. Of course, also the examples of payoffs were amended accordingly.

What you earn in a round

First of all, we will give you 20 pence per round, regardless of whether trade occurs or not. In addition to this, you earn profits or losses on any trade that you make.

Therefore, in rounds without trade you will just earn the 20 pence that we give you. You will not earn more money and you will not lose it either.

When you buy a good from another participant, your profit or loss will be equal to the true value of the good minus the price you paid for it, plus an additional 5 pence which you earn simply because a trade occurred.

Similarly, when you sell a good to someone, your profit or loss will be equal to the price that you receive minus the true value of the good, once again plus an additional 5 pence which you earn simply because a trade occurred.

Clearly, given that in a round you can trade with 1, 2, 3 or 4 people, for each of these trades you can earn profits or suffer losses.

———

Examples of payoff

Example 1

Suppose that in a round you choose a price for buying of 30 pence and a price for selling of 40 pence. Suppose also that:

1) The first of the Other Participants chooses a price for buying of 50 pence and a price for selling of 65 pence.
2) The second chooses a price for buying of 10p and a price for selling of 20p.
3) The third, a price for buying of 20p and a price for selling of 85p.
4) The fourth, a price for buying of 0p and a price for selling of 100p.

In this case, given that the first ‘Other Participant’ is willing to buy at a higher price than you are willing to sell, there will be trade between the two of you: the Other Participant
will buy the asset from you. You will receive a price of 45p (which is exactly the midpoint between 40p and 50p).

After you have made your decisions you will be informed of the true value of the good: suppose it is 38p. In this case, your profit from this trade will be

\[(\text{price} - \text{true value}) + 5 \text{ pence} = (0.45 - 0.38) + 0.05 = 0.07 + 0.05 = 0.12\]

By selling the asset in this case you make a profit, as you sold for 45p something that was worth only 38p. In addition, you get the extra 5 pence because trade occurred with this Participant.

The second Other Participant is willing to sell at a lower price than you are willing to buy, therefore, there will be trade between the two of you: the ‘Other Participant’ will sell the asset to you. You will pay a price of 25p (which is exactly the midpoint between 20p and 30p).

Your profit for this trade will be

\[(\text{true value} - \text{price}) + 5 \text{ pence} = (0.38 - 0.25) + 0.05 = 0.13 + 0.05 = 0.18.\]

By buying the asset in this case you make a profit, as you bought for 25p something that was worth 38p, and, in addition, you get the extra 5 pence because trade occurred with this Participant.

What happens with the third Other Participant? You do not sell to him, as his buy price is less than your sell price \((20 < 30)\). Likewise, he does not sell to you, as your buy price is less than his sell price \((30 < 85)\). Similarly, you do not buy and do not sell to the fourth Participant.

Finally, your Per Round Payoff will be:

\[0.20 + 0.12 + 0.18 = 0.50\]

**Example 2**

Suppose that in a round you choose a price for buying of 40 pence and a price for selling of 60 pence. Suppose also that the first of the Other Participants chooses a price for buying of 70 pence and a price for selling of 75 pence.
In this case, given that the first ‘Other Participant’ is willing to buy at a higher price than you are willing to sell, there will be trade between the two of you: the Other Participant will buy the asset from you. You will receive a price of 65p (which is exactly the midpoint between 60p and 70p).

After you have made your decisions you will be informed of the true value of the good: suppose it is 78p. In this case, your profit from this trade will be

\[(\text{price} - \text{true value}) + 5 \text{ pence} = (0.65 - 0.78) + 0.05 = -0.13 + 0.05 = -0.08\]

By selling the asset in this case you make a loss. You get 5p because trade occurred, but also lose 13p because you sold the good at a price below its true value, for a net payoff of -8p.

What happens with the other participants depends on their prices, as in the example above.

Example 3

Suppose that there is a round in which you do not wish to trade with anyone under any circumstances. You choose a buy price of 0 and a sell price of 100p. Since it is impossible for the Other Participants’ sell price to be less than 0 or for their buy price to be greater than 100, you can be assured that you will not trade in this round with anyone.

C.4 Changes to Instructions for Treatments CE and CU

In Treatments CE and CU the instructions were changed in regard to the information that subjects received. In Treatment CE, the instructions were changed as follows:

**What information you receive**

In this part of the experiment, you will receive both clues A and B. This is true for every participant, of course.

In Treatment CU, the change was the following:

**What information you receive**

In this part of the experiment, you will receive different information in odd rounds and even rounds. If in the first 15 rounds of Part I of the experiment you received only clue
A, now in *odd rounds* (1,3,5,7,…) you will see clue A only. In contrast, if you received information on clue B only, now you will see both clues A and B. The reverse occurs in even rounds. If in the first 15 rounds of Part I of the experiment you received only clue A, now in *even rounds* (2,4,6,8…) you will see both clues A and B. In contrast, if you received information on clue B only, now you will see clue B only. Clearly, since you are matched with participants who saw the other clue in the first 15 rounds of Part I, whenever you see only one clue, your matches see them both. Whenever you see both, your matches see only one.

C.5 Computer Screen Shots

**Figure 2:** Table with a sample of 10 asset values and the corresponding clue A
**Figure 3:** Table with a sample of 10 asset values and the corresponding clue B

![Table with clues B](image)

**Figure 4:** Table with a sample of 10 asset values and the corresponding clues A and B

![Table with clues A and B](image)
<table>
<thead>
<tr>
<th>No.</th>
<th>Title</th>
<th>Authors</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>2374</td>
<td>Reserve Price Formation in Online Auctions</td>
<td>Florian Englmaier and Arno Schmöller</td>
<td>August 2008</td>
</tr>
<tr>
<td>2375</td>
<td>Effects of Unilateral Climate Policy on Terms of Trade, Capital Accumulation, and Welfare in a World Economy</td>
<td>Karl Farmer, Birgit Friedl and Andreas Rainer</td>
<td>August 2008</td>
</tr>
<tr>
<td>2376</td>
<td>The Role of the Annuity’s Value on the Decision (Not) to Annuitize: Evidence from a Large Policy Change</td>
<td>Monika Bütler, Stefan Staubli and Maria Grazia Zito</td>
<td>August 2008</td>
</tr>
<tr>
<td>2377</td>
<td>The Impact of Urbanization on CO₂ Emissions: Evidence from Developing Countries</td>
<td>Inmaculada Martínez-Zarzoso</td>
<td>August 2008</td>
</tr>
<tr>
<td>2378</td>
<td>The Non-Constant-Sum Colonel Blotto Game</td>
<td>Brian Roberson and Dmitriy Kvasov</td>
<td>August 2008</td>
</tr>
<tr>
<td>2379</td>
<td>How Much Sunlight Does it Take to Disinfect a Boardroom? A Short History of Executive Compensation Regulation</td>
<td>Ian Dew-Becker</td>
<td>August 2008</td>
</tr>
<tr>
<td>2380</td>
<td>Subsidizing National Champions: An Evolutionary Perspective</td>
<td>Cécile Aubert, Oliver Falck and Stephan Heßlich</td>
<td>August 2008</td>
</tr>
<tr>
<td>2381</td>
<td>Returns to Tenure or Seniority?</td>
<td>Sebastian Buhai, Miguel Portela, Coen Teulings and Aico van Vuuren</td>
<td>August 2008</td>
</tr>
<tr>
<td>2382</td>
<td>Flexible Outsourcing, Profit Sharing and Equilibrium Unemployment</td>
<td>Erkki Koskela and Jan König</td>
<td>August 2008</td>
</tr>
<tr>
<td>2383</td>
<td>Does a Generous Welfare State Crowd out Student Achievement? Panel Data Evidence from International Student Tests</td>
<td>Torberg Falch and Justina AV Fischer</td>
<td>September 2008</td>
</tr>
<tr>
<td>2384</td>
<td>Corporate Tax Competition and the Decline of Public Investment</td>
<td>Pedro Gomes and François Pouget</td>
<td>September 2008</td>
</tr>
<tr>
<td>2385</td>
<td>How Do Local Governments Decide on Public Policy in Fiscal Federalism?</td>
<td>Marko Koethenbuerger</td>
<td>September 2008</td>
</tr>
<tr>
<td>2386</td>
<td>China’s Exchange Rate Impasse and the Weak U.S. Dollar</td>
<td>Ronald McKinnon and Gunther Schnabl</td>
<td>September 2008</td>
</tr>
</tbody>
</table>
2388 Louis Eeckhoudt and Harris Schlesinger, Changes in Risk and the Demand for Saving, September 2008

2389 Carsten Hefeker and Blandine Zimmer, Uncertainty and Fiscal Policy in an Asymmetric Monetary Union, September 2008

2390 Jay Pil Choi and Byung-Cheol Kim, Net Neutrality and Investment Incentives, September 2008

2391 Marcel Gérard, Financing Bologna, the Internationally Mobile Students in European Higher Education, September 2008

2392 Annette Alstadsæter and Knut Reidar Wangen, Corporations’ Choice of Tax Regime when Transition Costs are Small and Income Shifting Potential is Large, September 2008

2393 António Afonso and Christophe Rault, 3-Step Analysis of Public Finances Sustainability: the Case of the European Union, September 2008

2394 Betsey Stevenson and Justin Wolfers, Economic Growth and Subjective Well-Being: Reassessing the Easterlin Paradox, September 2008

2395 Bernhard Eckwert and Itzhak Zilcha, Private Investment in Higher Education: Comparing Alternative Funding Schemes, September 2008

2396 Øystein Foros, Hans Jarle Kind and Jan Yngve Sand, Slotting Allowances and Manufacturers’ Retail Sales Effort, September 2008

2397 Mohammad Reza Farzanegan, Illegal Trade in the Iranian Economy: Evidence from a Structural Model, September 2008

2398 Olivier Bos, Charity Auctions for the Happy Few, September 2008


2400 Ben D’Exelle and Arno Riedl, Elite Capture, Political Voice and Exclusion from Aid: An Experimental Study, September 2008

2401 Torben M. Andersen and Joydeep Bhattacharya, On Myopia as Rationale for Social Security, September 2008

2402 Fabienne Llense, French CEO Compensations: What is the Cost of a Mandatory Upper Limit?, September 2008


2404 Robert G. Chambers, Rolf Färe, Shawna Grosskopf and Michael Vardanyan, Generalized Quadratic Revenue Functions, September 2008
2405 Leonidas Enrique de la Rosa, Overconfidence in a Career-Concerns Setting, September 2008


2407 Markku Lanne and Helmut Lütkepohl, Stock Prices and Economic Fluctuations: A Markov Switching Structural Vector Autoregressive Analysis, September 2008

2408 Thomas L. Brewer, International Energy Technology Transfers for Climate Change Mitigations, September 2008

2409 Alexander Kemnitz, Native Welfare Losses from High Skilled Immigration, September 2008

2410 Xavier Vives, Strategic Supply Function Competition with Private Information, September 2008


2413 Thorsten Upmann, Labour Unions – To Unite or to Separate?, October 2008

2414 Sascha O. Becker and Ludger Woessmann, Luther and the Girls: Religious Denomination and the Female Education Gap in 19th Century Prussia, October 2008

2415 Florian Englmaier and Stephen Leider, Contractual and Organizational Structure with Reciprocal Agents, October 2008

2416 Vittorio Daniele and Ugo Marani, Organized Crime and Foreign Direct Investment: The Italian Case, October 2008


2418 Paul De Grauwe, Animal Spirits and Monetary Policy, October 2008

2419 Guglielmo Maria Caporale, Christophe Rault, Robert Sova and Anamaria Sova, On the Bilateral Trade Effects of Free Trade Agreements between the EU-15 and the CEEC-4 Countries, October 2008

2420 Yin-Wong Cheung and Daniel Friedman, Speculative Attacks: A Laboratory Study in Continuous Time, October 2008
Kamila Fialová and Ondřej Schneider, Labour Market Institutions and their Effect on Labour Market Performance in the New EU Member Countries, October 2008


Doina Maria Radulescu and Michael Stimmelmayr, The Welfare Loss from Differential Taxation of Sectors in Germany, October 2008


Bruno S. Frey, David A. Savage and Benno Torgler, Noblesse Oblige? Determinants of Survival in a Life and Death Situation, October 2008

Giovanni Facchini, Peri Silva and Gerald Willmann, The Customs Union Issue: Why do we Observe so few of them?, October 2008

Wido Geis, Silke Uebelmesser and Martin Werding, Why go to France or Germany, if you could as well go to the UK or the US? Selective Features of Immigration to four major OECD Countries, October 2008

Geeta Kingdon and Francis Teal, Teacher Unions, Teacher Pay and Student Performance in India: A Pupil Fixed Effects Approach, October 2008

Andreas Haufler and Marco Runkel, Firms’ Financial Choices and Thin Capitalization Rules under Corporate Tax Competition, October 2008

Matz Dahlberg, Heléne Lundqvist and Eva Mörk, Intergovernmental Grants and Bureaucratic Power, October 2008

Alfons J. Weichenrieder and Tina Klautke, Taxes and the Efficiency Costs of Capital Distortions, October 2008

Andreas Knabe and Ronnie Schöb, Minimum Wage Incidence: The Case for Germany, October 2008

Kurt R. Brekke and Odd Rune Straume, Pharmaceutical Patents: Incentives for R&D or Marketing?, October 2008

Scott Alan Carson, Geography, Insolation, and Institutional Change in 19th Century African-American and White Stature in Southern States, October 2008

Emilia Del Bono and Daniela Vuri, Job Mobility and the Gender Wage Gap in Italy, October 2008

Marco Angrisani, Antonio Guarino, Steffen Huck and Nathan Larson, No-Trade in the Laboratory, October 2008