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Editorial 
 
 
 
On April 15 - 16, 2002 a conference on “Monetary Union: Theory, EMU Experience, and 

Prospects for Latin America” was held at the University of Vienna. It was jointly organized 

by Eduard Hochreiter (OeNB), Klaus Schmidt-Hebbel (Banco Central de Chile) and Georg 

Winckler (Universität Wien). Academic economists and central bank researchers presented 

and discussed current research on the optimal design of a monetary union in the light of 

economic theory and EMU experience and assessed the prospects of monetary union in Latin 

America. A number of papers presented at this conference are being made available to a 

broader audience in the Working Paper series of the Oesterreichische Nationalbank and in the 

Central Bank of Chile Working Paper series. This volume contains the twelfth of these 

papers. The first ones were issued as OeNB Working Paper No. 64 to 72 and No. 74 to 75. In 

addition to the paper by Eduard Hochreiter, Anton Korinek and Pierre L. Siklos the Working 

Paper also contains the contributions of the designated discussants Jeannine Bailliu and 

Thorvaldur Gylfason. 
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ABSTRACT 

 
 

The paper examines the macroeconomic consequences of selecting alternative exchange 
rate regimes of countries in three regions. In particular, it studies whether Austria, the 
Netherlands, Canada and New Zealand made the right monetary regime choices between 
1970 and 2000. We focus on the role of asymmetric shocks as a core determinant for the 
evaluation of various monetary regimes by studying the impact of a hard peg, a full 
monetary union, or floating exchange rates (with or without inflation targeting) on 
selected macroeconomic variables. Estimates of structural VARs are used to ascertain if 
the countries under review meet the essential ingredients of an optimum currency area 
(OCA) and thus are candidates for a monetary union. Counterfactual experiments help to 
study economic outcomes had these countries pursued alternative monetary strategies. 
We conclude that a floating regime with inflation targeting is best for Canada, a monetary 
union with Australia is the best course of action for New Zealand, and monetary union is 
the appropriate choice for the Netherlands while there are reasons to believe that Austria 
might have been better off with a floating regime, at least for a time. We also find that 
good monetary policy is not confined to any particular exchange rate regime and that 
political and institutional factors weigh heavily in this decision. 
 
Keywords: Exchange rate regimes, Monetary Union, SVARs 
 
JEL numbers:  E30, F30 
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1. Introduction 

The debate over the most appropriate monetary regime for a country has not 

abated over the years. Indeed, developments, such as (European) Economic and 

Monetary Union (EMU), have only served to stimulate more debate and raise the 

question whether still fewer currencies are economically desirable (e.g., Dornbusch 

2001). A welcome aspect of the recent literature is the growing recognition that 

traditional references to the dichotomy between fixed versus flexible exchange rates is, as 

Robert Mundell (2000b) put it recently, an “oxymoron”. Rather, the “optimal” exchange 

rate regime is the one most likely to produce the best conduct in monetary policy and it is 

not obvious, a priori, whether fixed rates are preferable over floating rates, or vice-versa.  

Under a fixed exchange rate regime or a monetary union, the domestic monetary 

policy of the country in question, which we shall refer to as the “candidate” country, is 

emasculated by the monetary policy decisions of what shall henceforth be termed the 

“target” country. A floating regime, by contrast, is not a well-defined policy regime 

unless the anchor for monetary policy is clearly enunciated. In recent years, inflation 

targeting has become increasingly popular as the principal strategy of the central bank. 

Beyond the benefits of reduced transactions costs stemming from the existence of 

fewer circulating currencies, there is at least another important motivating factor for 

giving up an independent monetary policy and choosing a monetary union over another 

currency arrangement. Friedman (1973, p. 59), although best known as an advocate of the 

floating rate regime with a domestic anchor via some money growth rule, nevertheless 

argued that, in some instances, “the best policy would be…to unify [a country’s] 

currency with the currency of a large, relatively stable developed country with which it 

has close economic relations, and to impose no barriers to the movement of money or 

prices, wages, and interest rates.” In this paper we ask how alternative monetary regimes 

might affect output growth, inflation and their volatility for groups of countries that are 

often viewed, in historical, economic, and political terms, as candidates for currency 

arrangements other than the ones they actually adopted. 

We examine the macroeconomic experiences covering the last three decades in 

Austria, the Netherlands, Germany, Canada, the United States, New Zealand, and 

Australia. Austria, the Netherlands, and Germany, have, of course, been members of a 



 

 4

monetary union (EMU) since 1999. Canada and the US are often mentioned, especially 

since Robert Mundell became Nobel Laureate, as obvious candidates for some common 

currency arrangement. The question about the appropriateness of the current exchange 

rate regime has also been the focus of a considerable debate across the Tasman Sea in the 

past few years.  

Our strategy is two-fold. We specify and estimate a structural model for each 

economy in question that recognizes the interdependence of various economic shocks. In 

addition, we also control for some of the idiosyncrasies stemming from important 

differences in the unsystematic component of each country’s economic policies. The 

estimates are used to derive empirical measures of the correlation between shocks that 

emanate from aggregate demand (primarily fiscal policy), supply and monetary policy. 

We compare cases where the unsystematic components of policies are not controlled for 

with ones where the estimated shocks have been conditioned on such policies. We argue 

that such comparisons may shed important light into the conduct of policies under 

alternative exchange rate regimes. 

Next, we use the estimates from the various estimated models to consider three 

counterfactual experiments. We ask what would output growth, inflation, and their 

variance have been if the target countries had adopted a hard exchange rate peg, a full 

monetary union that combines a hard peg with the target country’s interest rate, or a 

floating exchange rate regime where either uncovered interest rate parity is used to 

simulate the evolution of the exchange rate or an inflation targeting regime is adopted.  

We find that shock asymmetry is a feature of the data even for countries that are 

seemingly obvious candidates for monetary union. Nevertheless, the response of output 

growth and inflation to various shocks are sufficiently similar to suggest that any of the 

potential monetary regimes being considered can be deemed to be appropriate. 

 Finally, the various counterfactual experiments suggest that monetary union could 

provide benefits in terms of reduced inflation and reduced inflation volatility for New 

Zealand in particular. The same is true for the Netherlands and Austria while no 

discernible benefits were found for Canada from a hard peg or a full monetary union with 

the US. 
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The paper is organized as follows. First, we briefly outline the "Maastricht 

Model" that lies behind Economic and Monetary Union in Europe as it represents an 

obvious model for monetary unions of the future. Next, we briefly survey the literature on 

optimum currency areas as it pertains to the countries under study and the issue of shock 

symmetry. Section 4 then develops the structural VAR model and the methodology used 

to derive the counterfactual results. Section 5 discusses the data and presents the 

empirical evidence while section 6 concludes. 

 

2. The Maastricht Model 

The uniqueness of the Maastricht Model to monetary union is embodied in EMU 

proceeding without prior political union. This fact notwithstanding, the Maastricht 

approach points to a possible way to the establishment of a monetary union. Central to 

the Maastricht model are the concepts of monetary dominance (cf. Hochreiter, Schmidt-

Hebbel and Winckler, 2002) and of “convergence”, as defined in Protocol 6 of the 

Maastricht Treaty. 

Table 1 provides annual data concerning the four elements of the convergence 

criteria for Australia, New Zealand, Canada, the three candidate countries in our sample 

that do not presently belong to a monetary union, as well as the Eurozone. On almost all 

counts, "our" three candidate countries would currently easily meet the Maastricht 

convergence criteria, except for the exchange rate criterion. Regarding the original 11 

EMU members there was some controversy, as the date for Stage III of EMU 

approached, about the extent to which all of them satisfactorily met all of the Treaty 

conditions. In the event, the Treaty left enough room for interpretation so that only 

Greece was excluded because of a failure to meet the criteria. Denmark and the UK 

exercised their opt-out clause, while Sweden was excluded (by its own desire) on the 

grounds that it technically did not meet the exchange rate criterion. 

 In the context of our study it is interesting to note that membership in the 

ERM (an adjustable peg with broad bands) was deemed instrumental in ensuring that the 

convergence criteria, in particular the inflation criterion, would be attained. Yet, the 
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candidate countries in our study that have pursued a floating exchange rate cum inflation 

targeting strategy performed broadly similar if not better than the EMU participants. This 

suggests that an exchange rate regime per se may not provide a clear indication of the 

likely overall economic performance. As Mundell (2000a) has pointed out, the pursuit of 

price stability, rather than the slavish adherence to a particular type of exchange rate 

regime, is what should pre-occupy policy makers minds. At the same time, the 

convergence in inflation rates apparent from the data in Table 2 also supports Mundell´s 

view of the feasibility of wider monetary unions in the future.  

3. Optimum Currency Areas: A Selective Survey 

3.1 The Nature of Aggregate Shocks and the Role of Fiscal Policy 

In what follows, we focus on two basic questions surrounding the choice of 

monetary arrangements that are especially germane to the objectives of this paper: the 

impact of economic shocks under different exchange rate regimes and the influence of 

currency arrangements on the synchronicity of business cycles.  

As indicated earlier, some of the conditions that support flexible rates include 

structural differences between the candidate and target countries. For example, Murray 

(2000) argues that, despite the highly integrated nature of, for example, the US and 

Canadian economies, important structural differences do remain. Canada is more exposed 

to external shocks than is the US. Furthermore, there must be sufficient downward 

rigidity of wages and prices. In the case of Canada, Fortin (1996) argues that low 

inflation has reduced the ability of wages and prices to be flexible. Freedman and 

Macklem (1998) take a contrary position, arguing that Fortin’s evidence of downward 

nominal wage rigidity is overstated.  

Ultimately, however, the principal advantage of a flexible exchange rate regime is 

its ability to absorb both foreign and domestic economic shocks thereby highlighting the 

role of monetary sovereignty. Therefore, much empirical research work has focused on 

whether aggregate shocks are symmetric or not. Shock symmetry refers to the 

distribution of the impact of some economic shock across the participating economies in 

a potential monetary union. If shocks are indeed highly asymmetric – read uncorrelated – 

then floating exchange rates act as a shock absorber; otherwise, the exchange rate does 
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not serve a useful corrective role and so the various micro and macro economic costs of 

national currency arrangements become critical. Dupasquier, Lalonde and St.-Amant 

(1997) address the exchange rate response issue – the fact that Canada’s exchange rate 

has tended to appreciate in the wake of non-monetary demand shocks. They also find that 

the interest rate rises following such a shock. These results suggest that identified non-

monetary demand shocks correspond closely to real demand shocks and that what we are 

seeing is the crowding out effect of these real shocks. They also observe that, following a 

one standard deviation non-monetary shock, the adjustment in the exchange rate is much 

swifter and greater than that of prices. Moreover, the adjustment in prices is statistically 

insignificant, while the impact of nominal exchange rates is statistically different from 

zero. From this perspective, it looks costly for Canada to abandon exchange rate 

flexibility. They also show that the nominal exchange rate contributes to facilitating 

macroeconomic adjustments, and that it does so mainly for real demand shocks. It might 

be added that theoretical models do not necessarily lead to the conclusion that the 

exchange acts as an automatic adjustment device. Devereux (1999) points out that it is 

crucial to consider whether prices are sticky in a flexible exchange rate world as well as 

how much cross-country coordination there is in the area of monetary policy. An 

extension of existing theoretical models lead to the conclusion that, in the presence of 

sticky prices and a cooperative peg, as opposed to a unilateral peg, a fixed exchange rate 

regime may welfare-dominate a floating regime. 

Rose (1995), and Flood and Rose (1995), compare the volatility of different major 

macroeconomic variables under fixed and flexible exchange rates. The frequency and 

size of shocks is likely to be related to the volatility of key macroeconomic aggregates. 

They find that there is no significant difference in the volatility of variables such as 

output and inflation. Flexible exchange rates may correspond to periods of greater and 

more volatile shocks, but their results support the hypothesis that exchange rate flexibility 

has facilitated adjustment to real demand shocks as in, for example, Canada over the last 

few years. Without this flexibility, prices and domestic output would have been more 

volatile. Moreover, it is possible that exchange rate flexibility has attenuated the effects 

of certain shocks specific to the Canadian economy. 
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In a model of VAR simulations of inflation and output growth, Bayoumi and 

Eichengreen (1994) attempt to measure the asymmetry of contemporaneous shocks. They 

are able to identify permanent and transitory shocks using the Blanchard - Quah 

decomposition method. For Canada and the US they find that supply shocks are not 

highly correlated, while the degree of symmetry of shocks in regions within the US is 

notably higher. In a slightly more sophisticated study, taking into account the degree of 

symmetry of both demand and supply shocks affecting Canada and the US, Lalonde and 

St. Amant (1995), and DeSerres and Lalonde (1994), use models with three variables: the 

growth rates of output, prices and money. They remove monetary shocks from other 

demand shocks by imposing the restriction of long-term neutrality, that is, monetary 

shocks have no permanent effect on real balances. They examine contemporaneous 

correlations of supply shocks and non-monetary demand shocks, and conclude that 

shocks affecting the Canadian economy have little in common with those that affect the 

US. Finally, DeSerres and Lalonde (1994) find that Canada and the US are subject to 

significant asymmetric shocks, whereas structural shocks hitting the nine regions of the 

US are very similar (Lalonde and St-Amant 1995). The reported correlations in the latter 

case range between 50-99%. Therefore, they conclude that the US is an optimum 

currency area.  

The likelihood that an adverse shock would have a major impact on an economy 

will depend on how diversified is the economy’s production structure. Blundell-Wignall 

and Gregory (1990) argue that, in the context of large commodity price fluctuations, 

macroeconomic stabilization and price stability call for exchange rate flexibility. But, as 

in the case of a negative commodity price shock, the exchange rate will react through 

exchange rate depreciation, increasing the consumer price index by an amount 

proportional to the share of imports in consumption, thereby exacerbating inflationary 

pressures. 

Courchene and Harris (1999) suggest that, in the case of Canada and the US, 

flexible exchange rates have not served their purpose in the face of a trend where trade is 

predominately North/South (i.e., between the US and Canada) instead of East/West (i.e., 

between the provinces). They state that we are witnessing the creation of large regional 
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trading blocs, which favor the adoption of a common currency.1 Asymmetric shocks that 

would have occurred are smaller if the potential union partner is a key bilateral trading 

partner. There is reason to believe the same might be true for the Australia-New Zealand 

case (e.g., see Scrimgeour 2001). Murray (2000) and Laidler (1999) find flaws with the 

Courchene-Harris view. They call into question their interpretation of the structure of the 

Canadian and US economies. For example, Canada is far more dependent on 

commodities. Finally, there is evidence that a monetary union rarely takes place without a 

great deal of political integration and policy coordination, as is the case with EMU, a 

point emphasized earlier. There appears to be little public support in Canada for such 

integration. 

It is also questionable how much support exists in the trans-Tasman case (see, 

however, Grimes, Holmes and Bowden, and Grimes 2000), though there have been 

attempts to create common currency arrangements in the past. Hargreaves and 

McDermott (1999) find that a currency union for New Zealand might be desirable 

relative to merely ‘pegging’ its exchange rate. Yet, while both regimes reduce 

macroeconomic flexibility, only the former produces sufficient (transactions) cost savings 

(cf. Masson and Taylor 1994).2 Orr (1999), in contrast, concludes that the benefits of 

maintaining policy flexibility probably outweigh the benefits from small gains in trade 

volumes, and from the reduction in transactions costs that stem from a monetary union 

(also see McCaw and McDermott 2000). Grimes, Holmes and Bowden (2000), underline 

the microeconomic benefits for New Zealand in abandoning the NZD in favor of the 

AUD and rely on survey evidence to justify some of their arguments. In addition, recent 

re-examinations of the potential net benefits of an Australian-New Zealand monetary 

union (e.g., see Coleman 2001, Hartley 2001) suggest that the case for net gains from 

trade under a common currency remain unclear.  

So far, the analysis has focused on the role of monetary policy as the principal 

means of macroeconomic adjustment in the presence of shocks under different exchange 

                                                           
1 In part for this reason, Chriszt (2000) argues that Canada, Mexico, and the US are good candidates for a 
monetary union.  
2 An issue not directly relevant to the main arguments in the present study is one’s definition of a pegged 
versus a floating exchange rate regime. Levy-Yeyati and Sturznegger (2001) argue that conventional 
classifications of exchange rate regimes (e.g., IMF definitions) offer an inadequate portrayal of the actual 
regime in place. For a different view Kuttner and Posen (2001). 
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rate regimes. Yet, there is a potentially crucial role for fiscal policy. Grubel (1999) argues 

that the need for flexible exchange rates is overrated and all that is required is internal 

price adjustment, a sound fiscal policy, and internal migration. He cites the example of 

California and the closure of the defense-related companies when the federal government 

decreased its defense spending in that state.3 While Murray (2000) concedes that flexible 

exchange rates could indeed be made redundant if the country has a surfeit of 

macroeconomic instruments, this is rarely the case. Generous fiscal transfers could be 

enacted when there are shocks to the economy, but they often lack the speed necessary to 

be effective, and are difficult to reverse once the shock has passed. Obstfeld and Rogoff 

(1995) conclude that there is no evidence of a reliable link between exchange rate 

regimes and fiscal policy. Crow (1999) argues that floating currencies do not allow fiscal 

policy to be irresponsible on the grounds this irresponsibility is not floated off by 

depreciation. Grubel (1999) and Courchene (1999) both argue that a common currency 

would have a positive impact on fiscal discipline.  

In the European context, the convergence criteria of the Maastricht Treaty and 

Stability and Growth Pact were designed to ensure sound and sustainable fiscal policy. 

These rules have been criticized as a nuisance or even dangerous because they are alleged 

to prevent fiscal policy to play its role as a shock absorber. However, once the medium 

term goal of the Stability Pact of a fiscal position close to balance or in surplus is 

satisfied, there is enough flexibility to offset "normal" regional shocks. It is somewhat 

ironic, however, that the German government that was the driving force behind the idea 

of EMU fiscal rules (foremost the SGP) turned out to be the most problematic fiscal case 

by 2002.4 Eichengreen and von Hagen (1996) point out an additional danger arising from 

fiscal constraints within a monetary union composed of several sovereign states. Too 

                                                           
3 However, California did not need to secede, since it had the benefit of US fiscal federalism, which entitled 
the State to financial aid inflows from other States. Sachs and Sala-i-Martin (1992) emphasize that currency 
unions such as the United States have less of a need for monetary policy since this transfer system works 
for the nine US regions. They estimated that over 1970-1988, a $1 decline in a region’s income led to a 33 
to 37 cent fall in tax payments to Washington and a 1 to 8 cent increase in transfer receipts. Thus, at least a 
third of a region’s economic bad luck is offset by this federal fiscal system. In Europe, while there are 
hardly any transfers on a EU wide level (limit of taxation of 1.27% of EU wide GDP), there exist large 
national fiscal safety nets. 
4 As this is written both Germany and Portugal averted the "early warning" as foreseen in the Maastricht 
Treaty. It remains to be seen whether the pledges of future spending controls will be met See, for example,  
Norman (2002), and Barber (2002). 
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much fiscal discipline can impede other, more flexible, attempts at coordinating 

stabilization policies. More importantly, the EU is not designed for wide-ranging union-

wide tax transfers and so risk sharing at the fiscal level is rather limited (Gramlich and 

Wood 2001). However, while such transfers on a EU wide level are not possible to any 

large extent (limit of taxation of 1.27% of EU-wide GDP), there exists a large and well-

established transfer system at the level of national states. At the same time the net benefit 

of such transfer systems is not clear. Kletzer and von Hagen (2001) argue that the welfare 

effects of such sinsurance schemes is ambiguous (cf. Hochreiter, Schmidt-Hebbel and 

Winckler 2002) and thus, might even be unnecessary. 

 

3.2 Business Cycle Synchronicity 
Increased synchronicity of business cycles is a relevant argument in support of 

OCAs. Frankel and Rose (1998) argue that a currency union can lead to increased 

economic integration (also see Rose and Engel 2000) which will tend to synchronize 

business cycles.5  However, they also believe that international trade patterns are 

endogenous, and having a fixed exchange rate will lead trade relations to become more 

intense between two countries (also, see Rose and van Wyncoop 2001).6 This means that, 

as a currency union increases trade, the shocks the union partners face will become more 

symmetric over time.7 Bayoumi and Eichengreen (1992) conclude that the degree of 

asymmetry is considerably smaller if only the sub-set of EU countries that have 

traditionally maintained close economic and monetary links with Germany is considered. 

On the other hand, Hochreiter and Winckler (1995) show that, throughout the 1970s and 

80s, shocks hit the Austrian economy asymmetrically vis-á-vis the German economy. 

Empirical evidence does not support the view that shocks have become more symmetric 

                                                           
5 However, there is evidence for New Zealand that suggests this may not be relevant since fluctuations in 
the prices of commodity exports tend to be the important source of shocks for the economy. Since 
commodity trade is unlikely to be greatly affected by currency union, this probably diminishes the 
opportunity for convergence of business cycles. 
6 Pakko and Wall (2001) question the methodology employed by Rose (2000), as does Persson (2001) and 
suggest that the gains from trade in a currency union are considerably smaller or possibly insignificant. See, 
however, Rose (2001b). There are well-established transfer systems at the level of the national states. 
7 However, recent evidence by Ballabriga, Sebastian, and Valles (1999), shows that the formation of a 
common currency area in Europe has not yet led to more synchronized business cycles across Europe. 
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over time.8 Wyplosz (2001) estimates a three variable VAR and open economy Taylor 

type policy rules and finds that business cycles in Germany and France, in particular, 

have become more synchronous. Moreover, greater market integration in Europe may 

have contributed to reducing the overall heterogeneity in business cycle and monetary 

policies. 

Turning to other evidence, in a series of counterfactual experiments that rely on 

the Reserve Bank of New Zealand’s model, Drew, Hall, McDermott and St. Claire (2001) 

report that the output gap would have been higher had New Zealand adopted the AUD.9 

Lafrance and St. Amant (1999) find that business cycles may become more similar if 

demand shocks dominate, countries are subject to common external shocks, or intra-

industry trade dominates. As a consequence, a monetary union between Canada and the 

US appears more costly from the point of view of shock asymmetry than from the 

perspective of business cycle asymmetry. A possible explanation is that the US business 

cycle is quickly transmitted to Canada, due to the size of the US economy and the tight 

economic relationship between the two countries. Hence, the two countries’ business 

cycles are more correlated than previously suggested. Exchange rate flexibility may also 

have made the two countries business cycles more symmetric by smoothing the effect of 

asymmetric shocks between the two countries.  

Melitz and Weber (1996), and Dupasquier, Lalonde, and St.-Amant (1997) point 

out that, when dynamics are taken into account, the US and Canadian economies exhibit 

a much greater degree of symmetry. They find that the correlation between Canadian and 

US shocks is not very different overall from what we observe for European countries. 

This conclusion differs from the findings of Lalonde and St. Amant (1995), Bayoumi and 

Eichengreen (1994) or DeSerres and Lalonde (1994), who reported a more marked 

symmetry between European countries than between Canada and the US. 

 

4. Model Specification, Estimation, and Counterfactual Experiments 

A critical issue is, given a different set of unsystematic policies, would the 

outcomes for inflation and output have been different in the candidate economies in 

                                                           
8 The authors do qualify this by stating that due to data problems, and limited statistical significance, an 
earlier version of their paper had found increased symmetry of shocks in the 1980’s versus the 1970’s.  
9 Monetary policy would also have been looser thanks to a flatter yield curve inherited from Australia. 
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question had a different monetary regime been in place? Identification of systematic and 

unsystematic components of monetary and fiscal policies is therefore important. 

In the present study we focus on the role of the exchange rate regime and we 

distinguish between a pegged exchange rate with no currency union, thereby permitting 

different interest rate policies, a monetary union in which the interest rate in candidate 

and target economies are identical, and a floating exchange rate where exchange rates and 

interest rates are permitted to float but are constrained to satisfy the uncovered interest 

rate parity (UIP) condition.10 As an alternative to the UIP constraint we also examine 

what would have happened if all candidate countries had adopted a target for inflation 

while permitting the exchange rate to float freely. We do so by “forcing” inflation to meet 

the specified inflation target.11  In the case of Australia, Canada, and New Zealand, 

numerical inflation targets were officially announced in the 1990s (cf. Siklos 2002 for the 

precise dating). 

We estimate a structural VAR of the form 

Zt = A(L)ε Mt  + B(L)εN
t  + δ Rt + θ Bt + βct-1 + αr*

t-1  (1) 

The vector Z = [N; M], consisting of two sub-vectors N and M, is given by [y, g; 

r, π, ξ]’, where y is output growth (real GDP), g is the share of government 

(consumption) expenditures relative to GDP, r is a short-term domestic and foreign real 

interest rate12, π is the inflation rate, and ξ is the nominal rate of currency depreciation.13 

                                                           
10 One could have instead imposed relative purchasing power parity. However, empirical support for this 
hypothesis for a span of data of 30 years is rather weak. There is relatively stronger evidence that UIP 
holds. 
11 This counterfactual raises a number of difficult questions for, unless a central bank is a “strict” inflation 
targeter (in the words of Svensson) then it would be preferable to force the target to be met over a specified 
– but equally unobservable – target horizon.  Although not entirely satisfactory, we opted to model the 
inflation “forecast” as a smoothed series derived by applying a Hodrick-Prescott filter with a large weight 
(4800) to actual inflation. However, for the sample when Australia, Canada, and New Zealand actually 
adopted numerical inflation targets the relevant figures are used. Cf. Collins and Siklos (2001). 
12 Calculated as the nominal short-term interest rate less current CPI inflation. It is possible that our results 
are influenced by the choice of interest rates. We chose comparable interest rates (see Appendix) across the 
countries considered but it is possible that other interest rate combinations may have been more suitable. 
13 An alternative would have been to specify and estimate a joint model for each of the candidate-target 
groups of countries. We feel, however, that the presence of a foreign (i.e., the target country’s) interest rate 
accomplishes the same objective, as well as producing a relatively parsimonious model. Indeed, our 
approach allows a better focus on the role of key policy  instruments that exist outside a monetary union. 
We chose to use the nominal instead of the real exchange rate because their overall time series properties 
are roughly the same when expressed n first differences, and it is doubtful that the real exchange rate series 
are comparable across the countries considered. In this connection, see Obstfeld and Rogoff (1996, pp. 606-
608. 
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The first two series in Z are the non-monetary variables, while the remaining three are the 

monetary indicators. A data appendix provides data sources and definitions. εM , εN  are 

vectors of monetary and non-monetary innovations. The estimation of five equations 

yields a total of five shock series. However, for expositional purposes, we classify them 

here into these two groupings (see below). r* is the real interest rate of the target country, 

and c is a commodity price index. R and B are level shift and impulse dummies that 

define unsystematic changes in monetary regimes that are anticipated.14 The significance 

of these dummies cannot be under-emphasized. They essentially accomplish two 

objectives. First, they are meant to deal with the Lucas critique. Second, they convey the 

notion that the locus of this study’s interpretation of what is meant by a “regime” focuses 

on the choice between a fixed versus a floating exchange rate policy.15 Hence, the model 

is conditioned, among other things, not only on common unsystematic shocks but also on 

the idiosyncratic shocks that appear to be independent of the choice of exchange rate 

regimes but can, potentially, influence the success of chosen policies under the respective 

exchange rate regime. An alternative strategy would be to allow the data, as it were, to 

find the location of the “breaks” (e.g., as in Burdekin and Siklos 1999, and Hoover and 

Jordá 2001). We chose not to adopt this strategy because it tends to select dates that are 

close to ones that an historical analysis would have selected in any event, as well as 

because the location and the number of estimated breaks can be sensitive to the technique 

employed. 

The identifying long-run restrictions are such that in 

A(L) et  = B(L) ut  

A is lower triangular and B is a diagonal matrix. The identification approach 

essentially adopts the Blanchard and Quah (1989) strategy of long-run identifying 

restrictions. Restricting the matrix of long-run responses to be lower triangular, aggregate 

supply shocks (i.e., output) can have permanent effects but aggregate demand or policy 

shocks are not permitted to have a long-run impact on output. Similarly, monetary policy 

shocks (e.g., interest rates, exchange rates) are not permitted to have a long-run impact on 
                                                           
14 A complete list of the dummies is relegated to an appendix. 
15 As noted earlier, the choice of a floating exchange rate regime does not by itself fulfill the definition of a 
policy regime for it must be accompanied by a policy to anchor the price level either via some form of 
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output, inflation, and fiscal policy. Fiscal shocks are permitted to have a long-run effect 

on all variables save output. A separate appendix provides the details. 

Next, we examine the impulse response functions in order to ascertain the 

reaction of the endogenous variables under the hypothesized identifying restrictions. 

Given the potentially large number of permutations of models we provide only a small 

selection of results. Once the SVARs are estimated we then evaluate the correlation of 

structural shocks for these same variables between candidate and target countries.  

Next, we generate forecasts of the variables in the model by imposing 

hypothetical constraints on the residuals of the VAR. They define four counterfactual 

scenarios: (1) a candidate country pegs its exchange rate to that of the target country; (2) 

a full monetary union consisting of a fixed exchange rate and adopting the nominal 

interest rate of the target country; (3) adopting a floating exchange rate under the 

constraint that uncovered interest parity holds in equilibrium. (4) Adopting a floating 

exchange rate regime, where inflation is “forced” to meet the specified inflation target 

(π*) every period (see n. 11). We provide results for the first three counterfactual cases by 

setting ξ=0 in scenario (1), ξ=0 and r=r* in scenario (2), while R=R*+ξ holds in scenario 

(3), where R and R* are nominal short-term interest rates, other things held constant. 

Finally, in scenario (4), we set πt= πt
*.  

A natural objection to any such counterfactual is that the structure and coefficient 

estimates of the model need not be invariant under the specified scenarios. In other 

words, the choice of regime results in a structural shift that cannot be adequately 

replicated in the data.16 Although no technique can fully accommodate the potential 

implications of the type of policy change we are contemplating here, the impact of this 

criticism is somewhat mitigated by making allowances for the fact that, for example, in 

the case where the exchange rate is pegged, other shocks were estimated under conditions 

where the ε in (1) would not have left ξ unaffected. Consequently, one should view the 

                                                                                                                                                                             
monetary targeting, uncovered interest rate parity, or an inflation target. The specification of the dummy 
variables reflects this view.  
16 In performing the counterfactuals, we constrained the residuals estimated from the VAR whose ordering 
was described below equation (1). We experimented both with constraining the “unrestricted” VAR as well 
as the SVAR. We found that in some cases the counterfactuals based on the SVAR produced implausible or 
even explosive estimates for several of the variables in question. A possible explanation is that the 
counterfactual, while not necessarily inconsistent with the hypothesized long-run identifying conditions, 
requires large corrections to the residuals from the SVARs. 
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assumption that ξ=0 as incorporating the additional restriction that the structural 

exchange rate shock is modified to keep the exchange rate constant. Since it is unlikely 

that a peg would not permit some movement of the exchange rate we do permit the 

exchange rate to fluctuate within a band whose size we can set. However, the exchange 

rate is mean reverting so that the peg restriction is satisfied over the sample in question. 

Similarly, if the actual model had been estimated under a pegged exchange rate with 

periodic realignments the move to a floating exchange rate regime, that is adoption of 

scenario (3), would require that the sum of all structural shocks be consistent with the 

maintenance of uncovered interest rate parity. The same considerations apply for the 

analysis of counterfactuals in scenario (2). 

Two other important choices must be made prior to estimation: The choice of lag 

lengths in the VARs and the stationarity of each series in the model. Regarding the 

former, a variety of lag exclusion tests (not shown) suggest that 4 lags are adequate in a 

VAR of 5 endogenous variables (r* is exogenous in the candidate countries and the 

systematic policy dummies are exogenous in all models) estimated for a sample of 30 

years of data. To ensure stationarity, all raw series (i.e., log levels of output, prices, 

government expenditures to GDP ratio, nominal exchange rates, and interest rate levels) 

were first differenced following the outcome of augmented Dickey-Fuller tests (not 

shown). With the possible exception of r, and r*, these transformations should not be 

controversial. Nevertheless, we consider some sensitivity tests regarding the impact of 

differencing of some series.  

 5. Empirical Results 

  5.1 Correlation of Structural Shocks and Impulse Responses 

 As noted previously, it is likely that the symmetry of shocks will be sensitive to 

the treatment of the stationarity of the time series under investigation. As a result, Table 2 

displays two sets of correlations. Part (i) is based on a SVAR where the series are in first 

differences but inflation and the real interest rate are assumed to be stationary. Part (ii) 

treats the real interest rate as being difference stationary, while the remaining variables 

are unchanged in form from part (i). Finally, we provide separate estimates of the 

correlation coefficients depending upon whether unsystematic components of economic 
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policies are taken into account. Details about the construction, justification, and 

specification of the relevant dummy variables are relegated to an appendix. 

Generally, the results for the full sample (1970-2000) suggest relatively small 

correlations across various types of shocks, regardless of how the series are defined. It is 

apparent that the correlation of shocks is often positive and higher between the 

Netherlands, Austria, and Germany than for any other grouping of countries. Indeed, the 

correlations suggest that the least amount of asymmetry occurs between the Austria and 

Germany pairing than for any other grouping of countries. The one possible notable 

exception is the set of correlations for the Canada-US case though the results are highly 

sensitive to the specification of the SVAR. Indeed, there are sometimes striking 

differences depending on whether stationarity is achieved via differencing of the real 

interest rate or when estimates are conditioned on the unsystematic shocks. In particular, 

it is interesting to note that the smallest correlations are often between the aggregate 

supply shocks experienced by these country groupings. This result essentially suggests 

that in some cases the least amount of asymmetry emanates from aggregate demand or 

non-monetary shocks.  

The correlations of supply and monetary shocks appear to be the most sensitive of 

all to the time series specification of the real interest rate series. However, if we assume 

that first differencing is adequate, and this is generally viewed as the transformation of 

choice, then the correlation of structural shocks is rather modest though most significant 

in the Austria-Germany and Netherlands-Germany pairings. Also, note that the 

correlation of monetary shocks is generally positive and significant with the exception of 

a couple of cases for the Canada-US pairing and one case for the New Zealand-Australia 

group.17   

Part (B) of the Table allows us to determine whether conditioning the results on 

unsystematic policies has a significant impact on the results. If we examine the case 

where inflation and the real interest rate are stationary, we find that ignoring the 

unsystematic component of economic policies often leads to a downward bias in 

estimates of the correlation of aggregate supply shocks for Canada-US and NZ-Australia 

                                                           
17 We also consider, but do not go into details here, the possibility of pairings between either New Zealand 
or Australia and the US. There is greatest symmetry of shocks between Australia and the US while the 
correlation of aggregate supply and demand shocks between New Zealand and the US are negligible. 
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while the opposite is true for the monetary shocks between Germany and Austria or the 

Netherlands. This is generally also true when the real interest rate is assumed to be 

difference stationary. Nevertheless, and this is especially apparent for the Austria-

Germany and Netherlands-Germany pairings, shocks are more highly correlated when the 

control dummies are included. Hence, conditioning on unsystematic policies can have a 

significant result on the degree of shock asymmetry estimated from the data.  

It is also interesting to examine the impact of our results for a couple of sub-

samples. We first consider a sample that excludes the 1990s. The last decade is thought to 

be a historically unusual one because of the popularity of inflation control objectives and 

the relative absence of aggregate supply shocks (e.g., Mankiw 2001). Next, we consider 

SVAR estimates for the 1990s period alone. The results are shown in Tables 3 and 4. 

Aggregate supply shocks and monetary shocks are ordinarily less highly correlated for 

the 1990s when unsystematic shocks are not controlled for. When estimates are 

conditioned on these shocks the impact is country group specific. For example, aggregate 

supply shocks and monetary shocks become less highly correlated for the Netherlands-

Germany or Austria-Germany pairings while the opposite holds for the Canada-US and 

NZ-Australia parings. Note, however, that this result is again sensitive to the time series 

treatment of the real interest rate series. Non-monetary aggregate demand shocks are also 

lower in the 1970-1989 sample in most cases. Given that the 1970-1989 sample contains 

the period of high inflation and much of the subsequent disinflation, it is probably 

reasonable to suggest that the correlation of monetary policy shocks has fallen during the 

1990s, despite the growing convergence in monetary policies among the industrial 

countries (e.g., see Siklos 2002), if we are not prepared to condition our estimates on 

unsystematic shocks. In other words, despite seemingly similar monetary policies there 

are sufficient differences (perhaps in the timing of monetary policy actions?) and that 

these are reflected in lower correlations in monetary shocks. Once we control for 

unsystematic shocks the picture is less clear regarding differences between the 1970s and 

1980s versus the 1990s. Note also that, in almost half of the cases considered, shocks that 

were positive in the 1970-1989 sample turn negative in the most recent sub-sample. 

Finally, we consider the impact of adding commodity prices as an exogenous variable in 

the SVARs for the Canada-US and NZ-Australia groupings. Interestingly, this addition 
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generally increases the correlation of all Canada-US shocks while only aggregate supply 

shocks are positively affected in the NZ-Australia case. 

Overall, the degree of shock symmetry is not as high as other estimates based on 

simpler models have shown. In any event, they certainly do not lend support to any firm 

conclusions concerning the appropriateness of a chosen monetary regime. In addition, 

there is considerable evidence that, despite the maintenance of more or less the same 

exchange rate regimes over the three decades examined, there are noticeable changes in 

the correlations among different types of economic shocks. Given the wide diversity of 

models, restrictions, and variable transformations considered in the literature, this is 

reassuring in the sense that choosing “fixed” versus “flexible” exchange rates does not 

tell the whole story about economic performance. Controlling for unsystematic shocks 

has a measurable impact on the correlation of major economic shocks suggesting that this 

is potentially an important element in understanding economic fluctuations in the 

countries considered beyond the type of exchange rate regime in place.  

Figures 1 through 4 consider the impulse responses derived from the SVAR 

considered. Only the impulse responses from the SVARs for the candidate countries are 

shown to conserve space. To facilitate their interpretation the plots show the accumulated 

response to various shock combinations. Although there are a large number of results we 

highlight the main features. Moreover, we restrict our attention to the full sample 

estimates despite likely sub-sample differences because, as the discussion above makes 

clear, there is no obvious delineation between the various decades considered. Also, the 

span of the data is considerably longer for the 1970-2000 period which, given the size 

and complexity of the restrictions imposed, is likely to yield more useful results.  

For Austria, shown in Figure 1, it is notable that monetary and exchange rate 

shocks have a quantitatively small or neutral impact on output. On the other hand, 

aggregate supply shocks have a permanent effect on all the variables in the system. In 

contrast, exchange rate shocks have little impact whatsoever. Not surprisingly, monetary 

shocks have a permanent impact especially on inflation.  The results are broadly similar 

for the Netherlands, as shown in Figure 2. However, aggregate supply shocks have a 

declining impact on inflation over time unlike the experience for Austria. More 

importantly, perhaps, the cumulated exchange rate and interest rate response to a 
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monetary shock is, respectively, permanent and temporary in the case of the Netherlands 

whereas the same shocks have relatively less impact for Austria. Turning to the case of 

Germany (not shown), there are only a few differences in the impulse responses relative 

to the candidate countries considered for an alternative monetary arrangement. Fiscal, 

(non-monetary) demand, and monetary shocks have a non-permanent effect on German 

output growth.  This is usually not the case for the Netherlands, for example while the 

results for Austria broadly parallel those for Germany. However, unlike Austria for 

example, monetary shocks in Germany have a permanent impact on the exchange rate 

and the interest rate. 

 If we consider now a comparison between Canada (Figure 3) and the US (not 

shown) a few features are worth emphasizing. First, exchange rate shocks, while 

persistent, have only temporary effects on the other variables in the system for Canada. 

For the US, the impact is generally of a more permanent nature. However, while a fiscal 

shock is seen to have a permanent effect on Canada’s inflation rate, the same is not true 

for the US. In addition, a fiscal shock has a positive but diminishing impact on output 

growth in Canada the impact is negative in the US and begins to decline after about 20 

quarters. The same interpretation applies to the impact of an aggregate supply shock on 

interest rates in Canada versus the US. That is, the impact of a supply shocks is negative 

and rising for Canada and positive, but stable after 20 quarters for the US. Moreover, 

while aggregate supply shocks permanently reduce US inflation, there is no long-run 

impact on Canadian inflation. Perhaps this is because such shocks have a permanent 

impact on US real interest rates while Canadian real interest rates fall in the face of 

aggregate supply shocks.  

 Finally, Figure 4 considers the case for New Zealand (Australia is not shown). Of 

all the country groupings considered, the similarity of responses to various shocks is, 

surprisingly perhaps, the greatest among all the country pairs considered. Nevertheless, 

there are differences between the two countries, as well as one notable difference 

between New Zealand, Australia and the other countries considered here. First, a 

comparison between New Zealand and Australia reveals that monetary shocks have a 

permanent impact on fiscal policy in Australia while the impact is transitory in the New 

Zealand case. Finally, it is also worth noting that, for New Zealand, exchange rate shocks 
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have a temporary impact on domestic inflation, and a positive but diminishing effect in 

the case of Australia. This is unlike the experience of most of the other countries 

considered save perhaps Germany. 

 5.2 Counterfactual Experiments 

 Once again, as there are a large number of results, we have chosen to summarize 

them in a series of figures. Figures 5 to 7 plot separately for inflation, output growth, and 

the real interest rate, the range of estimates obtained under the various experiments 

carried out, shown as vertical lines in the figures, together with the mean “forecast” 

obtained from the VAR with the impact of the unsystematic shocks described earlier, also 

removed, shown as a horizontal line. Separate estimates for the full sample, as well as the 

sub-samples described earlier, were also carried out. These are also shown in the various 

figures. As the additional restrictions imposed to obtain the estimates based on the 

various counterfactuals were previously discussed we need not do so here. As for 

removing the impact of unsystematic shocks we are of two minds. Since there is no 

reason to believe that past unsystematic shocks will be reproduced in the future in exactly 

the same way as in the past, as a comparison of the 1970s and 1980s versus the 1990s 

demonstrates, these effects should be removed when conducting inferences based on the 

counterfactuals. On the other hand, it is highly likely that some unsystematic shocks will 

appear in the future. On balance, however, we believe that the chosen approach is likely 

to be more “realistic” for our purposes. 

 We begin with inflation (Figure 5). With the exception of the 1970-1989 sample 

for Canada and New Zealand, the inflation rate based on the various counterfactual 

experiments encompass the forecast generated from the VARs using actual data. 

Moreover, no clear winner emerges from the various regimes considered across samples 

and country groupings. Nevertheless, it appears that monetary union or a floating regime 

with UIP would have produced lower inflation for Canada in the 1970s and 1980s while 

it is unclear whether monetary union with the US would have resulted in better inflation 

performance in the 1990s as the results are sensitive to the chosen specification. It is 

interesting to note that inflation in the Netherlands would have generally been higher 

under a float with UIP but lower under the same conditions for Austria. Figure 6 displays 

the estimates for output growth. For Canada, an inflation targeting regime would have 
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produced higher output growth had it been in place during the 1970s and 1980s but it is 

not the case that monetary union would necessarily have delivered better inflation 

performance in the most recent decade.  In the case of New Zealand, monetary union 

with Australia throughout the full sample or the 1990s would have led to higher than 

actual output growth while a floating regime during the decade of the 1970s and 1980s 

would have led to considerably lower output growth performance. There is little 

difference between the existing exchange rate regime’s impact on output growth and 

inflation targeting for Austria in either the full sample or the 1970-1989 period. In the 

case of the Netherlands inflation targeting in the full sample would have boosted output 

growth a little while a floating regime would have delivered better economic performance 

during the decade of the 1970s and 1980s. Figure 7 compares real interest rate estimates 

under the various scenarios considered. A pegged exchange rate would have led to 

generally higher real interest rates in Canada while a float under UIP conditions or 

monetary union during the 1990s would have resulted in lower real interest rates for New 

Zealand. In the case of Austria and the Netherlands, an inflation targeting regime would 

almost always have led to marginally lower real interest rates in both countries while a 

float vis-á-vis Germany, under conditions of UIP, would have produced higher than 

actual real interest rates. 

 Finally, we turn to the relationship between the variance and inflation and output 

growth and the real interest rate (relevant plots are relegated to an appendix). These are 

meant to provide some idea of the trade-offs between the key variables that appear in the 

so-called new trade-offs and can serve as a guide of “good conduct” in a monetary 

regime. An indicator of the success of a particular regime should be negatively correlated 

with the variance of inflation, output growth or real interest rates. For the most part and 

inflation targeting regime would have delivered a better output-inflation volatility trade-

off than the actual data while a pegged exchange rate system would have produced the 

least favorable trade-off. The picture is somewhat less clear as far as the volatility of real 

interest rates since the results are clearly sample sensitive. Hence, if the 1990s alone are 

considered a monetary union would have led to a superior inflation-real interest rate 

trade-off while estimates for the 1970-1989 would have placed an inflation targeting 

regime ahead of the other scenarios considered. Turning to the case of New Zealand we 
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find that the least favorable inflation-output volatility trade-off takes place under a 

floating regime with UIP. Interestingly, the most favorable trade-offs are in an inflation 

targeting environment except when the 1990s are considered in which case monetary 

union with Australia would have delivered a relatively superior inflation-output volatility 

combination.  

 There is rather more clarity regarding the choice of monetary regimes for Austria 

and the Netherlands. For Austria, inflation targeting produces the most favorable output 

or real interest rate versus inflation volatility over all samples. In contrast, the least 

favorable trade-off takes place under the floating with UIP condition. Finally, in the case 

of the Netherlands the results also seem clear-cut. Inflation targeting may yield relatively 

higher real interest rate volatility but produces the most favorable inflation-output trade-

offs. By contrast, monetary union results in the least amount of real interest rate volatility 

given the level of inflation variability while a floating regime with UIP produces the 

worse inflation-output variance trade-offs. 

   

6. Conclusions 

 The paper estimates and analyzes structural models that allow not only for the 

interdependence of shocks but also permit a role for fiscal policy. Three groups of 

countries were chosen because they stand in stark contrast with each other concerning the 

value their policy makers attach to an independent monetary policy. One the one hand, 

Austria, the Netherlands, and Germany chose a path leading to monetary union in 1999. 

At the other end of the spectrum, Canada, the US, New Zealand and Australia have long 

defended their choice of floating exchange rate regimes. Nevertheless, these same 

countries are also mentioned as prime candidates for some form of future currency union.  

The evidence in this paper suggests that the degree of shock symmetry is not as 

great as one might expect, especially after allowance is made for the unsystematic 

elements of each country’s policies. Indeed, impulse responses, while confirming several 

similarities between the candidate and target economies, also suggest important 

differences. Thus, for example, if Canada and New Zealand were to give up on an 

autonomous monetary policy the historical impact of some shocks, notably those 

originating from exchange rate changes, fiscal policy, as well as some supply shocks, 
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would be substantially different under a monetary union or a hard peg. Even Austria and 

the Netherlands, both of which have chosen full monetary union face asymmetric shocks. 

Countering such effects, however, are gains from a reduction in inflation for Canada and 

New Zealand under either a hard peg or a monetary union and, in the case of New 

Zealand, higher economic growth than under the existing monetary policy framework.  

The paper also investigates the impact of alternative monetary regimes on the 

volatility of inflation and economic growth. Canada’s choice of inflation targeting seems 

justified and monetary policy would not be improved by the adoption of an alternative 

regime. The results for New Zealand are less clear-cut but there is some evidence that 

monetary union with Australia might have improved economic performance. While the 

Netherlands appears to have made the right choice in opting for monetary union an 

inflation targeting regime might have been best for Austria.  

 Needless to say, all counterfactual experiments are speculative. Nevertheless, by 

focusing on candidate-target countries that appear, broadly speaking, to have performed 

in a rather similar fashion at a macroeconomic level, despite institutional and other 

differences, we avoid some of the criticisms that have been leveled at other studies that 

have examined these issues. Yet, considerable problems remain. First, the adoption of a 

full monetary union is made under the presumption that there are no separate adjustment 

costs. Second, the mere assumption that a seamless adoption of a different monetary 

regime than the one presently in existence is a rather strong one. We need to be aware 

that monetary decision-making might be considerably altered under each arrangement, a 

facet our counterfactuals cannot cope with. Finally, our results are no doubt partly driven 

by the preference shown for price stability in the 1990s. Unfortunately, price stability 

cannot be taken as a permanent feature of the economic landscape.  

Ultimately, the message of this paper, insofar as the countries under study are 

representative of countries in similar circumstances more generally, is that good 

monetary policy is possible under any of the exchange rate regimes considered. 

Additionally, we find that economic integration can be as much a feature of floating 

regimes as the interdependence that is generated via a pegged exchange rate arrangement. 

If this is true, then the core differences that matter in deciding which monetary regime is 

more appropriate for some countries but not others are political or institutional. 
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Table 1 The Maastricht Model18 
 
COUNTRY 
YEAR 

INFLATION 
(CPI) 

FISCAL 1 
(DEFICIT) 

FISCAL 2 
(DEBT) 

INTEREST 
RATE 

     
Australia     

1998 0.9 0.6 33.0 5.5 
1999 1.5 1.0 26.1 6.1 
2000 4.5 -0.2 26.6 6.3 

     
New Zealand     

1998 1.3 1.4 38.6 6.3 
1999 0.1 0.3 37.1 6.4 
2000 2.6 0.5 34.7 6.9 

     
Canada     

1998 0.9 0.5/1.0 116.2/64.9 4.89 
1999 1.7 1.6/0.8 111.6/61.0 6.18 
2000 2.7 3.2/1.8 104.9/51.8 5.35 

     
Eurozone     

1998 1.8 (0.7) -2.2  76.9  4.8 (4.8) 
1999 1.3 (0.5) -1.3  74.8  4.7 (4.8) 
2000 2.5 (1.6) 0.3 72.4  5.4 (5.4) 

Sources: ECB, OECD Economic Outlook Volume 2001/1, No. 69, June,; IMF Staff Country Report 
No.00/139, and others listed below. 
Inflation: OECD Economic Outlook, Annex Table 16  Average inflation rate of European Union and 
average inflation rate of the three best performing EU-countries in parenthesis. For New Zealand from 
www.rbnz.govt.nz and for Australia from www.rba.gov.au. 
1998: Sweden (0.4%), France (0.8%), Austria (0.9%); average: 0.7% 
1999: Sweden (0.3%), France (0.5%), Austria (0.6%); average: 0.5% 
2000: Sweden (1.3%), France (1.7%), Germany (1.9%); average: 1.6% 
Deficit: OECD Economic Outlook, Annex Table 30. For Canada from Bank of Canada Banking and 
Financial Statistics, Table A2. 
Debt: OECD Economic Outlook, Annex Table 34 with the exception of New Zealand: Source: IMF Staff 
Country Report No.00/139, Table 12 (these terms refer to fiscal years). For Canada from www.fin.gc.ca. 
Interest Rate: OECD Economic Outlook, Annex Table 38. Average Interest Rate of European Area and 
average interest rate of the three best performing EU-countries with regard to the inflation rate in 
parenthesis. Terms refer to 10-year government bond yields. For Canada from Bank of Canada Banking 
and Financial Statistics Table A2.  
1998: Sweden (5.0%), France (4.7%), Austria (4.7%); average: 4.8% 
1999: Sweden (5.0%), France (4.6%), Austria (4,7%); average: 4.8% 
2000: Sweden (5.4%), France (5.4%), Germany (5.3%); average: 5.4%. 

                                                           
18 Protocol 6 of the "Maastricht Treaty" contains the convergence criteria. 
(1) Inflation criterion: an inflation rate not more than 1 1/2% higher than those of the three best performing EU countries 

over the latest 12 months). 
(2) Fiscal convergence criteria: These criteria restrict the government budget deficit and the government debt to certain 

levels. A country which wants to participate in the EMU may not have  
 -- a government budget deficit higher than 3 % of GDP, 
 -- a government debt ratio of more than 60 % of GDP or sufficiently fast approaching that level. 
(3) Interest rate criterion: an average nominal long term interest rate that does not exceed by more than two percentage 

points that of the three best performing member states in terms of price stability. 
(4) Exchange rate criterion: participation in the Exchange Rate Mechanism (ERM) of the European Monetary System (EMS) 

within the normal fluctuation margin without severe tensions for at least two years. 
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Table 2 Correlation of Structural Shocks, 1970-2000 
 

(A) Ignoring Unsystematic Shocks 
 

Candidate-Target 
Countries 

Sources of shocks 

 Supply Demand  
(non-monetary) 

Monetary 

 
(i) Inflation, ∆g and r stationary1 

Canada-US -0.15 -0.03 0.11 
NZ-Australia -0.07 -0.02 0.12 
Netherlands-Germany 0.21 0.27 0.05 
Austria-Germany -0.04 0.18 0.22 
 
(ii) Inflation is stationary, g and r are difference stationary2 

Canada-US 0.15 0.47 -0.03 
NZ-Australia -0.09 0.09 0.04 
Netherlands-Germany 0.14 0.18 0.04 
Austria-Germany 0.18 0.17 0.17 
 
(B) Conditional on Unsystematic Shocks 
 

Candidate-Target 
Countries 

Sources of shocks 

 Supply Demand  
(non-monetary) 

Monetary 

 
(i) Inflation, ∆g and r stationary 
Canada-US 0.05 -0.03 0.06 
NZ-Australia -0.10 -0.11 0.05 
Netherlands-Germany 0.19 0.22 0.11 
Austria-Germany 0.12 0.13 0.33 
 
(ii) Inflation is stationary, g and r are difference stationary 
Canada-US 0.14 0.29 -0.09 
NZ-Australia -0.13 -0.004 -0.07 
Netherlands-Germany 0.21 0.18 0.10 
Austria-Germany 0.20 0.20 0.26 
Notes: 
1. All other series are first difference stationary. See text for details.   
2.  All other series are first difference stationary. 
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Table 3 Correlation of Structural Shocks, 1970-1989 
 

(A) Ignoring Unsystematic Shocks 
 

Candidate-Target 
Countries 

Sources of shocks 

 Supply Demand  
(non-monetary) 

Monetary 

(i) Inflation, ∆g and r are stationary 
Canada-US -0.30 -0.26 0.19 
NZ-Australia -0.28 -0.08 0.13 
Netherlands-Germany 0.15 -0.10 0.08 
Austria-Germany -0.11 0.13 0.35 
(ii) Inflation is stationary, g and r are difference stationary-0.26 
Canada-US 0.19 0.29 0.17 
NZ-Australia -0.23 0.06 0.10 
Netherlands-Germany 0.02 0.06 -0.09 
Austria-Germany 0.08 0.10 0.26 
 
(B) Conditional on Systematic Shocks 
 

Candidate-Target 
Countries 

Sources of shocks 

 Supply Demand  
(non-monetary) 

Monetary 

(i) Inflation, ∆g and r are stationary 
Canada-US -0.16 0.10 0.13 
NZ-Australia -0.18 0.14 0.10 
Netherlands-Germany 0.25 0.14 0.04 
Austria-Germany 0.12 0.13 0.45 
(ii) Inflation is stationary, g and r are difference stationary 
Canada-US 0.15 0.10 0.02 
NZ-Australia -0.28 -0.14 0.03 
Netherlands-Germany 0.11 0.19 0.00 
Austria-Germany 0.16 0.15 0.35 
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Table 4 Correlation of Structural Shocks, 1990-2000 
 

(A) Ignoring Unsystematic Shocks 
 

Candidate-Target 
Countries 

Sources of shocks 

 Supply Demand  
(non-monetary) 

Monetary 

(i) Inflation, ∆g and r are stationary 
Canada-US -0.15 0.15 -0.06 
Canada-US# -0.07 0.25 -0.15 
NZ-Australia -0.06 0.33 0.17 
NZ-Australia -0.15 0.24 -0.02 
Netherlands-Germany 0.19 -0.10 0.03 
Austria-Germany -0.06 0.09 0.22 
(ii) Inflation, g and r are difference stationary-0.14 
Canada-US -0.06 0.10 -0.13 
Canada-US -0.05 0.14 -0.16 
NZ-Australia -0.22 -0.04 0.09 
NZ-Australia -0.27 -0.11 0.08 
Netherlands-Germany -0.08 -0.08 -0.08 
Austria-Germany -0.24 0.21 -0.02 
 
(B) Conditional on Systematic Shocks 
 

Candidate-Target 
Countries 

Sources of shocks 

 Supply Demand  
(non-monetary) 

Monetary 

(i) Inflation, ∆g and r are stationary 
Canada-US 0.08 0.22 0.04 
Canada-US 0.14 0.30 0.21 
NZ-Australia -0.06 0.33 0.17 
NZ-Australia -0.15 0.24 -0.02 
Netherlands-Germany 0.09 -0.05 0.04 
Austria-Germany 0.18 0.07 0.09 
(ii) Inflation is stationary , g and r are difference stationary 
Canada-US 0.22 -0.05 0.11 
Canada-US 0.22 0.03 0.13 
NZ-Australia -0.22 -0.04 0.09 
NZ-Australia -0.27 -0.11 0.08 
Netherlands-Germany -0.07 -0.02 -0.09 
Austria-Germany -0.05 0.24 -0.02 
# Figures in italics are based on an SVAR with 2 lags of the commodity price index as 
exogenous variables. 



Figure 1 Impulse Responses from the Structural VAR: Austria* 
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AT: Accumulated Response to Structural One S.D. Shock

                                                           
* All plots in Figures 1 through 4 are based on the SVARs shown in Tables 3 and 4, part (B) ii. The IRFs 
are evaluated over a 30 quarters period. 
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Figure 2 Impulse Responses from the Structural VAR: Netherlands 
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NL: Accumulated Response to Structural One S.D. Shock
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Figure 3 Impulse Responses from the Structural VAR: Canada 
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CA: Accumulated Response to Structural One S.D. Shock
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 Figure 4 Impulse Responses from the Structural VAR: New Zealand 
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Figure 5 Counterfactuals: Inflation 

 
Note: The vertical lines show the maximum and minimum mean quarterly rates of change 
forecasted from the counterfactual “unrestricted” version of the VAR (see equation (1)). The 
labels indicated which monetary regime produced the largest or smallest mean growth rates, 
regardless whether unsystematic shocks are controlled for. The horizontal line if the mean 
forecast from the “unrestricted” VAR based on the actual data. The horizontal axis indicates 
the relevant samples over which the VARs were estimated. All series, except the real interest 
rate, are in first differences. The appendix has all the detailed estimates.
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Figure 6 Counterfactuals: Output Growth 

 
Note: See notes to Figure5. 
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Figure 7 Counterfactuals: Real Interest Rate Levels 

 
Note:  See notes to Figure 5. 
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Discussion 

Jeannine Bailliu 
 
1.  Introduction 
 
I enjoyed reading this paper and found it to be an interesting attempt to revisit the issue of the 
potential consequences of adopting different types of exchange rate regimes. In this paper, the 
authors examine the historical experience of a small group of industrialized countries (Austria, 
the Netherlands, Canada, and New Zealand) to ascertain whether they made the right choice by 
selecting the exchange rate regime that they did over the past thirty years based on macroeco-
nomic grounds. In addition, they also consider what would have happened to each country had 
they had selected a different type of regime.  

They do this by estimating a structural vector autoregression (SVAR) with five endog-
enous variables and two exogenous variables. They also estimate a variant of this model that 
includes some additional exogenous variables, namely dummy variables that are designed to cap-
ture anticipated but unsystematic changes in monetary policy regimes. By making certain long– 
run restrictions on the model, the authors obtain estimates of aggregate demand, supply and 
monetary shocks for each country, and then examine the correlations of the different structural 
shocks between each candidate country and the corresponding target country to ascertain 
whether shocks are judged to be symmetric or asymmetric. They also use estimates from the 
models to consider counterfactual experiments where it is assumed that the country adopted a 
different type of exchange rate regime that they actually did and then they compare this to what 
actually happened. 

My comments are organized as follows. First, I will make a few short comments on the 
section that provides an overview of economic developments in the sample economies. Next, I   
will raise some points related to dollarization. Finally, I will make several comments related to 
the methodology. 
 
2.  Overview of Economic Developments in Sample Economies 
 
In section 2 of the paper, the authors provide an extensive overview of major economic develop-
ments in their sample economies. There is a substantial amount of useful and interesting 
information in this section, but I would recommend that this section be condensed as the 
information is probably a little more detailed than is needed given that there are seven economies 
being described.  

In the sub–section on Canada, the authors characterize Canadian monetary policy in the 
early 1990s (p.11) as one in which “...the Canadian authorities seemingly pursued low inflation 
policies at the expense of higher unemployment.” I would disagree with this characterization. It 
is difficult to imagine the Bank of Canada pursuing such a policy given that it is generally 
accepted that there is no long–run tradeoff between inflation and unemployment. I believe a 
more accurate depiction of this episode is that there was a monetary policy regime shift in the 
early 1990s when Canada adopted an inflation–targeting framework for monetary policy as a 
means of reducing inflation and achieving price stability. Although it was recognized that there 
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might be short–term costs to achieving price stability, it was also believed that there would be 
benefits in the longer–run as this policy would be more conducive to sustained economic growth. 
 
3.  Dollarization 
 
Next, I would like to address two points related to dollarization that were raised in Section 3 in 
the paper where the authors provide a selective survey of the optimum currency area literature. 
The first point relates to how the extent of private market dollarization should be measured in an 
economy. The second point relates to the determinants of private market dollarization, and in 
particular, the role of the government in this process. 

In section 3.1, there is a discussion of the degree of private market dollarization in 
Canada where the claim is made that “Currently around 40% of business transactions in Canada 
are conducted in USD” (p. 18). From this sentence, the reader is left with the impression that 
Canada is a highly-dollarized economy, which I believe is misleading. I would argue that even 
though Canada is economically integrated with the United States, it is not heavily dollarized. I 
think that getting a sense of what percentage of business transactions by Canadians are 
conducted in U.S. dollars is a difficult undertaking because hard data are not available so one 
must make an educated guess (which is what the authors do). Assuming that this 40% figure is 
accurate, I would argue that it does not capture dollarization but rather globalization.  

Canada is an open economy where trade represents an important proportion of its GDP,1 
and given that most of its trade is conducted with the United States, most of its import and export 
transactions are going to be conducted in U.S. dollars. Therefore, I would argue that this 40%–if 
indeed it is accurate–reflects the high number of international transactions undertaken by 
Canadians because they live in a very open economy. In order to assess the degree of 
dollarization in Canada, or in any country, it would seem to be important to get an idea of the 
extent to which a foreign currency–such as the U.S. dollar–is used by local residents for the 
purpose of domestic transactions. This is why it is more typical in the literature to use the ratio of 
foreign–currency denominated deposits held by local residents as a proportion of broad money 
as a measure of dollarization. The evolution of this ratio in Canada over the past 25 years is 
shown in the graph below. As shown in this graph, this ratio decreased in the 1980s and then 
increased in the 1990s and now stands at about 8–9%, roughly the same level as it was in the late 
1970s. Although there is evidence of an increase in the 1990s, there is no indication of an 
upward trend in this ratio over the past two decades.2 Furthermore, as shown in the table below, 
similar figures for other countries are much higher. Thus, it is difficult to argue that Canada is a 
highly–dollarized economy.  

 
 
 
 
 
 
 

                                                           
1 For instance, in 2001, Canadian exports accounted for roughly 37% of GDP whereas the corresponding ratio for 
imports was about 32%. 
2 For a more detailed anlaysis of the extent of dollarization in Canada, see Murray and Powell (2002). 
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Table 1: Extent of Dollarization in Selected Countries, 1995 

 
Country Ratio of Foreign Currency Deposits 

to Broad Money (%) 
Argentina 43.9 

Bolivia 82.3 
Greece 21.6 

United Kingdom 15.4 
Source: Baliño, Bennett and Borensztein (1999).  

 
 
I have one final point to make on the topic of dollarization. In the paper, the distinction is 

made between private market dollarization which is usually defined as the increased use of a 
foreign currency by individuals and firms in the domestic economy, and policy dollarization 
which the authors define as the government officially sanctioning the use of a foreign currency 
either as a parallel currency or by unilateral dollarization. The authors make the point that 
private market dollarization does not require any involvement on the part of the government and 
is driven by the market (p.18). I would qualify this statement to take into account the fact that in 
many countries private market dollarization is driven by a combination of both government 
policies and the market. For instance, typically a high degree of private market dollarization is 
the result of a history of poor macroeconomic policies where domestic agents have lost 
confidence in the domestic currency and start using a foreign currency for many of their 
transactions. A country like Bolivia, shown in the table above to have a very high ratio of 
foreign–currency deposits to broad money, is a good example. Furthermore, dollarization can 
also be influenced by government regulation on the use of foreign–currency denominated 
accounts by domestic residents. 
 
4.  Methodology 
 
The methodology used in the paper is based on a SVAR with five endogenous variables (output, 
share of government consumption in GDP, short–term domestic real interest rate, inflation rate 
and depreciation rate of the nominal exchange rate) and two exogenous variables (commodity 
price index and real interest rate of target country). The authors also estimate a variant of this 
model that includes some additional exogenous variables, namely dummy variables that are 
designed to capture anticipated but unsystematic changes in monetary policy regimes.  

One important element lacking in this section is a discussion of the motivation for includ-
ing the commodity price index and the real interest rate of the target country as exogenous varia-
bles. As a result, it is unclear to the reader what motivated their inclusion and what they are 
intended to capture. Such a discussion seems particularly relevant in this case, given that robust-
ness checks indicate that the results are sensitive to the inclusion of these variables in the model. 
For instance, in Table 5, the correlations of the various structural shocks are shown for the Can-
ada–U.S. and New Zealand–Australia cases from the models both with and without the commod-
ity price index. As shown, there are important differences in the correlations based on whether or 
not the commodity price index is included in the model. For instance, in Panel (A), the 



 

 45

correlation of the supply shocks for Canada–U.S. changes from –0.15 to –0.07 when the 
commodity price index is added as an exogenous variable. This decline in the degree of 
asymmetry between supply shocks in the two countries could be the result of including a 
variable that is determined in part by commodity price shocks which are asymmetric in this 
case.3 

There is some discussion of the motivation for the inclusion of the other exogenous varia-
bles–the dummy variables that are designed to capture anticipated but unsystematic changes in 
monetary policy regimes. What is not provided in the paper, though, is a list of these dummies 
with information on which periods are dummied out for each country and the motivation for 
selecting these periods. I believe that this is vital information for the reader to have, and 
therefore I would recommend that the authors include this appendix in subsequent versions of 
the paper. 

In addition, it would have been useful for the reader to see the results of the unit root tests 
for the various series because, as mentioned in the paper, the estimation results are sensitive to 
the treatment of the variables as either stationary or difference–stationary, and in some cases, this 
treatment is controversial. The authors mention the case of the real interest rate, and given the 
controversy over the degree of integration of this variable, they report the results assuming that 
the variable is both stationary and difference–stationary. However, the degree of integration of 
inflation is also considered to be controversial although the authors make no mention of this and 
treat inflation as a stationary process in all their sample countries. For instance, as pointed out by 
Dupasquier, Lalonde and St–Amant (1997), inflation in Canada is most likely a non–stationary 
process. Given this, it would be important to show the results of the unit root tests and if inflation 
is found to be a “borderline” case, then results should also be reported assuming that inflation is 
difference–stationary. 

As mentioned in the paper, the results differ from the literature in that this paper finds a 
lower degree of shock symmetry for the sample countries compared to previous studies. I believe 
this is an important point and one which could be elaborated on further in the paper. For 
instance, the extent to which the inclusion of exogenous variables may explain these differences 
could be explored further, given that past studies have tended not to use exogenous variables. 
This ties into my earlier point regarding motivating the use of exogenous variables in the SVAR. 
Drawing out the main differences between the methodology used in this paper and what has been 
used in past studies would help to better highlight the main contributions of this study.  

 
5.  Concluding Remarks 
 
In closing, I would like to reiterate that I think this is a very interesting paper that addresses an 
important topic. I particularly like the main message mentioned in the conclusion that good mon-
etary policy is possible under different types of exchange rate regimes, and that the exchange 
rate regime that a country decides to adopt is not just a function of economic factors but is also 
influenced by political and institutional elements. 
 

                                                           
3 This is because commodities are relatively more important in the Canadian economy. Moreover, this index is 
likely to be partially driven by oil shocks which are asymmetric in this case given that Canada is a net exporter of 
oil whereas the United States is a net importer.  
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Discussion 
 

Thorvaldur Gylfason  
 
 
It is a great pleasure for me to participate in this conference at the invitation of 

the University of Vienna where my father studied economics 65 years ago, in 

the fateful winter of 1937-38, as well as of two of my favorite central banks, the 

Österreichische Nationalbank and the Banco Central de Chile – two central 

banks whose economists are engaged in important research on a wide range of 

macroeconomic and monetary issues. It was also, indeed, a pleasure to read the 

massive paper by Eduard Hochreiter, Anton Korinek, and Pierre L. Siklos that I 

have been asked to discuss here.  

My comments will be in three parts. First, briefly, I want to make some 

general remarks about the paper. Then, without changing the subject, I want to 

say a few words about politics. Third and last, and this will be my main point, I 

intend to argue that the crucial question of rigidity versus flexibility in our 

economic system is not confined to exchange rate regimes. No, I think we need 

to take a broad view of rigidity and flexibility, a view that incorporates labor 

market arrangements in particular.  

The paper by Hochreiter, Korinek, and Siklos is in two parts, each of which 

could stand alone as a separate paper. The first part provides an extensive, 

critical review of analytical issues and recent empirical studies of alternative 

exchange rate regimes, and is full of interesting information and insights about 

the various countries under study and the literature on optimal currency areas. 

The second part then offers a detailed study of the empirical patterns that are 

discernible in the data. In particular, the authors investigate the correlations of 

economic shocks across countries and conduct counterfactual experiments in 

an attempt to sharpen the picture of whether the exchange rate policy stance 

taken in these countries thus far is appropriate or needs to be changed.  
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The authors’ broad conclusion is that the symmetry of shocks across 

countries, both as a precondition of monetary union and as a statement of fact, 

has tended to be exaggerated and that it is impossible to choose an exchange 

rate regime once and for all. This broad conclusion is absolutely correct in my 

view. As the authors point out, different countries have adopted different 

exchange rate arrangements despite seemingly similar economic circumstances. 

For example, Austria belongs to a monetary union while Switzerland, next 

door, allows its currency to float.  

Is this puzzling? My answer is No, not really, because the political 

circumstances are different. The authors share this view but they do not pursue 

the political issues involved very far. What they do is embark on an ambitious 

effort at economic benefit-cost analysis of different exchange rate options. 

Knowing the benefits and costs is, of course, always useful. And the authors 

offer us some surprises: Austria, the great fixer, might actually have been better 

off with inflation targeting, they find, and New Zealand might perhaps have 

been better off in a monetary union with Australia.  

The authors’ main conclusion, however, comes as no surprise: There are 

costs and benefits associated with any type of exchange rate regime and there is 

no way to tell once and for all which is better, to float or not to float, for the 

right thing to do varies from case to case and place to place. Frankel (1999), 

Williamson (2000), and Corden (2002) come to the same conclusion, as have 

others. Hochreiter, Korinek, and Siklos’s paper demonstrates this general 

proposition in greater empirical detail than most. In my eyes, this is the main 

virtue of the paper.  

Which brings me to politics. As far as EMU membership goes, economic 

analysis is not enough. When Iceland and Norway became founding members 

of NATO in 1949, we did not sit down to weigh the benefits and costs. We did 

not need to apply any fuzzy clustering analysis. No, we said “Yes, thank you, 

this is a club where we belong.” There was, naturally, some political opposition 

to NATO membership in both countries, based mostly on nationalistic 

sentiments but also, in some cases, on sympathy with the Soviet Union and its 
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satellites, but even so, a large majority of the population of both Norway and 

Iceland wanted to join. And this is what we did, without delay.  

To me, the current question of whether Iceland and Norway should join the 

EU and the EMU is to some extent comparable. It involves politics as well as 

economics for the simple reason that European integration is a political project 

as much as an economic one. The political dimension concerns peace. Further 

European integration is intended to continue to affirm and foster harmonious 

coexistence and cooperation especially between Germany and her neighbors. 

The sharing of sovereignty among NATO members is comparable with that 

among EU members: after all, an external attack on one NATO member is an 

attack on them all. I realize that others may disagree with the parallel I have 

drawn between NATO and the EU: clearly, Austria, Finland, Ireland, and 

Sweden did not join NATO, for different political reasons. Austria had 

Russians to worry about at the time, within Austria. Finland also had Russians 

to worry about across its long eastern border. Perhaps Ireland found it difficult 

to share her national defenses so explicitly with the United Kingdom, and 

therefore decided to stay out. Sweden had none of these problems, but decided 

not to join NATO anyway.  

The worries of those nations that have not yet joined the EU or EMU may be 

exaggerated because the differences that are held out as arguments against or 

impediments to entry may fade away once membership is a fact. A nation that 

thinks it cannot join because it is in some ways too different from the existing 

members may find that membership tends to reduce such differences. Indeed, a 

candidate country may want to join a monetary union for political reasons, 

hoping that the cross-country differences and other impediments that made it 

hesitate will fade away. One such difference concerns the structure and 

functioning of labor markets.  

The lingering doubts in the United Kingdom, Denmark, and Sweden about 

the wisdom of adopting the euro rest on their fears that EMU membership 

might restrain their ability to maintain full employment at home. These 

countries have a history – a pretty successful record, some would say, albeit not 
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consistently so – of devaluing or floating their currencies to keep domestic 

unemployment under control. Austria thought differently, even if its labor 

market arrangements have long been similar to those in Sweden. Austria 

entered the EU with Sweden and Finland in 1995 and then – like Finland, but 

unlike Sweden – decided to adopt the euro from the outset in the hope, after 

the fact if not up front, that the strict discipline thus imposed from outside 

would gradually loosen up the Austrian labor market and make wage 

formation more market-friendly and flexible (Hochreiter and Winckler, 1995). 

Put differently, Austria gambled that her labor unions would react to the new 

rules of the game by exercising moderation in wage demands. Similarly, 

Grubel (2000) has argued that labor market flexibility is endogenous to the 

exchange rate regime and that monetary union between the United States and 

Canada would eventually induce labor market organizations to mend their 

ways by adapting their work and wage settlements to the need for absorbing 

exogenous economic change and instability more efficiently than before – that 

is, with less unemployment as a result. The key word here is “eventually.”  

The difference of opinions in this case thus centers on the question of which 

should come first: labor market liberalization or monetary union. The Swedes 

are not, at least not yet, confident that the structure and functioning of the 

Swedish economy, and of the Swedish labor market in particular, is flexible 

enough to adapt to the adoption of the euro. Yet, the high-technology 

revolution seems to have done rather a lot of late to loosen up the Swedish 

labor market: new high-tech companies come and go and, accordingly, they 

have brought with them a new work culture, with more flexible employment 

and pay schemes that make it easier for firms to hire and fire and such. This 

development may help explain the considerable drop in unemployment in the 

wake of the high-tech revolution in Sweden in the past few years even if 

Swedish labor market legislation has not changed much. And this may also 

help explain why Finland has managed to cut its unemployment rate in half 

since joining the EU. If so, this may make it easier for Swedes to overcome their 

fear of joining the EMU. The Austrians, on the other hand, believed that their 
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economy, including the behavior of labor unions and employers’ associations, 

was flexible enough to adjust as needed. The Finns did not dwell on this issue 

for they were determined to join for political reasons, no matter what.  

How about those countries that do by now have reasonably flexible labor 

markets and, therefore, do have a choice as to whether to keep their currencies 

afloat or to join a monetary union? This question brings us back into the 

political arena. The United Kingdom and perhaps even Switzerland have clear 

political motives to join the EMU, but Australia and New Zealand do not: for 

them, there is no particular need to merge their dollars or to dump them in 

favor of the US dollar. For the antipodes, this is an economic issue, pure and 

simple. And this actually makes the choice more difficult, not less.  

In conclusion, one of the main advantages of labor market flexibility is that 

it makes a nation free to choose between fixed and flexible exchange rates. 

Rigid labor markets tie the hands of nations: with rigid wages, fixed exchange 

rates can lead to persistent, even permanent unemployment and economic 

stagnation of the type that the United Kingdom experienced under the gold 

standard between the two world wars. Flexible labor markets untie this knot by 

giving nations a choice. To be efficient, and thus to be able to grow rapidly, an 

economic system must have either flexible labor markets or a flexible exchange 

rate regime, or both. The implication for EMU members is clear: they must 

loosen up their labor markets in order to reduce unemployment and thus 

encourage economic efficiency and growth.  

But the choice of an exchange rate regime cannot be made for all time. 

Never say never. Sometimes it is better to be flexible; sometimes it is better to 

be firm. And nations do not necessarily have to pick a corner solution: the 

center of the exchange rate spectrum need not be empty. After all, the real 

exchange rate always floats, even within a monetary union.  
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