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Abstract
The literature on sectoral systems of innovation evidences the crucial importance of sectoral specificities
in innovation. Also, the proximity framework enables the exploration and analysis of how various actors
establish collaborative ties. However, there has not yet been much cross-fertilization between the proximity
literature and sectoral systems of innovation. First, we conceptually integrate the proximity literature into
sectoral studies by underlining the differences and commonalities across sectors. Second, we use a dataset
of research and development (R&D) projects subsidized by the Research Council of Norway (RCN) between
2005 and 2016 to analyze the impact of geographical and cognitive proximities on collaborative tie formation
in four Norwegian sectors (biotech, oil and gas, marine, and maritime). The results indicate that cognitive
proximity and colocation in large cities are positively related to the creation of collaborative ties across all
sectors. Yet, the joint effects of cognitive proximity and colocation in large cities vary across sectors and
seem to be correlated with the complexity of sector-specific technologies.
JEL classification: O31, O38, D85

1. Introduction
Innovation is understood as a combinatorial process, where novelty emerges by combining exist-
ing knowledge and materials (Schumpeter, 1911; Weitzman, 1998). For innovation to happen
there is an increasing need to collaborate with other firms and public research organizations
because such collaborative relations enable firms to keep up with the ever-increasing complexity
of technologies and the combinatorial requirements of innovation (Manniche et al., 2017). There-
fore, unraveling the complexity of knowledge networks, as a means of combining or recombining
knowledge and materials, is one of the main challenges in understanding the contemporary econ-
omy (Bathelt and Glückler, 2018). For instance, empirical studies show that the position of an
actor in a knowledge network correlates with its innovative performance (Breschi and Lissoni,
2009; Cantner et al., 2010; Lazer and Friedman, 2016).

One of the key foundations of innovation theory is that the prerequisite for innovation is
highly context-dependent and innovation scholars thus use the concept of innovation systems to
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1224 E. O. Simensen and M. Abbasiharofteh

study the contexts in which innovations occur. Sectors are one such contextual boundary, and the
literature on sectoral innovation systems has made a significant contribution to the understanding
of how sectors vary in terms of innovation activities and the patterns of technological change
(Breschi et al., 2000; Malerba, 2002, 2005). It highlights the great heterogeneity of sectors and
industries with respect to their innovation processes and knowledge sourcing1 patterns. However,
most empirical studies on collaborations and collective learning do not address the multiplicity
of sectors in one cohesive empirical setting (e.g., Giuliani, 2011; Balland et al., 2015a; Lazzeretti
and Capone, 2016; Capone and Lazzeretti, 2018; Giuliani et al., 2018). Given various context-
specific factors in these studies, it is a challenging task to identify sector-specific factors that
foster collaborations. We argue that there is a rather untapped potential in using collaboration
knowledge networks as a representation of sectoral systems. This is an empirical source that
covers all the components of a sectoral system.

While the proximity literature (Boschma, 2005; Torre and Rallet, 2005) provides a novel
conceptual framework to investigate the drivers of knowledge sourcing, it has not been used
to provide a better understanding of commonalities and differences across sectors—most of the
empirical findings are based on studies from one region or sector. We therefore set out to use the
proximity approach and to empirically answer the following questions. How and to what extent
do proximity dimensions influence the establishment of collaborative ties across sectors? How
does the interplay between proximity dimensions (complementarity and substitutability effects)
affect knowledge sourcing across sectors?

We investigated an extensive and unique dataset of research and development (R&D) projects
subsidized by the Research Council of Norway (RCN)2 between 2005 and 2016. The database
includes various fields, such as the name and type of collaborators, the scientific domains of
collaborations, and the duration of each project. Elaborating on this database, we applied the
gravity model to analyze the impact of proximity dimensions on the formation of collaborative
ties within four sectors: (i) biotech, (ii) oil and gas, (iii) marine, and (iv) maritime. The relation
between geographical and cognitive proximities and the formation of collaborative ties is of the
main interest in this study, while we operationalized and included institutional proximity as a
control.

Our results show that the cognitive proximity is positively correlated with the creation of col-
laborative ties across sectors, whereas the geographical proximity seems not to be relevant in
most cases. Instead, colocation in large cities is positively related to tie formation. More interest-
ingly, the joint effects of the cognitive proximity and colocation in large cities vary across sectors
and correspond to the complexity of sector-specific technologies.

This paper is structured as follows. Section 2 provides a discussion on the relevance of sectoral
innovation systems and presents an overview of the proximity framework. Section 3 describes
the empirical approach and the R&D activities in Norway. Section 4 presents the results and dis-
cusses the findings relevant to the proximity dimensions in the four sectors in Norway. Section 5
concludes the paper and discusses some limitations of this study, future research areas, and
potential policy implications.

2. Sectoral systems of innovation and proximity dimensions
The sectoral approach has, compared to national, regional, and technological innovation sys-
tems, received less theoretical attention. This approach however is central in innovation studies
and underlines the substantial role of sectoral actors, their interdependencies, and their collective
cognitive boundaries as the drivers of change in a given sector (Breschi et al., 2000; Malerba,
2002). Schumpeter stresses that firms are subject to sectoral characteristics in their innovation
patterns (Schumpeter, 1911). More recently, Malerba (2002) defines sectoral change as a co-
evolutionary process: “the elements of a sectoral system are closely connected, it follows that
their change over time results in a co-evolutionary process of its various elements” (p. 259).
This implies that the evolutionary development of sectors is partly determined by shifts in their

1 The process of searching for required knowledge and expertise by individuals and organizations.
2 In Norwegian: Norges forskningsråd.
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Sectoral patterns of collaborative tie formation 1225

cognitive boundaries, through interorganizational collaborations. Malerba (2005) and Malerba
and Adams (2013) further argue that the main agents of sectoral change are (i) actors and net-
works, (ii) knowledge and technologies, and (iii) institutions. The attributes of these agents and
the interplay between them determine a particular development trajectory for a sector. While this
framework introduces the building blocks of sectoral systems, it does not account for how the
complex process of knowledge sourcing (e.g., creating collaborative ties) functions—a process
that lies at the heart of a sector’s innovation processes and thereby contributes greatly to the
future evolution of these systems.

Pavitt (1984) is a pioneering scholar whose taxonomy is based on the innovative behavior
of firms, namely supplier-dominated, scale-intensive, specialized suppliers, and science-based
firms. Later, one more group is introduced in his taxonomy to represent information-intensive
firms (e.g., banking sector). While this taxonomy provides an analytical tool to understand how
innovative behaviors and, to some extent, knowledge sourcing occurs across sectors, there are
several issues that need to be addressed to better understand differences and commonalities across
sectors regarding knowledge sourcing.

The first problem concerns the way in which the taxonomy is created. Pavitt observes inno-
vative behavior patterns at the firm level and groups them at the industrial level, engendering
a high degree of variance within each group (Archibugi, 2006). The second problem originates
from the Pavitt’s classification premise that firms have stable cognitive boundaries. Yet, through
knowledge sourcing, firms evolve and might move from one taxonomy group to another because
knowledge has a cumulative nature and potentially changes the cognitive boundary of a given
firm (Malerba, 2002). The third problem concerns multi-technology or multi-products firms that
can potentially be categorized in more than one group (Archibugi, 2006). For instance, Siemens
is a well-known German company active in various fields ranging from telecommunications and
energy to healthcare and biotechnology. The domain of activities of such firms goes beyond the
sectoral boundaries and Pavitt’s taxonomy.

Recent studies have aimed at alleviating these issues by widening the sectoral system approach
to include users and institutions in the framework (Geels, 2004). Also, scholars have shifted their
focus on sector-specific technological regimes, knowledge bases, cumulativeness, and appropri-
ability conditions (Breschi et al., 2000; Asheim and Coenen, 2005; Dosi et al., 2006; Castellacci,
2008). For instance, Castellacci (2008) builds on the concept of technological paradigm and
“industry-specific regimes, trajectories, and vertical linkages” to provide a sectoral taxonomy
that is more flexible than Pavitt’s. Castellacci emphasizes the relevance of knowledge sourcing
(“interactions” in his language) in industries close to “new technological paradigm” compared
to the ones dominated by “less dynamic trajectories.” However, he says nothing about how these
interactions differ across sectors. Coad (2019) empirically showed that firms from the same indus-
trial sector do not converge toward the same R&D intensities. This finding resonates with the
definition of sectoral systems as a place of diverse set of actors with relations crossing sectoral
boundaries that serve different purposes for the industry. There are companies that specialize in
delivering R&D for the industry, whereas other companies fulfill other roles and do not invest in
R&D to the same extent. A newly published paper by Rosiello and Maleki (2021) combines the
sectoral system approach with knowledge base complexity, similar to the ambition of the paper
at hand. They find that technological catch-up varies with regard to the technological complexity
of sectors, here they use patent data to classify technologies and sectors. Looking at the body of
literature on sectoral systems, the authors of this article have failed to find attempts to use net-
work data of knowledge actors for sectoral analyses, and we have found none of which compares
several sectors in the same analysis.

This gap calls for an extension of the sectoral innovation framework that also includes the
key driving forces of knowledge sourcing. This would stimulate an increased understanding of
sectoral commonalities and differences. We argue in this paper that this extension can be built
based on the proximity approach, which provides a strong conceptual framework for studying
collaborative activities. It also has the capability of capturing the multi-layered interdependency
among the various elements of sectoral systems of innovation.

The proximity literature provides a conceptual framework to better investigate the process of
knowledge sourcing. Boschma (2005) theoretically argues that colocation is “neither a necessary
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nor a sufficient condition for learning to take place” (p. 62). He also discusses how five proximity
dimensions influence knowledge sourcing:

• Geographical proximity reflects how close the locations of two given organizations are or
alternatively, whether or not they are located in the same geographical area (see Micek, 2018
for a review).

• Cognitive proximity reflects how similar actors interpret and use new knowledge, based
on their interpretation schemes and absorptive capacities (Cohen and Levinthal, 1990;
Nooteboom, 2000; Boschma, 2005).

• Institutional proximity reflects the commonalities and differences at the macro level dom-
inated by norms, values, recognized practices, and the rule of law (Edquist and Johnson,
1997; Boschma, 2005).

• Organizational proximity is concerned with the extent to which organizations are similar in
terms of autonomy and control in their organizational arrangements (Boschma, 2005).

• Social proximity refers to the extent to which organizations have shared experiences and are
embedded in the same social networks, in which they benefit from lower transaction costs
and increased synergy effects, trust, and altruistic behaviors (Granovetter, 1985; Coleman,
1988; Uzzi, 1997).

In addition to the above-mentioned five proximity dimensions, researchers defined alternative
proximity dimensions based on the specificity of their theoretical arguments or empirical settings.
These dimensions include virtual proximity (Morgan, 2004), technological proximity (Greunz,
2003; Usai et al., 2016), socio-cultural proximity (Gill and Butler, 2003; Abbasiharofteh and
Broekel, 2020), and proximity on the move (Bernela et al., 2019). These alternative dimensions
however are limited to one or few studies, whereas numerous empirical studies focus on the role
of geographic and cognitive proximities and their relationship with the formation of collaborative
ties (for a review, see Balland et al., 2020a).

Although the proximity dimensions are forces of different nature and analytically orthogonal,
they may turn out to be positively correlated in practice (Hardeman et al., 2015; Balland et al.,
2020a). Thus, this is of critical importance to take into consideration the impact of different
proximity dimensions to ensure that the strong explanatory power of one proximity dimension
(e.g., geographical proximity) is not driven by other lacking correlated dimensions. Also, the
proximity framework provides a conceptual engine to understand the interplay between different
proximity dimensions (Hardeman et al., 2015). For instance, one could investigate how the
likelihood of collaborative tie formation in a specific sectoral setting may increase (decrease) by
the being proximate in more than one dimension. In other words, two proximity dimensions
complement one another if being proximate in two dimensions increases the likelihood of tie
formation (i.e., positive joint effects) and substitute one another if being proximate in the given
proximities decreases the likelihood of tie formation (i.e., negative joint effects) (Broekel, 2015;
Balland et al., 2015b; Abbasiharofteh, 2020). Anecdotally, twomanagers meet by chance because
of working in the same geographic area, and they exchange knowledge about their projects. As
a result, this face-to-face interaction helps them to bridge cognitive gaps (Ter Wal and Boschma,
2011). While this has been a long-standing wisdom, empirical studies of the joint effects of the
proximity dimensions in various sectoral systems have been woefully few in number.

While many empirical studies have implemented this framework to comprehend the com-
plexity of collaborative networks (for an overview, see Balland et al., 2020a). The proximity
framework still does not provide a theoretically informed explanation for conflicting empirical
results. That is, why one proximity dimension is a crucial factor in one sector and is not relevant
or even negatively associated with knowledge sourcing in the other. For instance, Balland et al.
(2013) empirically show that the relevance of geographical proximity persists in the video game
industry. Conversely, in the case of the biotechnology sector, Ter Wal’s (2014) study provides
evidence that the geographical proximity loses its importance to social proximity. One might con-
jecture that the varying effects of proximity dimensions could emerge from various knowledge
types and the attributes of dominant technologies in each sector. However, a more systematic
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Sectoral patterns of collaborative tie formation 1227

investigation of the commonalities and differences of sectors regarding the effect of proximity
dimensions is still lacking (Boschma and Martin, 2010; Boschma, 2018).

Although systematic studies that investigate and compare the role of proximity dimensions in
multiple sectoral setting is still lacking, the plethora of empirical studies investigating the role of
geographical and cognitive proximity dimensions enable us to developmultiple lines of arguments
on the varying role of geographical and cognitive proximities in different sectoral settings.

The relevance of geographical proximity for learning and knowledge diffusion has its origin
in Marshall’s (1920) work that underlines the importance of geographic colocation. Inspired by
Marshall, a large body of literature shows that geographical proximity facilitates the process
of tie formation (Micek, 2018). In the case of the Toy Valley cluster in Spain, Balland et al.
(2015a) investigate the driving forces of tie formation in technical and business networks. They
empirically show that geographical proximity facilitates knowledge sourcing performance in both
networks. Molina-Morales et al. (2015) and Belso-Martínez et al. (2017) provide similar results
in a foodstuffs cluster in the Valencian region. Juhász and Lengyel (2018) also observe the positive
impact of geographical proximity in the printing and paper product cluster in Hungary. In the
case of a high-tech cluster in Tuscany, Capone and Lazzeretti (2018) and Lazzeretti and Capone
(2016) demonstrate that the impact of proximity dimensions on knowledge sourcing changes over
time, with an increasingly positive effect of geographical proximity. Among the few studies at
the sector level, Balland et al. (2013) demonstrate the positive impact of geographical proximity
in the case of the global video game industry.

That said, one should not incorrectly conflate the effects of geographical proximity and
agglomeration spillovers. Building on several empirical studies, Balland et al. (2020b) argue that
empirical studies overestimate the effect of geographical proximity unless they control for the
effects of other proximity dimensions (e.g., social proximity). Scholars argue that the relevance
of geographical proximity is due to the fact that this proximity dimension facilitates mutual
learning, by giving rise to social interaction and trust building (Jaffe et al., 1993; Singh, 2005;
Giuliani, 2011, 2013; Giuliani et al., 2018).

The above argument is very much in line with the scholarly debate on the regional innovation
system (Asheim et al., 2011), which looks beyond benefits emerging from geographic coloca-
tion and takes into consideration a systematic view of knowledge sourcing, learning, and labor
mobility networks embedded in agglomerations. Granovetter (1985) argues that such activities
are mostly embedded in social networks which are geographically bounded. Thus, this spatial
dimension of trust reduces transaction costs and eases involving in joint projects. Audretsch and
Feldman (1996) provide empirical evidence for this argument by showing that innovative activi-
ties more strongly cluster compared to manufacturing employment. Thus, Micek (2018) argues
that the concept of geographical proximity goes beyond the mere geographical distance between
actors and should be seen in relation to the embeddedness of firms and individuals in a common
spatial context, which fosters mutual learning. This line of argument leads us to the following
hypotheses:

Hypothesis 1: Both geographical proximity and colocation in large cities are positively
related to collaborative tie formation between organizations.

Hypothesis 2: Colocation in large cities is more strongly related to collaborative tie
formation than geographical proximity.

Nooteboom (2000) describes how the extent to which organizations are cognitively proximate
influences interorganizational learning. He argues that “information is useless if it is not new,
but it is also useless if it is so new that it cannot be understood” (p. 72). This implies that
the benefit of interorganizational learning is maximized only if optimum cognitive proximity is
given (Wuyts et al., 2005). To the best of our knowledge, the optimal cognitive proximity has
not been addressed in the context of sectoral systems of innovation. In the context of Mode 2
knowledge, scholars argue that the process of knowledge production has increasingly become
interdisciplinary. For instance, Gibbons et al. (1994) show that the average number of authors
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1228 E. O. Simensen and M. Abbasiharofteh

per paper and their diversity regarding scientific, social, and geographical backgrounds have
increased.

More recent studies on patent collaborations support the findings of Gibbons and his col-
leagues. Broekel (2019) provides several stylized facts about patent co-inventorship that point
toward an increase in the relevance of cognitive proximity. That is, the complexity of patents
increases over time, and this calls for more R&D and larger joint projects. For instance,
van der Wouden’s (2020) study addresses the history of co-inventorship in the United States
between 1836 and 1975. This study shows that collaboration has increased in patenting since
the mid-20th century, and there is a positive correlation between collaboration and the complex-
ity of the filed patents. Perhaps the increase in the complexity and diversity of collaborations
across all sectors accounts for the fact that the average technological distance between patents
in metropolitan areas tends to decrease and that specialized cities have a denser collaboration
network (van der Wouden and Rigby, 2019). While cognitively proximate organizations could
benefit from inter-regional collaborations (e.g., Powell et al., 1996), having a certain degree
of cognitive proximity increasingly gains importance for creating collaborative ties. Thus, we
suggest the following hypothesis:

Hypothesis 3: Cognitive proximity is more strongly related to collaborative tie formation
than geographical proximity and colocation in large cities.

There is a scholarly debate on whether proximity dimensions could complement or substitute
one another (Balland et al., 2015b). Empirically, Ponds et al. (2007) show that one proximity
dimension can compensate for the lack of another dimension in creating collaborative ties in a co-
authorship network. Similarly, van derWouden and Rigby (2019) provide evidence in the context
of large urban agglomerations in the United States that the effect of social proximity substitutes
the one of spatial proximity, whereas this substitutability is not given in smaller cities. Since
the process of knowledge accumulation and diffusion depends on the attributes of underlying
technologies in each sector (Dosi and Nelson, 2010), one could argue that the joint impact of
cognitive proximity and the benefits of colocation in large cities on knowledge sourcing might be
determined by sector-specific technologies and their complexity.

Balland and Rigby’s (2016) study on patenting behavior in the United States between 1975
and 2010 gives evidence that supports this theoretical argument. That is, there is a direct link
between the geographical distribution of activities and the complexity of underlining technolo-
gies because more complex activities agglomerate in large cities and metropolitan areas. This is
plausible that the benefits of colocation in large cities facilitate the creation of collaborative ties
in sectors dominated by complex technologies, which require larger teams consisting of experts
from various related scientific fields (Balland et al., 2015b). Yet, this is not the case in sectors
dominated by less complex technologies, in which knowledge can be codified in different forms
and diffused among cognitively proximate organizations over distance (Sorenson et al., 2006).
Based on the above discussion, we propose the following hypotheses:

Hypothesis 4: The joint effects of colocation in large cities and cognitive proximity are
positively related to collaborative tie formation in sectors dominated by more complex
technologies.

Hypothesis 5: The joint effects of colocation in large cities and cognitive proximity are
negatively related to collaborative tie formation in sectors dominated by less complex
technologies.

Figure 1 provides the nomological network that summarizes the hypotheses.

3. Empirical setting
3.1 Data
In this paper, we investigate a collaboration network in the Norwegian innovation system.
Norwegian research funding is distributed through two channels, namely basic research funding
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Sectoral patterns of collaborative tie formation 1229

Figure 1. Nomological network with corresponding hypothesis

for research institutions and the NCR.3 This paper used data on R&D projects subsidized by the
RCN between 2005 and 2016. This database includes 35,663 projects, of which 23,183 were
carried out by more than one organization (i.e., joint projects). We assume that participants in
a joint project create bilateral knowledge ties and mutually learn from one another, whereby
we map knowledge exchange between various actors. These projects were conducted by 4623
actors,4 ranging from private firms to publicly funded organizations.5

This database also provides one or several tags for each project showing the domain of activ-
ities in one or several fields. The RCN allocates multiple tags to every funded project, based on
project descriptions and the domain of knowledge of the research project. There are three levels
of tags (“topic group,” “topic,” and “subtopic”), and the lowest level includes over 125 tags.
Many of these subtopics are sector-specific. We categorized four sectors at the subtopic level and
used this categorization to determine to what sectors each project belongs. It is important to note
that the definition of sectors in the data does not necessarily refer to the sector definition from
finance or economics where they sort sectors from primary to tertiary. Our reading of Malerba’s
definition is to a greater extent tied to knowledge bases of large industrial ecosystems. Delin-
eations such as the standard European nomenclature of productive economic activities (NACE
codes)6 do not refer to a sectoral system’s dynamic and heterogeneous network of actors, nor do
they refer to the knowledge bases and technologies that are the base of the sectoral system.

The share of private firms (80%) and the one of publicly funded organizations (20%) are
roughly the same across all sectors. Since a project can span several sectors, it allows us to observe

3 The European Union framework program is an additional research scheme which is of much smaller magnitude,
compared to the two main research programs in Norway.

4 After data cleaning, 4% of the actors could not be identified and were removed from the database.
5 We categorized actors in 13 categories: (i) association and industry organizations, (ii2) banks, (iii) private firms

and companies, (iv) county-level administrations, (v) government agencies, (vi) independent research institutes, (vii)
municipalities, (viii) NGOs, (ix) public hospitals and health organizations, (x) public–private cluster organizations, (xi)
schools and museums, (xii) university and university colleges (“høyskole”), and (xiii) others.

6 A common problem with the existing studies is thus the use of static indicators as the definition of sectors. For
example, the widespread use of NACE codes or other static definitions of industrial sectors in empirical studies of
sectoral systems are not very fitting for the concept. NACE codes are usually not reviewed over time and are part of a
registration process as a company is founded. Some of the NACE codes are also generic (e.g., Activities of head offices).
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1230 E. O. Simensen and M. Abbasiharofteh

Table 1. Number of R&D collaborative ties

Biotech Oil and gas Marine Maritime

Biotech 9520
Oil and gas 143 8134
Marine 482 563 13,546
Maritime 248 201 735 8889

whether organizations collaborate in more than one sector. This is of great importance because it
allows us to move beyond the traditional view of firms as being isolated in one sector and capture
sectoral interdependencies.

Table 1 shows the number of collaborative ties (each organization pair) within and across
four sectors. As shown, sectors show a varying degree of overlap. The largest overlap is shown
between the marine and the maritime sector, and the lowest between oil and gas and biotech.
This attribute of the data plays a crucial role because we can assign project-related information
(e.g., the sector-specific knowledge domains of projects) to organizations and use this to create a
cognitive portfolio for each actor, taking sectoral interdependencies into account.

Figure 2 shows the position of actors, as well as the collaborative ties at the beginning of
four time windows, each spanning 3 years. Most organizations are located in one of four large
Norwegian cities (Oslo, Bergen, Trondheim, and Stavanger).

3.2 Sectors
In recent years, the RCN has shifted its funding focus toward the long-term research and higher
education plan developed by the Norwegian parliament (Regjeringen, 2018). The RCN serves
under the Ministry of Education and Research, and half of the funding comes from this ministry
and the Ministry of Trade and Industry.7 The only specific industrial sectors mentioned in the
long-term plan are the oil and gas, marine, and maritime sectors (Regjeringen, 2018). These
are arguably Norway’s three largest industrial sectors, and the Norwegian innovation system
has been designed around them, as well as co-evolved with them (Reve and Sasson, 2012).8 We
also include the biotech sector in the analysis. This is a growing sector internationally, and a
reference for sectors dominated by complex technologies. This sector is regarded as one of the
highly innovative fields and has attracted a great deal of attention in recent years in Norwegian
research funding (Kunnskapsdepartmentet, 2011).

In Norway, the biotech sector and its related field of research are rather small compared to
other countries. The industry mostly consists of small, innovative start-ups. The most substantial
contribution of this sector to the Norwegian economy is joint projects in the aquaculture indus-
try (The Research Council of Norway, 2016), where there is an increasing need for knowledge
concerning fish health and environmental issues related to salmon farming.

The upstream oil and gas sector makes a very significant contribution to the Norwegian econ-
omy (accounting for 54% of total export in Norway between 2007 and 2021, see Figure 3). The
sector includes not only the major companies that run the oil and gas fields but also the com-
panies that supply them with equipment and services. Over the last 50 years, a substantial part
of the Norwegian industry infrastructure has increasingly become directly or indirectly involved
in oil and gas activities. The prosperity of the oil and gas sector depends on oil prices. Between
2005 and 2014, it was consistently in a good condition, with a slight shock during the financial
crisis after 2008. However, in 2014, the price crashed and the industry faced a crisis, leading

7 The purpose of the Norwegian Research Council is stated on its webpage: The Research Council provides
advice on how and in which areas to target investments in Norwegian research efforts. We have been charged with
strengthening the knowledge base and encouraging research that can help to solve the Grand Challenges. The Research
Council of Norway (2018) works to add value to the research system by facilitating research that actors in the system
could not successfully achieve working on their own.

8 There is an extensive body of literature on the Norwegian innovation system—limited space prevents a full
review in this paper. We have however applied these insights in the discussion part to explain the observed results
within each sector. For a thorough review of the characteristics and historical development of the Norwegian national
innovation system, see, e.g., Fagerberg et al. (2009).
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Figure 2. Position of actors and collaborative ties in R&D projects in Norway (only highly repeated collaborations
are shown)

to the downscaling of all industries related to the oil and gas sector (Norsk Petroleum, 2018).
Accordingly, the turmoil might have resulted in increased interest in long-term projects, due to
companies’ increased access to personnel and willingness to invest in alternative future markets.
Similarly, applying for government funding for long-term research could be more attractive when
internal funding is scarce.

We have chosen to use the name marine sector for the Norwegian industries that are involved
in the production of seafood, including fisheries and aquaculture. This sector has experienced
strong development in recent years, and its export value has tripled between 2007 and 2021
(see Figure 3). At the same time, this sector has encountered difficulties, particularly in salmon
aquaculture. Issues with salmon lice, pollution, and escapes have put the sustainability of the
industry into question and halted the growth of production volume (Hersoug, 2015). Tomaintain
its reputation and competitiveness, the sector has tapped into broader knowledge sources to be
able to deal with these issues, such as marine ecology, nutrition science, breeding, oil and gas
engineering, artificial intelligence, medicine, and pharmaceuticals.

The modern maritime sector dates to the end of the 19th century. Maritime is the second-
largest exporting sector in Norway (after oil and gas). The share of this sector in the Norwegian
economy is significant and was reported to be stable between 2005 and 2015 (Menon, 2017).
The maritime sector has increasingly supplied the Norwegian oil and gas industry with vessels
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Figure 3. Export in Norway from 2007 to 2021 in billion NOK (based on Statistics Norway: https://www.ssb.no/
utenriksokonomi/utenrikshandel/statistikk/utenrikshandel-med-varer, accessed at March 23, 2022)

and technical solutions. In fact, most of the growth in this sector is related to the oil and gas
industry. As a result, it was adversely impacted when the oil price plummeted in 2014. Shortly
after, one out of 10 jobs disappeared in the industry, which demonstrates how strongly this
industrial sector is connected to the oil and gas sector (Menon, 2017: 3). Table 2 provides a brief
overview of R&D projects in the biotech, oil and gas, marine, and maritime sectors across four
time windows (descriptive statistics on the structural properties of each sector’s network provided
in Appendix A).

3.3 Sectors’ complexity
The complexity literature offers multiple complexity measures ranging from economics to net-
work science (Fleming and Sorenson, 2001; Hidalgo and Hausmann, 2009; Emmert-Streib and
Dehmer, 2012; Tacchella et al., 2012). We opt for the network density score (NDS) method
developed by Emmert-Streib and Dehmer (2012) because contrary to other common measures of
complexity such as the n/k model (Fleming and Sorenson, 2001) and the “method of reflections”
(Hidalgo and Hausmann, 2009), the NDS is not biased by other attributes of technologies such as
the geographic distribution of technologies and market conditions (Broekel 2019). This implies
that networks with similar structural properties to a random network (Erdös and Rényi, 1960)
have a higher degree of complexity compared to a more centralized network. Building on infor-
mation theory, Broekel and Bednarz (2019: 4) argue that the NDS provides a reliable measure
of technological complexity because “the more information is required to describe the topology
of a technology’s combinatorial network, the more complex it is” (for a technical overview, see
Appendix B).

To estimate the complexity of sectors, we used the OECD REGPAT database (version: Jan-
uary 2020).9 This database includes more than 3 million patents and provides information on
the location of inventors, assignees, technological codes, and the filing and grant dates for each
patent. We identified the main technologies for each sector using technological codes (for a list
of technologies and their complexity, see Appendix B). We followed the method developed by
Broekel (2019) to estimate the NDS for each technological code at the four-digit level. Since tech-
nological networks are dynamic phenomena, the NDS varies over time. Thus, for all technologies
(four-digit level technology codes), we used the mean values of the NDS for three time windows
(2005, 2010, and 2015) to minimize the effect of potential fluctuation in the data. Figure 4 shows

9 For a detailed overview, see OECD (2008).
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1234 E. O. Simensen and M. Abbasiharofteh

Figure 4. Complexity of sectors based on their dominant technologies. Note: Labels correspond to the median of
the NDS for corresponding technologies

an approximation of the density of the NDS (kernel density estimation). The complexity of each
sector is equal to the median of the NDS values for corresponding technologies. Among the four
investigated sectors, biotech shows the highest (NDS: 10.94) and maritime the lowest (NDS:
7.71) degrees of complexity.

The estimated complexity score for sectors is in line with the intuitive knowledge of techno-
logical complexity of each category as well as two stylized facts associated with technological
complexity. That is, (1) activities associated with complex technologies require greater R&D
efforts, and (2) activities with complex technologies are more strongly concentrated in larger
cities (Balland and Rigby, 2016; van der Wouden, 2020; Balland et al., 2020b). Table 2 shows
that the number of projects focusing on the biotech and oil and gas sectors (1303 and 1079
projects, respectively) is almost two times greater than the one of projects focusing on the mar-
itime sector (610 projects). The high number of projects in the marine sector (2372 projects)
should be viewed by its specificity and importance in Norway. Table 2 also reports the share of
organizations located in large cities and their surrounding municipalities. R&D activities related
to the biotech and oil and gas sectors have the highest share (share: 0.61 and 0.74, respectively),
whereas maritime-related R&D activities less often occur in large cities (share: 0.55).

3.4 Variables
3.4.1 Proximity variables
The concept of proximity can be very well expressed at the dyad level because proximity is the
extent to which two economic agents are close at different levels or share a common property
(Boschma, 2005). Arguably, scholars have mostly used the Euclidian distance between organi-
zations to create a variable that captures the effect of geographical proximity (Micek, 2018). In
a similar vein, the geographical proximity variable (GEO) corresponds to the log-transformed
of the Euclidian distance between the centroids of NUTS regions (Nomenclature of Territorial
Units for Statistics) at the 3-digit level (hereafter, NUTS3) in which organizations are located,
multiplied by minus one.

Notwithstanding the common use of the Euclidian distance to define geographical proximity,
it does not capture the nonlinear relation between geographical distance and knowledge sourcing
(Micek, 2018). This is especially the case in Norway because 20% of the population live in the
four largest cities, where most universities, firms, and research organizations are clustered. To
tackle this problem, we distinguish between within and across agglomerations on knowledge
sourcing.
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Sectoral patterns of collaborative tie formation 1235

In this light, SAME_AGGLOM captures the effect of the colocation of organizations in an
agglomeration on knowledge sourcing. This variable takes the value of one when two orga-
nizations are located in the same agglomeration,10 and it takes the value of zero otherwise.
Alternatively, DIF_AGGLOM captures non-local interactions between four large agglomerations
in Norway. It takes the value of one for collaborating actors located in different agglomera-
tions and the value of zero otherwise. ONE_AGGLOM is a dummy variable that distinguishes
between collaborations with one collaborator located in an agglomeration and one collaborator
not located in one of the four agglomerations (taking the value of one). By doing so, the locations
of both collaborators in non-agglomeration areas serve as a baseline variable, compared to which
the effect of other geographical proximity dummy variables can be interpreted.

Cognitive proximity is the extent to which two actors are capable of understanding and inter-
preting exchanged information (Cohen and Levinthal, 1990). The Norwegian R&D database
includes data on the domains of activities for each project. Building on this, one can disaggregate
these domains of activities and assign them to each project participant. This provides cognitive
portfolios for all participants. The cognitive portfolio is a function of the intensity and diversity
of projects, in which a given organization has been involved. The variable capturing the effect of
cognitive proximity (COG) is based on the Jaccard index for similarity of each two organizations’
cognitive portfolios. This index is defined as follows:

COG=
|ORGi ∩ORGj|∣∣ORGi ∪ORGj

∣∣ (1)

where ORGi and ORGj refer to two vectors including domain tags of projects, in which organi-
zations i and j have been involved. COG ranges from zero to one. COG takes the value of zero if
two organizations do not share a common domain tag and takes the value of one if two organi-
zations have been involved in projects with the same tags. This definition of cognitive proximity
is of critical importance because this measure does not rely on binary similarity measures (e.g.,
NACE codes) and takes inter-sectoral dependencies into consideration.

The institutional proximity variable (INST) is based on the commonalities and differences in
the routines and procedures of organizations. Broekel and Boschma (2012) argue that public and
private organizations differ regarding their objectives and strategies. INST is a dummy variable,
it takes the value of one if both organizations in an organization pair are either privately (e.g.,
private companies) or publicly (e.g., universities) funded, and it takes the value of zero otherwise.

This is important to note that this study does not include a variable that captures the effect
of social proximity. Given the size of the secondary dataset (1765 organizations) used for this
study, we are not able to identify whether companies share a common past or whether there are
friendship or kinship relations between employees that work in different companies. Also, the
dataset only includes information about collaborative ties between organizations and not about
the ones within organizations. Therefore, we refrained from creating a variable that captures the
effect of organizational proximity.

3.4.2 Node-level variables
These variables were designed to control for individual effects that might bias the results of the
econometric models. To define a proxy for the size of organizations, we created SIZE based on a
widely used method. SIZE is a categorical variable that takes four values:

Category 1 (micro): <6 employees,
Category 2 (small): 6–50 employees,
Category 3 (medium): 51–250 employees,
Category 4 (large): >250 employees.
Besides the size of organizations, two dummy variables control for the type and structure of

organizations. PUBLIC takes the value of one if an organization is fully publicly funded and takes

10 Agglomerations are the four largest cities in Norway (Oslo, Bergen, Trondheim, and Stavanger) in Norway with
their surrounding municipalities.
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Table 3. Descriptive statistics of the variables

Statistic Na Mean St. Dev. Min. Pctl(25) Pctl(75) Max.

GEO 1,556,730 0.00 1.00 −1.41 −0.54 0.27 2.89
COG 1,556,730 0.00 1.00 −0.86 −0.86 0.83 2.03
INST 1,556,730 0.66 0.47 0 0 1 1
SAME_AGGLOM 1,556,730 0.10 0.30 0 0 0 1
DIF_AGGLOM 1,556,730 0.22 0.42 0 0 0 1
ONE_AGGLOM 1,556,730 0.49 0.50 0 0 1 1
SIZE_origin 1,556,730 2.63 1.03 1 2 4 4
SIZE_destination 1,556,730 2.32 1.01 1 2 3 4
PUBLIC_origin 1,556,730 0.17 0.38 0 0 0 1
PUBLIC_destination 1,556,730 0.25 0.44 0 0 1 1
HYBRID_origin 1,556,730 0.03 0.17 0 0 0 1
HYBRID_destination 1,556,730 0.03 0.17 0 0 0 1
AGGLOM_origin 1,556,730 0.44 0.50 0 0 1 1
AGGLOM_destination 1,556,730 0.43 0.50 0 0 1 1

aThe number of observations corresponds to the number of organization pairs (i.e., n× (n−1)/2, where n denotes the
number of organizations. n: 1765).

the value of zero otherwise. Given the specificity of the Norwegian context, it is plausible that
the government owns companies. To control for this, HYBRID is the second dummy variable
that takes the value of one if a company is partly or fully owned by the government, and it takes
the value of zero if the share of the government ownership is zero.

The importance of agglomeration in terms of skilled labor pooling (Marshall, 1920), com-
petitiveness (Porter, 1998), and labor division (Jacobs, 1970) has been widely discussed. These
factors are of great importance when it comes to knowledge sourcing (Carlino and Kerr, 2015).
AGGLOM is a dummy variable that takes the value of one when a given organization is located
in an agglomeration and takes the value of zero otherwise. Table 3 shows descriptive statistics
for the variables (see Appendix C for the correlation matrix).

3.5 Model construction
Researchers have multiple analytic tools for analyzing relational data by means of inferential
statistics (for a review, see Broekel et al., 2014). Since the hypotheses focus on the effect of
proximity dimensions, spatial interaction models provide potent analytic tools, whereby one can
specify and control for the effect of the key factors at the node (control variables) and dyad
levels (proximity dimensions). The gravity model was originally derived from Newton’s law of
universal gravitation (for a detailed review of the model, see Head and Mayer, 2014). In the
1960s, this model became popular among those who aimed to analyze trade between coun-
tries (e.g., Hasson and Tinbergen, 1966). The model implies that geographically close and large
economies trade more often compared to distant and smaller ones. The basic model is defined as
follows:

Xij = K
Yβ1

i Yβ2
j

dβ3
ij

(2)

where Xij represents the presence or intensity of the interaction between two objects i and j; Y
is the size of the objects; dij denotes the distance between the objects; and K is a constant. β1
and β2 are the estimated parameters that correspond to the intensity of generated and attracted
interactions, respectively. β3 corresponds to the impeding effect of distance between objects i
and j (Broekel et al., 2014). Since the gravity model has a multiplicative form, one can take the
logarithm of both sides and transform Equation (2) into a linear form. Z and uij denote any
hidden factors at the node and dyad levels:

lnXij = lnK+β1lnYi +β2lnYj −β3lndij +Z+uij (3)
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Sectoral patterns of collaborative tie formation 1237

Using the gravity model provides the possibility to include multiple variables at the node (e.g.,
size) and the dyad levels (e.g., geographical proximity). Also, compared to other dominant meth-
ods (e.g., the exponential random graph model), the gravity model ensures better leverage and
reliability when the observation number exceeds a certain threshold.11

To estimate the gravity model, we apply a set of pooled logistic regression models. The depen-
dent variable is a dummy variable that takes the value of one if there is a collaborative tie between
two given organizations and takes the value of zero otherwise.12 Organization pairs are the units
of analysis in this study.13 The model is defined as follows:

ln
(

Pij

1−Pij

)
= α+β1Geographicij +β2COGij +β3INSTij +β4Nodei +β5Nodej + ε+ωi +ωj

(4)
where Pij denotes the probability of the presence of a collaborative tie between organizations j
and j. Geographicij corresponds to geographical proximity variables (GEO, SAME_AGGLOM,
DIF_AGGLOM, and ONE_AGGLOM) between organizations i and j. Similarly, COGij and
INSTij denote variables capturing the effect of cognitive and institutional proximities. Finally,
Node represents a set of control variables at the node level (i.e., SIZE, PUBLIC, HYBRID, and
AGGLOM) associated with organizations i and j (origin and destination). ωi and ωj represent
two categorical fixed effects (FEs) for organization types. Organization types consist of the fol-
lowing categories: (1) association and industry organizations, (2) banks, (2) private firms and
companies, (4) county-level administrations, (5) government agencies, (6) independent research
institutes, (7) municipalities, (8) nongovernmental organizations (NGOs), (9) public hospitals
and health organizations, (10) public–private cluster organizations, (11) schools and museums,
(12) university and university colleges (“høyskole”), and (13) others. ε denotes the sum of error
terms at the node and dyad levels introduced in Equation (3) (i.e., ε= Z+uij).

By adding an interaction term, this study also investigates the multiplicative nature of two
variables of concern to capture the complementarity and substitutability of the effects of cognitive
proximity and colocation in large cities. Besides the interaction term, the model setting is similar
to Equation (4).

4. Results and discussion
This section focuses on the results of the gravity model operationalized by several logistic
regressions. We conducted regression models in a stepwise manner for each sector. In Model
1, we introduced organization-type FEs and control variables (i.e., SIZE, PUBLIC, HYBRID,
and AGGLOM). In Model 2, we added variables that capture the effects of organizations’
location in the same and different agglomerations (SAME_AGGLOM, DIF_AGGLOM, and
ONE_AGGLOM). Finally, in the Full Model, we also included all the three proximity variables
(i.e., GEO, COG, and INST). Appendix D provides four regression tables (for each investigated
sector: biotech, oil and gas, marine, and maritime) that report the coefficients of Models 1, 2,
and Full Model. Figure 5 illustrates that Full Models for all sectors provide the best goodness of
fit, while the sign and the significance of reported coefficients do not change (see Appendix D).
Thus, we interpret and discuss the results of Full Models.

Table 4 provides the results. Eachmodel demonstrates the association of proximity dimensions
and control variables with collaborative tie formation in each sector. The sign and significance
of control variables mostly support our expectation and resonate with other empirical studies.

First, the size of organizations is positively correlated with the likelihood of collaborative tie
formation. Second, organizations that are in four large agglomerations are more likely to create
R&D ties in all cases except in the oil and gas sector. This might have to do with the geographic

11 Normally, there are persisting convergence problems in Exponential Random Graph Model (ERGMs) and
Stochastic Actor Oriented Models (SAOMs) if the number of nodes (e.g., organizations) exceeds 1000. This study
includes 1765 organizations.

12 All continuous variables are log-transformed.
13 The number of observations corresponds to (n× (n−1))/2, where n is the number of organizations (1765). Out

of 1,556,730, 77 organization pairs were removed due to missing data.
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Figure 5. Goodness of fits across models

distribution of organizations active in the oil and gas sector. Third, we observe varying results
regarding the effect of the type of organizations on the likelihood of being involved in R&D
projects. While public organizations (non-companies) tend to be relatively more active in tie
formation in the oil and gas andmaritime sectors, this variable is found to be negatively correlated
in the marine and biotech sectors. This finding arguably reflects the different nature of these
four sectors. The oil and gas and maritime sectors include to a larger extent publicly funded
organizations and university departments. Interestingly, the results suggest that collaborative
ties are more likely to be established between public and private organizations in the marine
sector. Fourth, the likelihood of creating collaborative ties increases if the government partly or
fully owns the organizations. This effect is larger for the oil and gas and marine sectors. Lastly,
institutional proximity is found to be positively correlated with the likelihood of tie formation in
the marine, biotech, and oil and gas sectors.

Having briefly reported the results regarding the control variables, we mainly discuss the
results in relation to the hypotheses in this section, and how the reported coefficients and their
signs, significance, and effect sizes support or reject the hypotheses.

Geographical proximity is one of the main variables of concern in this paper. Interestingly, we
do not observe that geographically close organizations are more likely to involve in joint R&D
projects. In the case of the maritime sectors, geographical proximity is even negatively correlated
with the likelihood of collaborative ties being created. Conversely, the effect of the colocation
of two organizations in an agglomeration14 is found to be positive and statistically significant
across all sectors. The result partly supports Hypothesis 1. This finding resonates with Sonn
and Storper’s (2008: 1021) argument: “[…] time and costs are not linearly related to distance.
Rather, they resemble a step function in which marginal costs rise very steeply once an overnight
step is required. […] distance should therefore be defined as a discontinuous variable with dis-
tinctive thresholds values.” This implies that firms only enjoy the geographical proximity within
an agglomeration, whereas this is not relevant for the ones located outside the boundaries of one
agglomeration. In addition, it is plausible that the positive effect of SAME_AGGLOM is partly
driven by other agglomeration spillover effects. This could also imply that firms and institutes
located in peripheral areas do not have the required absorptive capacity (Cohen and Levinthal,
1990) to establish collaborative ties with those in large cities. This is of crucial importance for
innovation policy, since the landscape of innovation has become increasingly spiky, bringing
about spatial and consequently social inequalities (Florida, 2005). This claim is supported by the
result reported for the other two dummy variables related to agglomeration effects. That is, the

14 As explained before, the baseline variable for the effect of the colocation of two organizations in an agglomer-
ation is the colocation of both organizations in non-agglomeration regions, and thus, the effect of this variable should
be interpreted compared to the baseline variable.
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1240 E. O. Simensen and M. Abbasiharofteh

likelihood of involving in a joint R&D project drops when one organization is in an agglomera-
tion and the other one not (see Table 4). This is to a lesser extent the case for organizations that
are in different agglomerations.

While our findings support Hypothesis 2, the results could be partly influenced by the geo-
graphical particularities of Norway where large cities are relatively far from one another and
there is a high degree of concentration of headquarters and public research institutes in them.
This finding may also point toward a policy effect, and the attributes of a given national innova-
tion system as an alternative factor, that increases the relevance of colocation in agglomerations
compared to the one of geographical proximity. Thus, it seems necessary that future studies test
this hypothesis in other contexts.

Cognitive proximity is of great interest when it comes to sectoral dynamics. The results show
that the cognitive proximity is positively related to the likelihood of involving in joint R&D
projects. The biotech sector is perhaps a prime example of a knowledge-intensive sector (Ter Wal,
2014). While biotech is already an established sector and getting involved in R&D projects might
be the most common strategy among organizations in this field (Owen-Smith and Powell, 2004),
the underlying knowledge base is complex and involvement in joint projects requires a certain
degree of field-related knowledge and absorptive capacity. This finding is consistent with the
conceptual framework developed by Ter Wal and Boschma (2011), who argue that cognitive
proximity plays a crucial role in establishing collaborative ties in growing industries.

The oil and gas sector represents the largest industrial sector in Norway (Prestmo et al., 2015),
with a diverse range of actors collaborating to develop technologies for extracting offshore oil
and gas. This sector functions mainly through collaborative engineering projects involving heavy
equipment, massive machine tools, and the related infrastructure. Since this sector has the char-
acteristics of a mature industry with a high degree of knowledge codification, one might expect
that cognitive proximity does not play a crucial role in interorganizational tie formation (Cowan
et al., 2004). However, this sector has experienced considerable turbulence over the years that
the database covers. It is plausible that the structure and maturity of the Norwegian continen-
tal shelf has called for more advanced petroleum extraction methods (Engen et al., 2018). This
has increased the need for new technologies in this sector and led to an increasing number of
interactions among actors with similar cognitive portfolios.

Although the marine sector is one of the oldest in Norway, the importance of cognitive
proximity might be the result of the change in the industry toward more advanced vessels
and a large increase in salmon farming. There has been an exponential increase in demand for
Norwegian fishing products and substantial changes in the composition of actors in the R&D
network. The growth of salmon farming (now a substantial part of this industry in Norway) has
resulted in a wide range of industry-specific challenges. The boom in farmed fish has led to an
increased focus on issues related to the impact on the wild salmon population, local environ-
mental issues in coastal waters, and alarming problems associated with salmon lice and related
diseases. Because salmon farming is one of Norway’s core industries, government actors have
targeted these challenges in recent years. The upturn in the industry has, coupled with stricter
governmental regulations, forced actors to adapt their strategies to confront new challenges
(Sarpebakken and Ubisch, 2017). This has also motivated a larger number of firms and orga-
nizations (partly subsidized by the RCN) to collaborate with the biotech sector in tackling the
challenging issues (Hersoug, 2015). Examples of such collaborations are marine biotechnology
and health-related research communities that focus on solving the disease and environmental
issues. Given the ever-increasing complexity of cutting-edge technologies, these projects require
the teamwork of experts with small cognitive distances, that is, experts from the same or related
fields (Nooteboom, 2000; Hidalgo, 2015; Balland and Rigby, 2016).

The maritime sector shows the largest effect size regarding the cognitive variable. That is,
sharing similar cognitive portfolios increases the odds of tie formation the most, compared to the
other three sectors. This might be driven by the fact that maritime-related companies mostly col-
laborate with more similar actors to develop technologies for their core market. Many companies
have traditionally provided services to the oil and gas industry. In recent years, these companies
have been involved in developing solutions for the aquaculture industry and renewable energy
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Sectoral patterns of collaborative tie formation 1241

Figure 6. Standardized coefficients with corresponding 95% confidence intervals reported for cognitive proximity,
geographical proximity, and colocation in an agglomeration

projects. This involves applying knowledge about sea structures to larger and more complex fish
farms further out to sea and offshore wind farms (Mäkitie et al., 2018).

Notably, the standardized coefficients reported for cognitive proximity are higher than the ones
for geographical proximity and colocation in an agglomeration (Figure 6). The only exception
is observed in relation to the oil and gas sector. The relatively higher effect size of the location
in the same agglomeration in the oil and gas sector might be driven by the headquarters effect
because a large share of Norwegian oil and gas headquarters are clustered in Oslo and Stavanger
(0.44) compared to the ones of other sectors (biotech: 0.28, marine: 0.25, and maritime: 0.29).
These results taken together partly support Hypothesis 3.

Table 4 also provides results in relation to the joint effects of cognitive proximity and colo-
cation in the same agglomeration. We reported two models for each sector with and without
the interaction term to ensure that including the new variable does not impact the sign and the
significance of the variables of concern.

Figure 7 provides the standardized regression coefficients. Notably, while the effects of cog-
nitive proximity and colocation in agglomerations are positively related to collaborative tie
formation, we observe that the sign of the joint effects of these two variables varies across sec-
tors. That is, the joint effects are negative and statistically significant for the maritime sector,
whereas this is positive for the other three sectors and statistically significant only for the oil and
gas and biotech sectors. This provides evidence to support the hypotheses regarding the comple-
mentarity and substitutability between the effects of cognitive proximity and colocation in large
cities (Hypotheses 4 and 5). The maritime sector is identified as a sector with relatively lower
complex technologies. The negative joint effects between cognitive proximity and colocation in
large cities might point toward the fact that these two factors substitute each other’s effects. The
complexity of the technologies associated with the marine sector (9.02) is slightly higher than
the average complexity of all technologies (8.99). In this sector, it seems that the two variables
behave independently from one another. Yet, the effects of two variables of concern complement
one another perhaps because the biotech and oil and gas sectors are associated with technologies
with a higher degree of complexity (10.94 and 9.78, respectively). Our finding does not concur
with the argument developed by Balland et al. (2020b) who claim that complex activities con-
centrate in large cities perhaps because the geographical proximity could compensate for the lack
of the cognitive proximity. We observe, however, that organizations active in sectors dominated
by complex technologies ideally require both cognitive proximity and colocation in large cities
(i.e., complementarity effects).

4.1 Robustness checks
To ensure the robustness of our results, we conducted additional models with alternative variables
and model specifications. First, since the average duration of R&D projects is 3.09 years, we ran
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1242 E. O. Simensen and M. Abbasiharofteh

Figure 7. Results of regression models with interaction terms

models for four time periods (3-year time windows) to ensure that the sign and significance of the
variables of interest do not change over time. The reported coefficients of 32 regression models
(4 time windows × 4 sectors × 2 with and without interaction terms) are in line with the ones of
the pooled models.

Second, to ensure that we exclude false-positive results in the models with an interaction term,
we estimated a set of models in which the variable capturing the effect of cognitive proximity is a
dummy variable. The dummy variable takes the value of one if the value of the original cognitive
proximity variable is greater than the 90th percentile, otherwise it takes the value of zero. The
reported outcome is also robust against this alternative specification (the results are available
upon request from the authors).

Third, we estimated the gravity model by following the work of Hoekman et al. (2009) who
included two variables at the importer and exporter levels. For instance, we included two vari-
ables that capture the effects of the size of organizations on the collaborative tie formation (i.e.,
SIZE_origin and SIZE_destination). Alternatively, the classical works (Isard, 1956; Tinbergen,
1962) modeling socioeconomic phenomena using the gravity models that include one variable
that represents the multiplicative nature of the origin- and destination-level variables (e.g., SIZE
which corresponds to SIZE_origin × SIZE_ destination). Similar results hold when we ran alter-
native models with an alternative size variable (Appendix E). It is important to note that in this
robustness check, we excluded the organization-level variables whose multiplication was highly
correlated with dyadic proximity variables.

Fourth, to enhance the interpretability of results, the number of observations is constant across
models that estimate the effects of different variables on the likelihood of collaborative tie forma-
tion in the four sectors. This implies that as the number of organizations increases, the number
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Sectoral patterns of collaborative tie formation 1243

of potential relations scales more quickly compared to the one of observed ties. This causes the
rare event problem, and consequently the fitted model might suffer from small-sample bias (King
and Zeng, 2001). To remedy this situation, we applied the Firth method (also known as penal-
ized likelihood) to estimate new models to reduce the potential small-sample bias (Heinze and
Schemper, 2002; Puhr et al., 2017). The main results remain consistent with the ones of original
models (Appendix F).

Finally, we aimed at estimating mixed-effects regression models. While researchers often esti-
mate gravity models with a fixed-effect approach, this does not include estimations with random
exporter and importer intercepts (i.e., organization pairs in this work) (Prehn et al., 2015). We
followed the suggested approach by Prehn et al. (2015) and the R package lme4 (Bolker, 2014)
to fit a set of mixed-effects models with random exporter and importer intercepts. The glmer
algorithm could not estimate the mixed-effects models given the high number FEs and large
dataset.

5. Conclusion
The aim of the present research was twofold. First, to address a conceptual issue in the sectoral
system of innovation literature (Malerba, 2009), whereby the multi-layered interdependencies
of sectoral actors in knowledge sourcing cannot be empirically observed. Following Boschma
(2005), we postulate that knowledge sourcing is embedded in proximity dimensions within and
across sectors. Second, to conduct an empirical work to gain a better understanding of how prox-
imity dimensions are related to knowledge sourcing in four sectors in Norway. While proximity
literature has received a great deal of attention, most empirical studies have been limited to geo-
graphical areas (e.g., Molina-Morales et al., 2015; Lazzeretti and Capone, 2016; Belso-Martínez
et al., 2017). Our study provides empirical evidence on how sectors, proximities, and their joint
effects interact. While proximity dimensions are similarly related to knowledge sourcing across
sectors, the joint effects of cognitive proximity and colocation in large cities vary in sectors to
a considerable degree. We conjecture that this variance might be driven by the complexity of
underlying technologies in each sector, whereas it is difficult to account for such findings merely
from the rationale behind Pavitt’s (1984) sectoral patterns.

The notion of complementarity and substitutability of proximities is of crucial importance
for innovation policy because one dimension can be replaced or reinforced by the other to
increase the likelihood of creating collaborative ties. Indeed, Boschma and Balland (2020) show
that inter-regional linkages can be used as a source of required capabilities. Our study points
toward the sectoral specificity of knowledge sourcing. Ideally, it seems that organizations active
in sectors dominated by relatively complex technologies require both colocation in large cities
and cognitive proximity for involving in joint projects. This begs the pressing question of what
adjustments are needed to ensure the efficiency of innovation policy measures that aim at promot-
ing collaborations among cognitively distant actors. This is especially the case in the context of
mission-oriented policies targeted by multiple European countries (Mazzucato, 2018). The aim
of such policies is to motivate and coordinate interdisciplinary collaborations between a wide
range of actors to find solutions for pressing societal challenges (Janssen and Abbasiharofteh,
2022; Wanzenböck et al., 2020; Wanzenböck and Frenken, 2020). Our findings thus raise this
question: how can mission-oriented policy encourage cognitive boundary-spanning knowledge
sourcing behaviors in sectors dominated by complex technologies?

Of course, the shortcomings of this study need to be addressed by future research. While our
study provides evidence that colocation in large cities facilitates the formation of collaborative
ties, we acknowledge that the results have limited interpretability because colocation in cities
is associated with various types of agglomeration spillovers. This motivates future studies that
aim at disentangling the effects of existing forces that drive the formation of collaborative ties.
In addition, we investigated a subset of the R&D dataset supported by the RCN that includes
projects in biotech, oil and gas, marine, and maritime sectors. To ensure that our results hold
for all other sectors, new studies can retrieve and disambiguate the complete dataset of the Nor-
wegian R&D projects. Mapping the complete R&D network also enables researchers to ask
theoretically informed questions about the relevance of structural properties of R&D networks
in collaborative tie formations and to compare the results with the ones of studies that used
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patent, scientific publication, and web-mining data (Breschi and Catalini, 2010; DeStefano and
Zaccarin, 2013; Lata et al., 2015; Abbasiharofteh et al., 2020, 2021; Tóth et al., 2021). The
present research modeled interorganizational relations at the dyad level and disregarded tie for-
mation mechanisms forced by the structural properties of a collaboration network (Broekel and
Bednarz, 2019; e.g., Abbasiharofteh and Broekel, 2020). Applying more advanced inferential
network models (e.g., Exponential Random Graph Models (ERGMs)) to a case study of this
scale is computationally intensive and requires the further advancement of models. The advent
of new statistical network models paves the way for understanding the impact of the structural
properties of a collaboration network on the decision of sector actors in forming future collab-
orative ties. We use project tags manually added by the Research Council and there is of course
suspect to human error, but categorizing projects or companies is in general a human process and
we have no reasons to suspect that such tags should be less precise than other categorizations.

Also, Norway has a unique economic structure and geography, and therefore the find-
ings might not be generalizable for all countries. However, the studied sectors are present in
many places in the world, and several European countries have similar political structures and
innovation systems compared to Norway. For instance, the foundations of the R&D system
(Gulbrandsen and Nerdrum, 2009: 61) and the share of state-owned companies15 are both sim-
ilar to many other Western European countries (but rather different from the UK and the USA).
Hence, we argue that the mechanisms found for forming collaborative ties in Norway might be
generalizable to countries that are similar along such dimensions. In addition, the findings are
relevant for the understanding of the four sectors analyzed in this study. That said, to ensure the
external validity of our findings, more research in various contexts is needed. Future studies can
thus use our work as a point of departure to study how the relevance of geographical and cog-
nitive proximity dimensions varies with the complexity of sectors, as well as how various policy
schemes co-evolve with such effects in national and sectoral innovation systems.

Lastly, scholars argue that the impact of proximity might change over time, and thus, the
impact of proximities on knowledge sourcing should be studied in the long run (Balland et al.,
2020a). This evolutionary approach also contributes to a better understanding of why the effects
of proximities complement or substitute one another. Yet, a precise understanding of the evo-
lution of proximity dimensions is lacking. Given the structure of the data, we covered 12 years
of R&D activities in four sectors. The ever-increasing abundance of relational data covering a
longer period of time (e.g., see Petralia et al., 2016) will enable future research to include longer
time periods and thus capture the transition phase of industries.
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Appendix A

Table A1. Overview of the structural properties of each sector’s network

Sector
Time
window

Number of
components

Share of the
largest component

Network
density Smallworldnessa Scalefreeness

Biotech 2005 7 0.949 0.042 9.759 0.814
2008 22 0.884 0.025 12.843 1.014
2011 20 0.929 0.018 15.893 1.034
2014 14 0.956 0.018 16.409 1.075

Oil and gas 2005 6 0.952 0.057 6.02 0.675
2008 4 0.991 0.037 8.527 0.837
2011 7 0.966 0.03 9.583 0.881
2014 13 0.95 0.029 10.123 0.897

Marine 2005 12 0.947 0.027 11.94 0.935
2008 16 0.959 0.015 15.853 1.07
2011 25 0.941 0.012 20.035 1.136
2014 22 0.955 0.013 20.251 1.121

Maritime 2005 4 0.924 0.069 7.129 0.645
2008 7 0.917 0.033 10.472 0.969
2011 21 0.893 0.021 14.059 0.941
2014 15 0.911 0.024 14.899 0.883

aSmallworldness is calculated for the largest component of the network.

Appendix B Sectors’ complexity

Table B1. List of IPC technological codes corresponding to each sector

Sector Technological code Description

Biotech A01H New plants or processes for obtaining them; plant reproduction by
tissue culture techniques

A61K Preparations for medical, dental, or toilet purposes
C02F Treatment of water, wastewater, sewage, or sludge
C07G Compounds of unknown constitution
C07K Peptides
C12M Apparatus for enzymology or microbiology
C12N Microorganisms or enzymes; compositions thereof; propagating,

preserving, or maintaining microorganisms; mutation or genetic
engineering; culture media

C12P Fermentation or enzyme-using processes to synthesize a desired chem-
ical compound or composition or to separate optical isomers from a
racemic mixture

C12Q Measuring or testing processes involving enzymes, nucleic acids, or
microorganisms

G01N Investigating or analyzing materials by determining their chemical or
physical properties

C40B Combinatorial chemistry; libraries, e.g., chemical libraries, in silico
libraries

Marine A01K Animal husbandry; aviculture; apiculture; pisciculture; fishing; rear-
ing or breeding animals, not otherwise provided for; new breeds of
animals

A22C Processing meat, poultry, or fish
A23B Preserving, e.g., by canning, meat, fish, eggs, fruits, vegetables, edible

seeds; chemical ripening of fruits or vegetables; the preserved, ripened,
or canned products

A23J Protein compositions for foodstuffs; working-up proteins for foodstuffs;
phosphatide compositions for foodstuffs

(continued)
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Table B1. (Continued)

Sector Technological code Description

Oil and
gas

C10B Petroleum, gas, or coke industries; technical gases containing carbon
monoxide; fuels; lubricants; peat

B65D Containers for storage or transport of articles or materials
E21B Earth or rock drilling; obtaining oil, gas, water, soluble or meltable

materials, or a slurry of minerals from wells
C09K Materials for applications not otherwise provided for; applications of

materials not otherwise provided for
Maritime E02C Ship-lifting devices or mechanisms

E02B Hydraulic engineering
B63B Ships or other waterborne vessels; equipment for shipping
B63C Launching, hauling-out, or dry-docking of vessels; life-saving in water;

equipment for dwelling or working under water; means for salvaging
or searching for underwater objects

B65G Transport or storage devices, e.g., conveyors for loading or tipping,
shop conveyor systems, or pneumatic tube conveyors

E02F Dredging; soil-shifting
E04H Buildings or like structures for particular purposes; swimming or splash

baths or pools; masts; fencing; tents or canopies, in general

Figure B1. Structural complexity of the four sectors

B.1 Structural diversity (NDS) and frequency of technological classes
Individual NDS is a function of four structural properties (e.g., the structure of a collaboration
network). Formally, Emmert-Streib and Dehmer (2012) define individual NDS for a network G
by the following equation:

d(G) =
αmoduleγmotif

νmoduleνλ

where αmodule denotes the number of modules in G divided by the number of vertices, γmotif
corresponds to the share of motifs of sizes three and four. νmodule denotes the variance of modules’
size divided by their average. Nλ is the variance of the vector Λ(L) divided by its mean. Λ(L) is
a set of eigenvalues for the Laplacian matrixxi L. This individual measure needs to be extended
to ensure that the estimated value is not driven by chance (Broekel 2019). Therefore, the NDS is
calculated based on a population of networks (GM) with similar structural properties to G.

NDS({GS|GM}) = 1
S

S∑
G∈GM

d(G)
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Table B2. Technology codes with the highest and lowest complexity scores between 2000 and 2010

Time
window

CPC
number

Rank in
complexity CPC Description

2000–2010 643 1 B60L Electric equipment or propulsion of electrically
propelled vehicles; magnetic suspension or levi-
tation for vehicles; electrodynamic brake systems
for vehicles, in general

2 C40B Combinatorial chemistry; libraries, e.g.,
chemical libraries, in silico libraries

3 H01L Semiconductor devices; electric solid state
devices not otherwise provided for

641 C09F Natural resins; French polish; drying-oils; driers
(siccatives); turpentine

642 G06C Digital computers in which all the computation
is effected mechanically

643 E02C Ship-lifting devices or mechanisms
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Appendix D

Table D1. Results of regression models with a stepwise introduction of variables

Marine
Dependent variable: a dummy variable (each organization pair with at least
one collaborative tie in marine takes the value of one, otherwise it takes the
value of zero)

(1) (2) (3)

GEO −0.009
(0.010)

COG 0.480***

(0.009)
INST 0.200***

(0.023)
SAME_AGGLOM 0.690*** 0.682***

(0.034) (0.034)
DIF_AGGLOM 0.105*** 0.067**

(0.032) (0.032)
ONE_AGGLOM −0.146*** −0.137***

(0.021) (0.021)
SIZE_origin 0.414*** 0.403*** 0.429***

(0.011) (0.011) (0.011)
SIZE_destination 0.461*** 0.456*** 0.474***

(0.010) (0.010) (0.010)
PUBLIC_origin 0.053 0.031 0.207***

(0.056) (0.057) (0.056)
PUBLIC_destination −0.416*** −0.435*** −0.238***

(0.066) (0.067) (0.068)
HYBRID_origin 0.539*** 0.515*** 0.620***

(0.041) (0.041) (0.041)
HYBRID_destination 0.308*** 0.306*** 0.388***

(0.040) (0.041) (0.041)
AGGLOM_origin 0.193*** 0.053** 0.058**

(0.020) (0.024) (0.025)
AGGLOM_destination 0.204*** 0.034 0.072***

(0.020) (0.025) (0.025)
Constant −7.146*** −7.034*** −7.584***

(0.123) (0.124) (0.126)

Organization-type FE Yes Yes Yes
Observations 1,556,730 1,556,730 1,556,730
Nagelkerke’s R2 0.066 0.071 0.093
Log-likelihood −60,034.920 −59,717.680 −58,329.030
Akaike Information Criterion 120,135.800 119,507.400 116,736.100

*P<0.1.
**P<0.05.
***P<0.01.
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Maritime
Dependent variable: a dummy variable (each organization pair with at
least one collaborative tie in maritime takes the value of one, otherwise it
takes the value of zero)

(1) (2) (3)

GEO −0.041***

(0.015)
COG 0.553***

(0.013)
INST 0.050

(0.036)
SAME_AGGLOM 0.167*** 0.154***

(0.058) (0.058)
DIF_AGGLOM −0.372*** −0.418***

(0.055) (0.055)
ONE_AGGLOM −0.259*** −0.256***

(0.034) (0.034)
SIZE_origin 0.343*** 0.341*** 0.371***

(0.016) (0.016) (0.016)
SIZE_destination 0.362*** 0.361*** 0.380***

(0.016) (0.016) (0.016)
PUBLIC_origin 0.614*** 0.599*** 0.725***

(0.101) (0.101) (0.100)
PUBLIC_destination 0.045 0.032 0.179

(0.115) (0.115) (0.116)
HYBRID_origin 0.159** 0.155** 0.270***

(0.071) (0.071) (0.072)
HYBRID_destination −0.084 −0.090 −0.002

(0.075) (0.075) (0.075)
AGGLOM_origin 0.095*** 0.192*** 0.207***

(0.031) (0.039) (0.039)
AGGLOM_destination 0.075** 0.162*** 0.209***

(0.030) (0.039) (0.039)
Constant −8.564*** −8.473*** −8.953***

(0.207) (0.207) (0.208)

Organization-type FE Yes Yes Yes
Observations 1,556,730 1,556,730 1,556,730
Nagelkerke’s R2 0.039 0.042 0.068
Log-likelihood −30,282.470 −30,194.640 −29,393.960
Akaike information criterion. 60,630.930 60,461.280 58,865.930

*P<0.1.
**P<0.05.
***P<0.01.
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Biotech
Dependent variable: a dummy variable (each organization pair with at least
one collaborative tie in biotech takes the value of one, otherwise it takes the
value of zero)

(1) (2) (3)

GEO −0.007
(0.015)

COG 0.268***

(0.015)
INST 0.110***

(0.032)
SAME_AGGLOM 0.244*** 0.246***

(0.065) (0.065)
DIF_AGGLOM −0.687*** −0.694***

(0.066) (0.066)
ONE_AGGLOM −0.437*** −0.429***

(0.039) (0.039)
SIZE_origin 0.292*** 0.286*** 0.303***

(0.019) (0.019) (0.019)
SIZE_destination 0.285*** 0.280*** 0.291***

(0.017) (0.017) (0.017)
PUBLIC_origin −0.275*** −0.326*** −0.218**

(0.100) (0.101) (0.100)
PUBLIC_destination −0.773*** −0.805*** −0.712***

(0.111) (0.111) (0.111)
HYBRID_origin 0.517*** 0.516*** 0.569***

(0.077) (0.078) (0.078)
HYBRID_destination 0.061 0.063 0.098

(0.077) (0.078) (0.078)
AGGLOM_origin 0.393*** 0.510*** 0.500***

(0.033) (0.044) (0.044)
AGGLOM_destination 0.436*** 0.524*** 0.531***

(0.032) (0.044) (0.044)
Constant −6.044*** −5.806*** −6.096***

(0.185) (0.186) (0.187)

Organization-type FE Yes Yes Yes
Observations 1,556,730 1,556,730 1,556,730
Nagelkerke’s R2 0.079 0.088 0.094
Log-likelihood −26,701.200 −26,431.930 −26,275.240
Akaike Information Criterion 53,468.400 52,935.860 52,628.490

*P<0.1.
**P<0.05.
***P<0.01.
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Oil and gas
Dependent variable: a dummy variable (each organization pair with at least
one collaborative tie in oil and gas takes the value of one, otherwise it takes
the value of zero)

(1) (2) (3)

GEO 0.004
(0.016)

COG 0.405***

(0.014)
INST 0.152***

(0.037)
SAME_AGGLOM 1.669*** 1.653***

(0.048) (0.048)
DIF_AGGLOM 1.244*** 1.198***

(0.045) (0.046)
ONE_AGGLOM −0.057* −0.045

(0.032) (0.032)
SIZE_origin 0.704*** 0.662*** 0.679***

(0.020) (0.020) (0.020)
SIZE_destination 0.767*** 0.749*** 0.757***

(0.017) (0.017) (0.017)
PUBLIC_origin 0.583*** 0.663*** 0.747***

(0.082) (0.086) (0.085)
PUBLIC_destination 0.011 0.122 0.282***

(0.084) (0.092) (0.095)
HYBRID_origin 1.081*** 0.998*** 1.082***

(0.051) (0.052) (0.052)
HYBRID_destination 0.480*** 0.484*** 0.584***

(0.062) (0.062) (0.062)
AGGLOM_origin 0.344*** −0.252*** −0.236***

(0.033) (0.037) (0.038)
AGGLOM_destination 0.385*** −0.317*** −0.274***

(0.032) (0.038) (0.038)
Constant −13.107*** −13.193*** −13.551***

(0.272) (0.276) (0.278)

Organization-type FE Yes Yes Yes
Observations 1,556,730 1,556,730 1,556,730
Nagelkerke’s R2 0.118 0.139 0.153
Log-likelihood −25,275.700 −24,671.260 −24,292.250
Akaike information criterion 50,617.410 49,414.530 48,662.510

*P<0.1.
**P<0.05.
***P<0.01.
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