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Text Data Rule - Don’t They?
A Study on the (Additional) Information of Handelsblatt 
Data for Nowcasting German GDP in Comparison to 
Established Economic Indicators

Abstract
The prompt availability of information on the current state of the economy in real-time is required 
for prediction purposes and crucial for timely policy adjustment and economic decision-making. 
While important macroeconomic indicators are reported only quarterly and also published with 
substantial delay, other related data are available more frequently, that is monthly, weekly, daily 
or even more often. In this regard, the goal of nowcasting methods is to make use of such more 
frequently collected variables to update predictions of less often reported variables such as e.g. 
GDP growth. In this paper, we propose a mixed-frequency model to investigate the potential of 
using text data in form of newspaper articles for nowcasting German GDP growth. Newspaper 
text data appears to be very helpful in this regard as it directly explains economic and social 
progress influencing GDP growth and as it is updated frequently without any substantial delay. We 
compare several setups based on commonly used macro variables with and without additionally 
included information from text data (extracted in an unsupervised manner) as well as a setup 
only based on such text data. To deal with the high dimensionality of the considered data, 
we make use of principal component regression, penalization techniques and random forest. 
Comparing our results leads to the conclusion that there are certain benefits achievable when 
text data are included for nowcasting, but the unsupervised extraction of information from text 
data tends to still contain too much irrelevant noise hampering the performance of the resulting 
nowcasting approach.
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1 Introduction

The Organisation for Economic Cooperation and Development (OECD) defines Gross
Domestic Product (GDP) as the measure of the value added created through the produc-
tion of goods and services in a country during a specific period (OECD, 2022a). GDP
is one of the main measures of economic activity. In order to compare the GDP values
of the most recent period to the previous period, the GDP growth measure is used. The
analysis of GDP growth plays an important role in economic decision-making. Usually,
GDP growth is published quarterly with a substantial lag, which impedes assessing the
state of the economy in real-time. Therefore, the problem of nowcasting GDP growth has
received significant attention in the scientific research (Ashwin et al., 2021, Gayer et al.,
2014, Thorsrud, 2020).

Besides the common approaches, which use economic and survey data (Carriero et al.,
2015, Gayer et al., 2014, McCracken et al., 2021), there is increasing interest in novel
text-based methods (Gentzkow et al., 2019) for predicting GDP growth (Ashwin et al.,
2021, Kalamara et al., 2020, Thorsrud, 2020). Textual information extracted from news-
paper articles has several advantages compared to typically used economic and survey
data. First, newspaper data directly explains the economic and social processes that can
influence GDP growth. Second, the news data updates frequently without any substantial
delay. In addition, the news influences a broader range of economic agents in comparison
to the professional economic reports.

In this work, we construct a nowcasting approach for German GDP growth. The approach
is based on financial, economic and survey indicators and on German-language newspaper
data. We extract the textual information using the latent Dirichlet allocation (LDA)
topic model (Blei, 2012, Ke et al., 2020). According to our experiments, text data can be
competitive with other types of information for nowcasting German GDP growth.

The follwoing sections are structured as follows. In Section 1.1, we review the recent
studies on nowcasting GDP growth and the use of text data. Section 1.2 contains the
description of the problem and the goals of this work. Section 2 describes the statistical
methods for nowcasting German GDP growth. Section 3 includes information about the
used data sets. In Section 4, we present the empirical set-up for nowcasting German GDP
growth. The results of the work are explained in Section 5. Finally, Section 6 summerizes
the results and Section 7 gives an outlook for future work.

1.1 Literature Overview

Traditional approaches for GDP prediction use economic indicators and/or survey data
(Bec and Mogliani, 2015, Carriero et al., 2015, Gayer et al., 2014, McCracken et al., 2021).
However, recent studies show that text data from newspapers can be competitive with
economic indicators and survey data for nowcasting or forecasting GDP growth and other
macroeconomic indicators (Ashwin et al., 2021, Ellingsen et al., 2021, Kalamara et al.,
2020, Thorsrud, 2020). Several approaches use text data in predictions. For example, a
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number of studies work with raw text data - words and/or sentences (Aguilar et al., 2021,
Ashwin et al., 2021). In order to capture the structure of text, some studies use N-grams
to turn text into time series (e.g., see Kalamara et al., 2020). Alternatively, topic-based
approaches are exploited to aggregate text and extract structured information. For exam-
ple, Ardia et al. (2019) and Aprigliano et al. (2022) use manually topic-labeled newspaper
articles. In order to increase the efficiency of topic extraction, topic models can be used.
The latent Dirichlet allocation (LDA) is a widely applied topic model, showing promis-
ing results for predicting macroeconomic indicators (Ellingsen et al., 2021, Thorsrud,
2020). Thorsrud (2020) shows that sentiment-adjusted topics, which the author adds
in the mixed frequency dynamic factor model, produce competitive nowcasting results
with forecast combination systems for Norwegian GDP growth. Text data are extracted
with the LDA from the largest Norwegian business newspaper. Ellingsen et al. (2021)
incorporate text data from US newspapers in the form of LDA topics, with financial and
economic indicators from the FRED-MD data set into nowcasting and forecasting models
of US GDP, consumption and investment growth.

In order to transform the pre-processed text data into time series, dictionary-based senti-
ment (Algaba et al., 2020) calculation is frequently used (Aprigliano et al., 2022, Ardia et
al., 2019, Ashwin et al., 2021, Kalamara et al., 2020, Thorsrud, 2020). Many sentiment
dictionaries are available in English. Therefore, some studies (Aprigliano et al., 2022, Ash-
win et al., 2021) translate non-English articles into English for sentiment adjustment. In
contrast, the sentiment dictionary can also be translated into a target language (Thorsrud,
2020). In addition, available non-English dictionaries can be used. For example, Ashwin
et al. (2021) pre-process text data based on the German-language business dictionary,
created by Bannier et al. (2019). Dictionaries can operate at the word (Correa et al.,
2017) or sentence level (Hutto and Gilbert, 2014) and cover general-purpose or economic
vocabularies.

When predicting GDP growth, relevant data are released with different frequencies.
Hence, the mixed frequency problem occurs. As a solution approach, Baffigi et al. (2004)
consider bridge models for forecasting euro area GDP. Carriero et al. (2015) use Bayesian
mixed frequency models for nowcasting US GDP growth. Thorsrud (2020) and Andreini
et al. (2020) estimate the mixed frequency dynamic factor models via the Kalman filter.
Ellingsen et al. (2021) use unrestricted MIDAS models (Ghysels et al., 2004). Gayer et al.
(2014) and Bec and Mogliani (2015) apply the so-called blocking approach (Chen et al.,
2012), which shows good nowcasting and forecasting performance for high dimensional
data with good interpretation and fast calculation properties.

Generally, the prediction of GDP growth is based on statistical and machine learning
models. Ellingsen et al. (2021) combine principal component analysis (Stock and Watson,
1989), least absolute shrinkage and selection operator (LASSO) (Tibshirani, 1996)) and
random forest (Breiman, 2001) models. Kalamara et al. (2020) compare US GDP growth
forecasts with different models. As a result, Ridge regression (Hoerl and Kennard, 1970),
artificial neural networks (Rumelhart et al., 1986) and support vector machine (SVM)
(Drucker et al., 1996) show the most promising performances. Ashwin et al. (2021)
analyse various models and present that Ridge regression provides the best results in
normal times and non-linear models during the periods of large shifts.
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1.2 Problem Statement

The main objective of this work is to construct the nowcasting approach of German GDP
growth with the use of text data from a German-language newspaper. This approach
should produce monthly nowcasts of German GDP growth based on the different types of
mixed frequency data including economic data, financial indicators, newspaper data and
survey data. In the context of text data, we focus on the use of LDA topic models to
extract important information from newspaper articles. The goal is to analyze the role
of the number of topics in producing the nowcasts. Additionally, we aim to compare the
nowcasts produced with the sentiment-unadjusted and sentiment-adjusted topics. Finally,
we intend to compare the role of text data with the other types of mixed frequency data
in the nowcasting of German GDP growth over the quarter.

2 Statistical Methods for Nowcasting German GDP
Growth

This section describes the statistical methods applied for the nowcasting model construc-
tion. In particular, we explain the principle of model construction for the mixed frequency
data case as well as statistical and machine learning models for GDP growth prediction,
including methods for dimensionality reduction of correlated data. Moreover, we describe
the theoretical background of text data aggregation with topic models. We also show time
series data analysis and transformation, which are essential for constructing nowcasting
models.

2.1 Nowcasting Model Construction for Mixed Frequency Data

Information about German GDP growth is released on a quarterly basis (see Section 3.1).
In contrast, news text data are published on a daily basis, and other economic, financial
and survey indicators are released with daily or monthly frequencies. Data published at
different frequencies results in the mixed frequency problem, which has to be adequately
addressed when modeling and analyzing the data. In addition, most of the data are
published with a delay that leads to incompleteness of predictors’ information during the
nowcasting period. Thus, we face the so-called ragged edge problem.

In order to overcome these issues and produce monthly nowcasts, various statistical meth-
ods have been proposed in the literature. In this work, following Gayer et al. (2014);
Carriero et al. (2015) and Bec and Mogliani (2015), we apply the so-called blocking ap-
proach. The blocking approach has several advantages over other methods when dealing
with mixed frequency data. In comparison to bridge models, the blocking approach can
directly use data that are available at any time, without the need to extrapolate intra-
quarterly missing information (Gayer et al., 2014). Unlike MIDAS and dynamic factor
models, the coefficients of the blocking approach can be estimated with the ordinary least
squares (OLS) method (Bec and Mogliani, 2015). For MIDAS and dynamic factor models,
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it is computationally expensive to consider a large time series dimension leading to a large
number of coefficients in the model. Finally, the blocking approach enables to directly
interpret and evaluate the impact of predictor variables into the nowcasting model (Bec
and Mogliani, 2015).

The idea of the blocking approach originates from the engineering literature (Chen et
al., 2012). The blocking approach is based on splitting high-frequency information into
multiple low-frequency time series (Gayer et al., 2014). In our case, a monthly time series
is divided into three time series with a quarterly frequency. That means the first time
series collects information of the first month of the quarter, the second time series the
data published in the second month of the quarter, while the third time series gathers
information regarding the third month of the quarter.

For a formal description, let L denote the set of indices of all predictor variables, where p
is the lag order of a response quarterly variable and q is the maximal lag order of predictor
variables. We consider the following model for nowcasting GDP growth:

yt = a0 +
p∑

r=1
aryt−r +

∑
l∈L

q∑
hmon=0

cl,hmonxl,t−hmon + ϵt, (1)

where yt is the nowcast of GDP growth at quarter t, a0 is a constant term, r is an index
of response lags with the coefficients ar, and xl,t−hmon is a predictor variable with index
l, a monthly lag hmon and a model coefficient cl,hmon . The model error ϵt is a zero mean
error (Carriero et al., 2015). From Equation (1) we can notice that the response lag has
the index r ∈ {1, . . . , p}, r, p ∈ N. The lag of the monthly predictors has a non-negative
rational number hmon ∈

{
0, 1

3 , 2
3 , . . . , q

}
.

In this work, we focus on nowcasting GDP growth based on data that are available at
the end of each month of the predicted quarter. In addition, we do not produce the
forecasting or backcasting GDP growth, as German GDP growth is published with a one
month delay (see Section 3.1). Therefore, we include into Equation (1) only the first lag
of German GDP growth (p = 1) and the first three lags of predictor variables

(
q = 2

3

)
.

However, Equation (1) cannot be estimated without complete information of predictors
in the predicted quarter. According to the blocking approach, we can divide the model
into three parts considering the information, which is available at the end of each month.
For notation simplicity, instead of real number lags for each predictor xl,t−hmon , we use
x

(m)
l,t , where m ∈ {1, 2, 3} detects the month of the quarter. Thus, each predictor variable

consists of three blocked time series for quarter t: xl,t− 2
3

= x
(1)
l,t , xl,t− 1

3
= x

(2)
l,t and xl,t = x

(3)
l,t .

For this purpose, let L1, L2 and L3 be pairwise disjoint subsets of indices of predictor
variables in the set L (L = L1 ∪ L2 ∪ L3). Precisely, L1 is a subset of indices with the first
monthly release at the first month (m = 1) of the quarter t, L2 has indices of predictor
variables with the first monthly release at the second month (m = 2) of the quarter t, etc.
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Following the newly introduced notation, we obtain three nowcasting models

yt = a0,1 + a1,1yt−1 +
∑
l∈L1

c
(1)
l,1 x

(1)
l,t + ϵt,1, (2)

yt = a0,2 + a1,2yt−1 +
∑
l∈L1

(
c

(1)
l,2 x

(1)
l,t + c

(2)
l,2 x

(2)
l,t

)
+

∑
l∈L2

c
(1)
l,2 x

(1)
l,t + ϵt,2, (3)

yt = a0,3 + a1,3yt−1 +
∑
l∈L1

(
c

(1)
l,3 x

(1)
l,t + c

(2)
l,3 x

(2)
l,t + c

(3)
l,3 x

(3)
l,t

)
+

∑
l∈L2

(
c

(1)
l,3 x

(1)
l,t + c

(2)
l,3 x

(2)
l,t

)
+

∑
l∈L3

c
(1)
l,3 x

(1)
l,t + ϵt,3. (4)

Altogether, in general form, we get

yt = a0,m + a1,myt−1 +
m∑

i=1

m−i+1∑
j=1

∑
l∈Li

c
(j)
l,mx

(j)
l,t + ϵt,m, (5)

where a0,m and a1,m are coefficients of the nowcasting model at the end of the month
m ∈ {1, 2, 3}, c

(j)
l,m is a coefficient for the predictor with the index number l, for the model

at the end of the month m with available predictor’s information for the month (j). Thus,
in Equation (5) we sum all information available at the end of the month m over all subsets
of released indices of predictor variables. The error ϵt,m is a error with a zero mean.

According to Chen et al. (2012) and Zamani et al. (2011), the blocked system should be
stationary. To achieve this, we have to transform some variables.

2.2 Time Series Stationarity and Data Transformation

Suppose we are dealing with a real-valued time series process {Xt, t ∈ Z} and observe a
realization of length n ∈ N of the time series process denoted by x1, . . . , xn. The classical
decomposition of a time series process {Xt, t ∈ Z} is according to the following formula
(Brockwell and Davis, 1991):

Xt = mt + st + Zrand
t , (6)

where st is a seasonal component with a period dper, mt is a deterministic trend component,
and Zrand

t is a random (stationary) component.

To apply the blocking approach, we should ensure the stationarity of the system. Gener-
ally, this means that the distributional properties of the system are time-invariant (Zamani
et al., 2011). Because of the time dependence structure of the monthly time series in the
blocked system, stationarity of the system is in general questionable. Hence, in practice,
we should remove possible non-stationary behavior of all the time series to be included
in the nowcasting model (McCracken et al., 2021). In the ideal case, we would like to
obtain random component Zrand

t in Equation (6) that is stationary for each time series.
A stationarity property allows applying statistical models for time series prediction and
drawing statistical inferences.
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Following Gayer et al. (2014), Carriero et al. (2015) and McCracken et al. (2021), we do
not focus on finding the appropriate stationary model for each time series, but on the
elimination of possible non-stationary behavior of the time series.

Non-stationarity of a time series can be caused by many factors, e.g., by the existence
of a seasonal component or the presence of a deterministic or non-deterministic trend.
Eliminating such factors can potentially provide a stationary time series. Hence, for the
data analysis, our goal is to detect possible non-stationary time series yt, transform them
and check whether the non-stationary behavior is properly extracted and eliminated in
Zrand

t . There exist several approaches for defining non-stationary behavior of time series,
e.g., based on the visual analysis of time series plots, evaluating sample autocorrelation
functions and hypothesis testing (Cryer and Chan, 2008). We use a combination of these
methods. The visual analysis allows detecting possible trending behavior and variance
changes over time. The sample autocorrelation function ρ̂(h) at lag h ≥ 0 computed from
the sample x1, . . . , xn with sample mean x̄ = 1

n

∑n
j=1 xj is defined as (Brockwell and Davis,

1991):

ρ̂(h) := γ̂(h)
γ̂(0) =

1
n

∑n−h
j=1 (xj+h − x̄) (xj − x̄)

1
n

∑n
j=1 (xj − x̄) (xj − x̄) ,

where γ̂(h) denotes the sample autocovariance function, which can be estimated only for a
stationary time series in theory. However, following Brockwell and Davis (1991) and Cryer
and Chan (2008), we can use it to detect possible non-stationarities in time series data.
In particular, a slow decay of |ρ̂(h)| as h increases can be an indicator for non-stationarity
e.g. in form of a (deterministic) trend in time series.

Another approach for detecting non-stationary behavior is hypothesis testing. In our
work, to test also for stochastic trends, we apply the test for the presence of a unit root
causing such a trend in the autoregressive polynomial, as suggested by Dickey and Fuller
(1979). The idea consists in Dickey–Fuller reparametrization of

∆Xt = ϕ∗
1Xt−1 + ϕ∗

2∆Xt−1 + · · · + ϕ∗
p∆Xt−p+1, ∀t ∈ Z,

where ∆Xt = Xt −Xt−1 is a difference operator, ϕ∗
1 = ∑p

i=1 ϕi −1, and ϕ∗
j = − ∑p

i=j ϕi, j ∈
{2, . . . , p}. In cases when the autoregressive polynomial ϕ(z) has a unit root at 1, then
0 = ϕ(1) = −ϕ∗

1. Therefore, the null hypothesis of the augmented Dickey–Fuller test
(ADF test) on the presence of a unit root can be formulated as

H0 : ϕ∗
1 = 0 vs. H1 : ϕ∗

1 < 0.

The test statistic τ has the form
τ := ϕ̂∗

1

ŜE
(
ϕ̂∗

1

) ,

where ϕ̂∗
1 is the ordinary least squares estimator of ϕ∗

1 and ŜE
(
ϕ̂∗

1

)
is the estimated

standard error of ϕ̂∗
1 (see Brockwell and Davis, 2016). If the null hypothesis can be

rejected at the predetermined significance level α, a time series sample is assumed to be
generated by a stationary time series process.
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When we cannot reject the null hypothesis of the ADF test, then it is suggested to take first
differences of the time series (Brockwell and Davis, 2016). In general, there are different
types of time series data transformation and taking differences, which can remove non-
stationary behavior. In our work, we follow Gayer et al. (2014) and perform two types
of time series transformation depending on their form. We calculate percentage changes
with respect to the previous quarter for all trending real activity and financial time series
expressed in absolute or index values. That is, we consider the following transformation

ẋ
(m)
t = 1

3

 x
(m)
t

1
3

(
x

(1)
t−1 + x

(2)
t−1 + x

(3)
t−1

) − 1
 , (7)

where m ∈ {1, 2, 3} is the mth month in quarter t, x
(m)
t is the initial time series observation

in month m and quarter t, and ẋ
(m)
t is the transformed time series observation. The per-

centage change transformation provides trend elimination and, like a log-transformation,
stabilizes a variance over time (Brockwell and Davis, 2016). Equation (7) ensures additiv-
ity of monthly terms for the quarter term definition in the form ẋt = ẋ

(1)
t + ẋ

(2)
t + ẋ

(3)
t .

For most financial indicators, which describe rates, yields, etc., we subtract the average
value of the previous quarter from monthly values, leading to

ẍ
(m)
t = 1

3

[
x

(m)
t − 1

3
(
x

(1)
t−1 + x

(2)
t−1 + x

(3)
t−1

)]
, (8)

where x
(m)
t is the initial time series observation in month m ∈ {1, 2, 3} and quarter t,

and ẍ
(m)
t is a difference-transformed time series observation. As in cases with percentage

changes, the transformation in Equation (8) provides values, in which monthly compo-
nents are additive: ẍt = ẍ

(1)
t + ẍ

(2)
t + ẍ

(3)
t .

Although month-on-month differences and percentage changes are more common for
monthly data, we calculate differences and percentage changes with respect to the previ-
ous quarter, as this shows more accurate forecasting results due to noise reduction and
the smoothing of data irregularities (see Rünstler et al., 2009).

Before we perform any transformation, we seasonally adjust all time series. In this work,
most of the observed data have already been seasonally adjusted with the X-13ARIMA-
SEATS software (United States Census Bureau, 2022), which we also applied to the
unadjusted time series.

After seasonal adjustment and time series transformation, we obtain a data set that we
can use for constructing nowcasting models.

2.3 Latent Dirichlet Allocation for Topic Modeling

We make use of topic models to explore hidden semantic structures in texts. Topic
models are able to discover main themes that cover a large and unstructured collection of
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documents (Blei, 2012). In our case, we consider news articles as documents. The topic
is considered as a distribution of words over a fixed vocabulary.

We analyze the topic structure with the latent Dirichlet allocation (LDA) topic model.
The advantage of the LDA is the high interpretability of extracted topics (Chang et al.,
2009). The LDA is a method of generative probabilistic modeling. In the generative
approach, we assume that the distribution over the data has a parametric form, and we
focus on estimating the parameters (Shalev-Shwartz and Ben-David, 2014). The idea of
the LDA is based on the document generating process. The LDA assumes that topics are
specified before words and documents are generated:

1. For each document d in the collection we choose a topic distribution θd.

2. For generating the nth word Wd,n, n ∈ {1, 2, . . . , Nd} in document d, we choose the
topic assignment Zd,n for the nth word in the document d from the topic distribution
θd, where Zd,n | θd ∼ Multinomial(θd).

3. We choose the word Wd,n from the distribution over the vocabulary of the assigned
topic, where Wd,n | Zd,n,ψk ∼ Multinomial(ψk).

In practice, the document’s topic distribution θd and topic assignments Zd,n for the nth
word of document d as well as the topic’s word distributions ψk are unknown. However,
the documents and words are observed. This leads to the data generating process from
the joint probability distribution over the observed and hidden random variables. By the
observed random variables, we mean each word Wd,n for the document d. The latent
random variables are the topic assignment for each word Zd,n, the topic distribution θd

for each document d and the distribution over the vocabulary ψk of each topic with the
index k.

We assume that the topics and their allocation for each document have the prior Dirichlet
distribution ψk ∼ Dirichlet(η) and θd ∼ Dirichlet(δ) (Blei et al., 2003). The Dirichlet
prior distribution assumption is convenient to use, as the Dirichlet distribution is conju-
gate to the multinomial distribution. As in Thorsrud (2020) and Griffiths and Steyvers
(2004), we use Gibbs sampling based on a Markov chain construction to compute the
posterior distribution (Gilks et al., 1995). The parameters ψ1, . . . ,ψK ,θ1, . . . ,θD can be
estimated from the posterior distribution.

There are a few methodological limitations of LDA. Firstly, it does not consider the order
of documents and their relevance over time. In addition, LDA is a bag of words procedure.
Hence it does not take the order of words into account for the assignment of topics, but
assumes independence between words. Moreover, it does not consider the correlation of
the topics within each document. Finally, one of the main problems of the LDA relates to
choosing the optimal number of topics. When we have a small number of topics, we get a
mix of several topics, which may lead to misunderstanding and inaccurate interpretation
of topics, whereas as large number of topics is difficult to interpret because the topics
can be similar to each other. Nevertheless, LDA is characterized in particular by its low
requirements, robustness and stability over more complex novel methods; and thus forms
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in particular a favorable starting point for fully automated application without human
intervention.

2.4 Statistical and Machine Learning Models for High Dimensional
Data and Evaluation Metrics

Considering that we have a model as described in Equation (5), we want to rewrite Equa-
tions (2)–(5) in a matrix form for further discussion of statistical and machine learning
models. All our blocked models for m ∈ {1, 2, 3} have the same logic structure. Hence,
we can generalize the model structure for further definitions and concepts. We define
X ∈ RNq×Mm as a matrix of all predictor variables, which are available at the end of the
month m, and GDP growth values from the previous quarter. Nq is a number of quarters,
Mm defines a number of all predictor variables, their lags and the GDP growth lag at the
nowcasting month m. The vector y ∈ RNq denotes quarter values of GDP growth. The
matrix Xc ∈ RNq×(Mm+1) is the matrix X with with an additional vector of ones in its
first column. Thus, we have:

y = Xcβc + ϵ,
where βc = (β0, β1, . . . , βMm)T ∈ RMm+1 is a vector of parameters with the constant term
β0. The vector ϵ ∈ RNq is the corresponding zero mean vector.

For defining the optimal vector of parameters of a linear model, we have to solve the
equation

β̂c = arg min
b

(
(y − Xcb)T (y − Xcb)

)
. (9)

In this case, the optimal parameter vector can be estimated with the ordinary least squares
method (Hastie et al., 2009)

β̂c = ((Xc)T Xc)−1(Xc)T y, (10)

where β̂c is the estimated parameter vector. Then, the fitted values ŷ ∈ RNq of the model
have the form

ŷ = Xcβ̂c.

We want to construct a nowcasting model that includes different financial, economic
and survey indicators and aggregated text data. We extract the important information
from text data by topic models. As a result, we face the problem of a large number of
different predictor variables. Sometimes the number of predictor variables can be larger
than the number of observations, i.e. quarters. In such a case, the OLS estimator in
Equation 10 has an infinite number of solutions. Apart from many predictors, we can
have a large correlation between some variables in the data set. This effect produces a
multicollinearity problem when XT X or (Xc)T Xc becomes (approximately) singular. In
addition, the model overfitting can be a large problem for high dimensional data sets
(Hastie et al., 2009). To overcome these issues, there exist various approaches. In our
work, we follow Gayer et al. (2014) and fit principal component regression as one of the
dimensionality reduction methods. In addition, inspired by Hastie et al. (2009), we use
shrinkage methods with help of the elastic net regularization (Zou and Hastie, 2005).
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Finally, to consider possible non-linear effects, we fit a random forest (Breiman, 2001),
which has built-in feature selection techniques. For all our models, we consider that
the predictor matrix X ∈ RNq×Mm is standardized (centered and scaled), to make the
estimated coefficients better interpretable.

2.4.1 Principal Component Regression

Firstly, we describe how we use principal component regression (PCR) (James et al.,
2013). For this, we include the principal components into a linear regression model

yt = c0 +
Jt∑

jP C=1
cjP C zt,jP C + ϵP CR

t , (11)

where Jt ∈ {1, . . . , Jmax} is a number of added principal components in the quarter
t ∈ {1, . . . , Nq} with Jmax ⩽ Mm, where Mm is a possible maximum number of principal
components in Equation (11), zt,jP C is the corresponding principal component in quarter
t with the index jP C , and ϵP CR

t is the error of principal component regression. c0, . . . , cJt

are the corresponding coefficients (Gayer et al., 2014). To prevent overfitting, we should
choose an appropriate maximal number of principal components Jmax, which we can use in
PCR. There exist different approaches for definition Jmax. As we produce many nowcasts,
we cannot use visual analysis methods like scree plots (Cattell, 1966). In this work, we
choose Jmax according to the Kaiser rule (Kaiser, 1960). The idea of the Kaiser rule is to
choose the principal components with a variance larger than 1.

The important step is a proper choice of the number of the principal components Jt. In
this work, we follow Gayer et al. (2014) and Caggiano et al. (2011) and calculate the
Akaike information criterion (AIC) (Akaike, 1998). The lowest AIC value corresponds to
the best Jt.

2.4.2 Shrinkage

Another class of methods for dealing with high-dimensional data are shrinkage meth-
ods. In this work, we choose the elastic net regularization (Friedman et al., 2010, Zou
and Hastie, 2005). It can be considered as a combination and generalization of the least
absolute shrinkage and selection operator (LASSO) (Tibshirani, 1996) and Ridge regu-
larization (Hoerl and Kennard, 1970). The idea of these methods consists of imposing
a penalty on the regression coefficients. Hence, we can overcome the multicollinearity,
Nq < Mm and overfitting problems.

The penalty term of the elastic net regularisation (Friedman et al., 2010) has the form

λ
(1

2(1 − α)||β||2ℓ2 + α||β||ℓ1

)
= λ

Mm∑
j=1

(1
2(1 − α)β2

j + α|βj|
)

,
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where λ ⩾ 0 is a tuning parameter, which indicates the strength of the coefficients’ penalty.
The value α ∈ [0, 1] is another tuning parameter that controls the type of regularization.
For example, the Ridge penalty results with α = 0 and the LASSO penalty with α = 1.
The norms ||·||ℓ1 and ||·||ℓ2 are ℓ1- and ℓ2-norms respectively. β1, β2, . . . , βMm are the cor-
responding coefficients and the elements of the vector β. The penalty term has a division
factor 1

2 before the sum-of-squares penalisation for simplicity of function derivations. The
elastic net regularization has the advantages of both Ridge and LASSO regularizations.
Unlike LASSO, which can select only Nq variables when Nq < Mm, the elastic net con-
tains the coefficients’ results for all predictor variables in the regression model. Moreover,
the elastic net overcomes the LASSO method problem when the LASSO regularization
selects only one predictor variable from highly correlated predictor variables without car-
ing which variable is reasonable to select. In comparison to the Ridge regularization, the
elastic net has properties of the LASSO method, which usually outperforms the Ridge
method for the case with correlated predictor variables and Nq > Mm (Tibshirani, 1996).
The parameters α and λ can be determined by cross-validation. We describe the details
of cross-validation in Section 4.1.

2.4.3 Random Forest

The last model, which we use in our study, is the random forest (Breiman, 2001). Unlike
linear regression models, the random forest can capture non-linear dependencies between
a response variable and predictors.

The idea of the random forest lies in the construction of a large collection of de-correlated
trees. The de-correlated trees are achieved through random selection with replacement of
mtry ⩽ Mm input variables. These input variables are possible candidates for the split,
when constructing a tree. After growing all trees, the model averages the results over all
constructed trees for the observation. Hence the model has the form

ŷRF
t = 1

B

B∑
b=1

T (xt, Υb),

where ŷRF
t is a fitted value, B is a number of trees, T represents the tree itself and Υb

the parameters of the bth tree. In general, parameters such as a number of trees or a
number of selected input variables before each split can be tuned and determined by, e.g.,
cross-validation.

Despite random forests can capture non-linear dependencies, they can face several prob-
lems. For example, they can show a poor performance in extrapolation. Random forests
assign prediction values based on the previously seen response values and cannot cor-
rectly predict the response value, which lies outside the response values in the training
data set.
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2.4.4 Performance Metrics

Following Gayer et al. (2014) and Ashwin et al. (2021), we evaluate and compare predic-
tions of our models according to the root mean squared error (RMSE). As in Gayer et al.
(2014), the best model is considered to be the one that minimizes the root mean squared
error regardless of the significance of the improvement.

The RMSE is calculated as

RMSE =

√√√√ 1
Ntest

Ntest∑
ttest=1

(yttest − ŷttest)2,

where Ntest is a number of test quarters, yttest is a response variable value for the ttestth
quarter in the test set and ŷttest is a model prediction of a response variable for the ttestth
quarter in the test set.

In addition, we want to evaluate our model in terms of overfitting and underfitting.
Underfitting means that the model cannot correctly capture the structure of the training
data. Overfitting means that the model adapts very closely to the training data and
produces a large error on the test data, thus, has a poor ability to generalization (Hastie
et al., 2009). To understand the nature of the mean squared error (MSE) of a model,
we can apply bias-variance decomposition. Following Taieb and Atiya (2015), the bias-
variance decomposition of the test MSE for nowcasting has the form

MSE = σ2 + Exttest ,yttest
[VarDtrain

(ŷttest | xttest , yttest)] +
Exttest ,yttest

[
E2

Dtrain
(yttest − ŷttest | xttest , yttest)

]
, (12)

where σ2 is a variance of the data, ŷttest is a model prediction, and yttest is a true response
variable value for the prediction of the ttestth quarter in the test data set. The vector
xttest defines predictor variable values for the ttestth quarter and Dtrain is a training data
set, which is used for model estimation. The second term of Equation (12) is a variance
of a model, while the third term defines a squared bias. In general, yttest , xttest and Dtrain

come from unknown distribution. We estimate the bias and the variance by

B̂iasmodel =
∣∣∣∣∣ 1
Ntest

Ntest∑
ttest=1

yttest − 1
Ntest

Ntest∑
ttest=1

ŷttest

∣∣∣∣∣,
and

̂Variancemodel = 1
Ntest − 1

Ntest∑
ttest=1

ŷttest − 1
Ntest

Ntest∑
ttest=1

ŷttest

2

,

respectively, where B̂iasmodel detects the estimated model’s bias, and ̂Variancemodel is the
estimated model’s variance. The models that tend to overfitting may have a large variance,
whereas the models that underfit the data may have a large bias.
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3 Description of the Data Set

All data sets cover the time period from April 2005 to June 2021. This section contains
information about GDP growth data and selected predictor data. Each predictor belongs
to one of four data categories, according to its information. Specifically, this includes
collected newspaper text data as well as real activity, financial indicators and survey
data. In addition, we highlight the characteristics and sources of the used data.

3.1 Real Activity, Financial, Survey and German GDP Growth Data

For nowcasting German GDP growth, we use various established indicators such as real
activity, financial indicators and survey data, which are available in the time period from
April 2005 to June 2021. The choice of financial and real activity indicators is based on
the work of Gayer et al. (2014). In comparison to Gayer et al. (2014), where the authors
select indicators for nowcasting euro area GDP growth, we choose indicators published
for the German economy. Thus, all selected real activity indicators and several financial
indicators, e.g., a bond yield and monetary aggregates, relate to the German economy.
Other financial indicators include information about global economic development, which
can potentially influence German GDP growth.

Financial data contains the daily ten-year bond yield, euro exchange reference rates, in-
terbank offered rates, gold and oil prices, stock market data and monetary aggregates.
Due to early availability, financial indicators can be exploited at the early stages of now-
casting. Real activity data includes output in production sector indices, unemployment
rate and industry turnover, consumer price index (CPI) and harmonized indices of con-
sumer prices (HICP). The last two indices are treated as consumer price movements and
inflation measures. We choose only indicators with a release date occurring before the
end of the nowcasting quarter. The index values of real activity data are calculated by
the Deutsche Bundesbank (2022) with the reference year 2015. In this work, we take
values from the latest available release of the data sets because not all indicators have
data vintages. Although the revised data can significantly overestimate the forecasting
performance of the model (Diebold and Rudebusch, 1991), our focus is on comparing
different models and the role of different types of data in nowcasting performance. The
data are downloaded from several freely available sources, namely Deutsche Bundesbank
(2022), European Central Bank (2022), ifo Institute (2022) and Federal Reserve Bank of
St. Louis (2022).

In addition to financial and real activity sector data, we use also survey indicators. Accord-
ing to Gayer et al. (2014) and Andreini et al. (2020), survey data can improve nowcasts at
the beginning of the quarter. Due to their earlier release dates compared to real activity
indicators, survey indicators can complete some missing information. Survey data also
include prognoses for the following months, which can help predict GDP growth values at
the beginning of the quarter. In this work, we use a freely available source of the business
survey, the ifo Business Climate Index for Germany (ifo Institute, 2022a). Apart from
availability, the business survey is published at the end of each month and implies current
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monthly information about the German economy. Various studies (e.g., Lehmann, 2020
and Andreini et al., 2020) show a high forecasting quality of the ifo Business Climate In-
dex for Germany business survey indicators. In our work, we choose two indices from the
business survey: the ifo Business Situation Index for Germany and the ifo Business Expec-
tations Index for Germany. The indices are calculated based on monthly survey responses
of German firms concerning the current business situation and the business expectations
for the next six months. Respondents have three ways to describe the business situation
and expectations, as "good", "satisfactory", or "poor". After weighting and aggregating
the survey answers, the balance value of the indicator is calculated. It corresponds to the
difference in percentages of the survey answers "good" and "poor". Finally, the indices are
evaluated according to the following formula (ifo Institute, 2022a):

Index value = balance value in the current month + 200
average balance value in the base year + 200 × 100,

where the base year is equal to 2015.

All predictors have different release dates and are published with different frequencies. The
indicators are released on a daily (D) or monthly (M) basis. For the nowcasting approach
with mixed frequency data, we construct models considering the monthly availability of
data. If an indicator is published daily, then we average the indicator’s values over a
month. In this case, the release day of the last indicator’s value in the selected month
corresponds to the release date of the daily publishing indicator itself. Assume that we
collect a set of indicators for a specific month. Depending on publication lag, we divide
predictors into five classes

• DP – release on a current day of the observed month (only for daily frequency),

• MP1 – release before or on the last day of the observed month,

• MP2 – release in the first half (before the 15th day) of the next month,

• MP3 – release between the 15th day and the last day of the next month (both
including),

• MP4 – release in the first half (before the 15th day) of the second month after the
observed month.

Tables 1–3 contain all the selected financial, real activity sector and survey data indicators,
including their description, source and publication characteristics.

German quarterly GDP growth data are downloaded from the OECD database (OECD,
2022b). The data show the percentage change in GDP compared with GDP from the
previous quarter. The GDP growth data cover the time period from the second quarter
of 2005 to the second quarter of 2021. Before July 2020, the GDP growth data were
published with roughly a 45-day delay. Nowadays, the first release of German GDP growth
appears in the second half of the next month after the end of the reference quarter (after
around 30 days) (Investing.com, 2022). In this work, we assume the newest publication
rules of GDP growth for the whole nowcasting time period.
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Table 1: Overview of selected financial indicators.

Indicator Publication
frequency

Publication
lag type Unit Description Source

bond_10y_
yield D MP2 %

The daily yield of
the current

ten-year
federal bond

DBB, 2022

eurib_3m M MP2 %

Euro Interbank
Offered Rate
three-month

funds

DBB, 2022

exr_usd D DP USD
Euro United
States dollar

reference rates
ECB, 2022

exr_jpy D DP JPY
Euro

Japanese yen
reference rates

ECB, 2022

exr_gbp D DP GBP
Euro

Pound sterling
reference rates

ECB, 2022

gold_
prices M MP2 EUR

The gold price
per troy ounce
from London

Bullion Market
Association

DBB, 2022

libor_
3m_us D MP2 %

The three-month
USD London

Interbank
Offered Rate

FRED, 2022

M1 M MP3 EUR
million

Money stock
(narrow money),

Germany
DBB, 2022

M2 M MP3 EUR
million

Money stock,
Germany DBB, 2022

M3 M MP3 EUR
million

Money stock
(broad money),

Germany
DBB, 2022

oil_price D DP USD

The West Texas
Intermediate

crude oil price
per Barrel

FRED, 2022

vix_us D DP Index

Chicago Board
Options

Exchange
Volatility Index

FRED, 2022
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Table 2: Overview of selected real activity indicators.

Indicator Publication
frequency

Publication
lag type Unit Description Source

hicp M MP1 Index
Harmonised

Index of
Consumer Prices

DBB, 2022

cpi M MP1 Index
The national

Consumer
Price Index

DBB, 2022

ip_
capital_

goods
M MP4 Index

Output in the
production sector:

capital goods
DBB, 2022

ip_
civil_

engineering
M MP4 Index

Output in the
production sector:
civil engineering

DBB, 2022

ip_
consumer_

goods
M MP4 Index

Output in the
production sector:
consumer goods

DBB, 2022

ip_
durable_
consumer_

goods

M MP4 Index

Output in the
production sector:

durable
consumer goods

DBB, 2022

ip_
energy M MP4 Index

Output in the
production sector:

energy
DBB, 2022

ip_
industry M MP4 Index

Output in the
production sector:

industry
DBB, 2022

ip_
intermediate_

goods
M MP4 Index

Output in the
production sector:

intermediate
goods

DBB, 2022

ip_main_
construction_

industry
M MP4 Index

Output in the
production sector:
main construction

industry

DBB, 2022

ip_non-
durable_
consumer_

goods

M MP4 Index

Output in the
production sector:

non-durable
consumer goods

DBB, 2022

ip_
structural_
engineering

M MP4 Index

Output in the
production sector:

structural
engineering

DBB, 2022

turnover_
industry M MP4 Index Turnover in

industry DBB, 2022

ur_de M MP4 % Unemployment
rate, Germany DBB, 2022
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Table 3: Overview of selected survey indicators.

Indicator Publication
frequency

Publication
lag type Unit Description Source

bus_sit_
Index M MP1 Index

ifo Business
Situation

Index
ifo, 2022

bus_exp_
Index M MP1 Index

ifo Business
Expectation

Index
ifo, 2022

3.2 Text Data

The problem of considerable publication lag for most real activity indicators constrains
the use of these data at the early stages of nowcasting. In addition to survey and financial
indicators, the inclusion of text data from newspapers into nowcasting models can be a
possible source of early available information.

For the German GDP growth prediction, we employ the news data collected from the
German-language business newspaper "Handelsblatt". The used data set covers the time
period from 01/04/2005 to 30/06/2021 and is cleaned of the most obvious stop words:
articles, most of the modal verbs, pronouns, prepositions, conjunctions and particles. For
computation reasons (Strubell et al., 2019) and most likely without lack of model quality
(Maier et al., 2020), we delete those words that occur less than 50 times in the corpus. In
addition, we delete words with a length of just one character. The final data set consists
of 417,504 articles. In Section 4.2, we describe further steps for text data preparation,
sentiment adjustment and monthly aggregation, which are necessary for the nowcasting
models.

4 Empirical Set-Up for Nowcasting German GDP Growth

First, we explain the construction of the nowcasting approach, the aspects of the mod-
els’ fitting and the choice of parameters. After that, we describe the approach of text
data aggregation, the sentiment and frequency adjustment. In addition, we describe the
software tools used for nowcasting German GDP growth.

4.1 The Approach for Nowcasting German GDP Growth

As described in Sections 3.1 and 3.2, we have predictor variables with monthly or daily
frequencies, which have different release dates. The first release of German GDP growth is
published quarterly with a delay of around 30 days. We aggregate the predictor variables
with daily frequencies on a monthly basis (see more details for non-text data in Section 3.1
and text data in Section 4.2). For the nowcasting model, following Gayer et al. (2014) and
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Carriero et al. (2015), we apply the blocking approach to transform predictor variables
with monthly frequencies into quarterly time series.

As already mentioned in Section 2.2, we want to extract and eliminate possible non-
stationary behavior from all time series data. Firstly, we need to seasonally adjust all
time series. Most of the time series data, which are published by Deutsche Bundesbank
(2022), and all survey data are already seasonally adjusted with X-13ARIMA-SEATS
software. If still necessary, we adjust unadjusted ones. We do not seasonally adjust text
data as they do not have a significant seasonal component.

The next step is to eliminate non-stationary behavior. We analyze the visual represen-
tation of predictor variables over time and the sample autocorrelation function. Then,
we transform the trending time series and the time series data with changing variance
over time. For this purpose, we follow Gayer et al. (2014) and perform the difference
(Equation (8)) and percentage change (Equation (7)) transformation for financial and
real activity time series data, as described in Section 2.2. After transformation, we per-
form the ADF test to check the hypothesis on the existence of a unit root. Non-stationary
behavior can produce worse results for the nowcasting models. Therefore, we additionally
analyze the time series data for which the null hypothesis of the ADF test is not rejected
using the sample ACF plots. In addition, if the nowcasts with these predictor variables
are less accurate, we remove them from the data set. As proposed in Gayer et al. (2014),
Giannone et al. (2008) and Andreini et al. (2020), survey indicators are treated as sta-
tionary in levels. Text data are also aggregated on a monthly basis and expressed in topic
frequencies or sentiment scores for each topic over time (see Section 4.2). We treat text
data as differenced according to Equation (8).

Based on the blocking approach, we construct three nowcasting models depending on each
month of the nowcasting quarter. This means we produce the nowcast of German GDP
growth at the end of each month. Table 4 presents the information about the possible
predictor variables that we use in each model. "Month 1", "Month 2" and "Month 3"
define the nowcasts at the end of the first, second and third month, respectively. The
predictor variables are aggregated according to the publication lag type in Tables 1–3.
The predictor variables that we use in our models are centered and scaled.

Regarding the nowcast models, the initial in-sample period covers the time period from
July 2005 (Q3 2005) to September 2015 (Q3 2015). Hence, we have 41 quarters in the
initial training data set. The prediction period runs from October 2015 (Q4 2015) to
June 2021 (Q2 2021) and consists of 23 quarters. It is additionally divided into the
"stable" period (Q4 2015 – Q4 2019) and the turbulent "COVID-19" period (Q1 2020 –
Q2 2021). Starting from September 2015, we retrain our nowcasting models monthly to
produce new nowcasts for the remaining out-of-time quarters. Thus, we use an expanding
window of our data, starting not from April 2005 but from July 2005, as most of the data
are transformed with respect to the previous quarter.

As described in Section 2.4, we choose the maximal number of principal components Jmax

according to the Kaiser rule for each PCR model. As the observed training data set
changes each month, the Jmax value should be chosen for each GDP growth prediction
and each type of the nowcasting model ("Month 1", "Month 2" and "Month 3"). Then, we
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Table 4: Possible predictors in the nowcasting models, which are published at the moment
of producing the nowcast in the nowcasting quarter. "Month 1", "Month 2" and "Month
3" define models at the end of the corresponding month of the nowcasting quarter. Here,
(m) with m ∈ {1, 2, 3} indicates the month in the quarter for which data are available.
Text data are defined as "text".

Month 1 Month 2 Month 3
GDP growth in

the previous quarter
GDP growth in

the previous quarter
GDP growth in

the previous quarter
DP(1) DP(1), DP(2) DP(1), DP(2), DP(3)

MP1(1) MP1(1), MP1(2) MP1(1), MP1(2), MP1(3)
- MP2(1) MP2(1), MP2(2)
- MP3(1) MP3(1), MP3(2)
- - MP4(1)

text(1) text(1), text(2) text(1), text(2), text(3)

choose the best number of principal components Jt with the smallest AIC value for the
training data set. Finally, we add only those principal components, which are significant
at the 0.1 level according to the t-test.

For the elastic net models, we need to tune the parameters λ and α. The parameters
are chosen according to the 5-fold cross-validation with initially assigned observations
to each fold. We split the training data set into 5 folds, successively train the model
on 4 of the 5 folds and then validate on the remaining fold. We evaluate the squared
errors for each validation fold, accumulate and average them. Thus, the combination of
the parameters with the lowest error is chosen. When the data have a time-dependent
structure, there are possibilities using a time series variant of the cross-validation, which
divides the training data set into, e.g., 5 folds and then sequentially trains the model on
the first i folds (i ∈ {1, 2, 3, 4}) and validates on the i + 1th fold. As we do not have a
large number of observations, we apply the ordinary 5-fold cross-validation. Nevertheless,
we do not randomly assign the observations to the folds. We can hence partially save the
structure of the time-dependent data. For tuning the α parameter, we use the sequence
of values starting from 0 to 1 with the step size 0.1. The λ-sequence is obtained by an
application of the cross-validation function cv.glmnet in the R package glmnet (Friedman
et al., 2010).

For the random forest, most of the parameters are selected as default values from the R
package ranger (Wright and Ziegler, 2017). Following Kalamara et al. (2020), we train
200 trees. The parameter mtry is chosen equal to the rounded down square root of the
number of predictor variables, the default in the ranger package. For the random forest
training, we use the whole training data set as for PCR.

Finally, we calculate RMSE, bias and variance after producing the nowcasts for the whole,
"stable" and "COVID-19" out-of-sample period for each model. Based on these metrics,
we compare our models. In addition, we compare the best models with the benchmark of
an AR(1) model.
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4.2 LDA Topics, Sentiment Adjustment and Frequency Aggregation
of Text Data

As mentioned in Section 2.3, we want to analyze the impact of the number of LDA topics
on the nowcasting performance. Following Ellingsen et al. (2021), we choose different
numbers of topics (K) with the maximal number of topics equal to 120. Following the
ideas from Thorsrud (2020) and Ellingsen et al. (2021), we use the sequence of a possible
number of topics from 50 to 120 with the step size 10. As it might be a better choice for
some of our aggregation techniques to have less topics, we run the LDA for the sequence
from 3 to 10 topics with the step size 1 as well. We choose the parameters δ and η of
the prior Dirichlet distribution for the distributions over topics and words equal to the
default value 1

K
, proposed in the ldaPrototype package (Rieger, 2020).

For all nowcast scenarios, we run the LDA from scratch starting from April 2005 until
the end of the given month and repeat this procedure for all selected numbers of topics.
Thus, we can ensure the same topic structure over the training and test data sets for the
nowcasting model. The motivation to re-estimate the LDA results monthly is to consider
the change of the topic structure over time and to recognize new topics, which can appear
in new months.

After applying the LDA, each word in each newspaper article is assigned to one of the pos-
sible topics. We aggregate the words from all articles according to the topic assignments.
Then, we want to aggregate the words from each topic on a monthly basis, considering the
time of the article’s publication. The first type of aggregation is based on the frequencies
with which the topic is monthly mentioned. In this case, we divide the number of words
from each topic by the total number of words in each month.

The second type of aggregation is based on sentiment analysis of topics. In this work,
we define sentiment analysis as positiveness or negativeness of each topic according to
its sentiment score. There exist different types of sentiment score assignment to each
word (Ashwin et al., 2021). In our work, the sentiment analysis is performed with the
sentiment German-language SentiWS dictionary (Remus et al., 2010). This dictionary is
convenient to use because we do not need to translate words into English. The general-
purpose SentiWS dictionary contains more words than the business-purpose dictionary,
created by Bannier et al. (2019), and has been successfully used, for instance, in the
field of political communication (Haselmayer and Jenny, 2017). The dictionary contains
1,650 positive and 1,800 negative words in German. Additionally, around 16,000 positive
and 18,000 negative forms of these words are included. Therefore, we do not need to
perform stemming or lemmatization (Schütze et al., 2008). The sentiment scores of words
are assigned in the interval [−1, 1], defining their degree of positiveness or negativeness.
Some words in the SentiWS dictionary have different degrees of positiveness/negativeness
at the same time. For such words, we calculate the average sentiment score. Words that
are not covered by SentiWS get zero scores. The monthly sentiment score for each topic
is calculated as the sum of all sentiment scores of all word tokens assigned to this topic.

After aggregation, we calculate the differences of frequency and sentiment according to
the previous quarter values (see Equation (8)).
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5 Statistical Evaluation

We prepared our data sets, evaluated the nowcasting models, visualized and analyzed the
results in R (R Core Team, 2021). The list of the used packages can be found in Table 10
in the Appendix.

In the following, we discuss the performance of established economic indicators such
as financial, survey and real activity indicators for nowcasting German GDP growth.
Furthermore, we add text data in the nowcasting models and discuss different changes in
performance gained by this.

5.1 ADF Test

As we mentioned in Sections 3 and 4, all financial, survey and real activity indicators
and text topics are aggregated on a monthly basis. All non-text indicators are seasonally
adjusted. German GDP growth is published quarterly. The next step is to perform
the transformation of predictor variables. Table 11 in the Appendix presents detailed
information about the types of transformation selected. After transformation, we applied
the ADF test to check for unit roots in the resulting time series. The p-values of the ADF
test are shown in Table 12 in the Appendix.

According to Table 12, we can reject the null hypothesis of the existence of a unit root
for almost all predictor variables at a significance level of 0.05. However, we cannot
reject the null hypothesis for hicp, cpi, M1, M2, M3, bus_sit_Index and bus_exp_Index.
Figure 4 in the Appendix shows the form of these indicators after the transformation. The
survey indicators bus_sit_Index and bus_exp_Index are treated as stationary in levels
(Section 4.1), and they provide better results without any transformation. Thus, we do
not remove these indicators from the nowcasting models. For other predictor variables
with potential non-stationary behavior, we analyze the structure using time series plots
(Figure 4) and ACF plots.

For the predictor variables hicp, cpi we observe that after lag 3 we do not have any ACF
values that differ significantly from zero. We assume that we have a finite-lag structure, so
these predictor variables remain in our models. Moreover, the presence of these indicators
improves the results of the nowcasts at the early stages. The ACF plots show significant
lags of the higher order for the monetary aggregates M1, M2, M3. We keep the predictor
variable M1 in the nowcasting models and remove M2 and M3 from the models. This
procedure is done due to the non-stationary behavior of monetary aggregates. However,
we keep the predictor with the smallest p-value, which improves the nowcasting results.
German GDP growth is also assumed to be stationary, and the ADF test rejects the null
hypothesis of a unit root at level 0.05.
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Table 5: The nowcasting results on a monthly basis of German GDP growth with the
AR(1) model. "Var." is an estimated variance of each model.

Model Stable COVID-19 All
RMSE Bias Var. RMSE Bias Var. RMSE Bias Var.

Month 1 0.55 0.01 0.03 7.72 0.97 7.83 3.97 0.25 2.44
Month 2 0.55 0.01 0.03 7.72 0.97 7.83 3.97 0.25 2.44
Month 3 0.55 0.01 0.03 7.72 0.97 7.83 3.97 0.25 2.44

5.2 LDA Topics

As described in Section 4.2, the number of the LDA topics varies from 3 to 120. The more
topics we have, the more detailed information we can extract from topics. For example,
the topic about the COVID-19 pandemic in April 2020 can be extracted as a separate
one for a large number of topics (60 and more). However, with an increased number of
topics, rather homogeneous topics tend to split-up as well leading to more, but similar
topics. Moreover, the structure of topics change from month to month. With an increasing
number of topics, we can clearly see the change in the structure of topics over time. As
an example, we analyze the structure of 7 topics. As with 3 topics, most of the topics
do not substantially change their structure. However, as an example, one topic shows a
clear difference between top words from the time period April 2005 – October 2015 and
from the time period April 2005 – June 2021. Table 13 in the Appendix presents this
difference. These topical shifts may contain the major additional information of text data
for nowcasting German GDP growth.

5.3 Results using Established Economic Indicators

We determine the statistical models that produce the best nowcasts using economic in-
dicators but no text data. We train the nowcasting models and calculate RMSE, the
estimated bias and variance of each model. We evaluate the models in the "stable" time
period, before the COVID-19 pandemic, in the "COVID-19" and the whole time period,
which is indicated as "all".

We compare our models with the AR(1) model. In Table 5, we present the results of the
AR(1) model. The results do not change during the quarter because we observe the first
release of German GDP growth at the end of the quarter’s first month. In Figure 1a, we
present the nowcasts of the AR(1) model with real German GDP growth for the whole
out-of-sample period. We identify a (plausible) tendency of the AR(1) model to produce
nowcasts which has a delay in comparison to the real GDP growth data.

We trained and produced the nowcasts in the out-of-sample period for PCR, the elastic
net and the random forest models. The results of the models are shown in Table 6. In
addition, we present the visual comparison of the AR(1), PCR, the elastic net and the
random forest models in Figure 1 for the nowcasts at the end of the first month of the
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Figure 1: German GDP growth and its nowcasts using financial, economic and survey
indicators at the end of the first month of the quarter with the AR(1), PCR, the elastic
net and random forest models in the out-of-sample period.

nowcasting quarter. Figures 5 and 6 in the Appendix show the nowcasts at the end of
the second and third month of the nowcasting quarter.

According to Table 6, the elastic net model shows the best results in the whole and
the turbulent "COVID-19" time periods among all models, including the AR(1) model,
while the random forest model outperforms all indicator-based models in the "stable" time
period. The random forest model shows better results in the third month of the "stable"
period in comparison to the AR(1) model. However, both, the random forest and the
AR(1) model, realize estimates of the model’s variance close to zero. Such behavior of the
random forest can be explained by its low ability to extrapolate. In contrast, the elastic
net and PCR models show lower RMSE but substantially larger estimates of the model’s
variance in the "all" and "COVID-19" time periods. In comparison to the random forest
and AR(1) models, the estimated variance and bias of the PCR and elastic net models in
the "stable" period are also larger. The fact of the larger estimated variance is a sign of
potential overfitting. However, in the "COVID-19" and "all" time periods, we accept the
larger variance to predict the turbulent period with extremely large volatility in German
GDP growth. The extreme behavior of German GDP growth is not considered as non-
significant outliers and, in general, ought to be predicted. In the "stable" period, we notice
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Table 6: The nowcasting results on a monthly basis of German GDP growth with prin-
cipal component regression (PCR), the elastic net and the random forest using financial,
economic and survey indicators. "Var." is an estimated variance of each model. The
italic, bold numbers indicate the best performing models for each month of the "stable",
"COVID-19" and "all" periods.

PCR

Model Stable COVID-19 All
RMSE Bias Var. RMSE Bias Var. RMSE Bias Var.

Month 1 0.79 0.11 0.26 6.52 1.40 4.12 3.40 0.29 2.19
Month 2 0.73 0.10 0.30 5.56 0.94 1.78 2.91 0.32 1.17
Month 3 0.60 0.10 0.17 3.12 0.04 10.65 1.67 0.08 2.65

Elastic net

Model Stable COVID-19 All
RMSE Bias Var. RMSE Bias Var. RMSE Bias Var.

Month 1 0.79 0.14 0.41 3.91 0.56 15.22 2.11 0.25 4.06
Month 2 0.68 0.19 0.23 4.04 0.52 9.29 2.15 0.28 2.53
Month 3 0.55 0.13 0.14 2.17 0.58 20.92 1.21 0.06 4.86

Random forest

Model Stable COVID-19 All
RMSE Bias Var. RMSE Bias Var. RMSE Bias Var.

Month 1 0.65 0.03 0.09 5.66 0.13 0.53 2.95 0.06 0.29
Month 2 0.59 0.07 0.04 5.64 0.27 0.40 2.92 0.12 0.19
Month 3 0.47 0.07 0.05 5.27 0.50 0.54 2.72 0.08 0.17

that the elastic net model tends to overfit during the plateau time periods. Unlike the
random forest model, the elastic net model poorly predicts the peaks in Q1 2019 and
Q3 2019 but recognizes the decrease in Q3 2018, especially at the end of the first and
the second month of the nowcasting quarter. In addition, it shows the best prediction
results in the turbulent time period. The PCR model also produces unstable behavior
when German GDP growth does not change.

Almost all models in Table 6 show the tendency to improve the nowcasts with an increasing
number of published indicators. As an exception, we have an increase in RMSE at the end
of the second month for the elastic net model in the "COVID-19" and "all" time periods.
This unusual behavior is explained by the release of the eurib_3m indicator at the end
of the second month. If we want to predict the decreases in Q1 2020, Q2 2020, Q4 2020
and Q1 2021, we should add the eurib_3m indicator in the model with the negative
coefficient. However, the coefficient estimated by the elastic net model is positive. The
possible problem is that the model cannot recognize the sign of relation from previous
periods. For example, in Q1 2009 the eurib_3m indicator decreases with German GDP
growth, while in 2016–2021 the movement of the eurib_3m indicator reflects the change
of German GDP growth (see Figure 2).
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Figure 2: German GDP growth and the scaled value of the transformed eurib_3m indi-
cator, collected at the end of the first month. The first plot includes the whole in-sample
and out-of-sample data sets, while the second plot includes only the out-of-sample data
set. The eurib_3m is multiplied by -1 in the second plot.

According to the results we choose the elastic net for our further analysis. The elastic net
shows the best results in the "COVID-19" time period and a good ability to capture the
direction of German GDP growth when it increases or decreases. In comparison to PCR,
this model shows better performance results. In addition, with the elastic model, we can
analyze the impact of the predictor variables in GDP growth prediction.

5.4 Results of Models Only with Text Data

As a complementary analysis, we tried nowcasting using only the information from text
data. We evaluate the nowcasting models with the following sequences of the number
of topics: from 3 to 10 with the step size 1 topic and from 50 to 120 with the step size
10 topics. The results are evaluated for the topic frequencies and the sentiment scores.
For the random forest and the elastic net separately, we analyzed the best number of
topics for "Month 1", "Month 2" and "Month 3" in the "stable", "COVID-19" and "all" time
periods. It turns out that most of the models mimic a constant model. Thus, we cannot
consider such models suitable for predicting GDP growth. Therefore we only provide the
main findings from this analysis.

For the elastic net model, the nowcasts produced by topics do not show large variability
over time. This is caused by the frequent choice of the intercept as the only predictor
by the elastic net model. The random forest shows a small estimated variance in the
"stable" and "all" time periods. The small estimated variance in the "all" time period
occurs because the random forest models cannot predict the turbulent time period. In
general, we observe better performance results of the random forest models in the "stable"
period and the elastic net models in the "all" period. This can be explained by better
nowcasts of the elastic net in the "COVID-19" time period. This fact corresponds to the
results in Section 5.3. The pronounced volatility of German GDP growth in the "COVID-
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19" period influences the large difference between the nowcasts and real GDP growth.
Therefore, sometimes when the model better predicts the peaks of German GDP growth,
we have a larger model’s variance in the "all" time period.

We notice that in many cases, the RMSE, the estimated bias and variance do not show a
sequential decrease (or increase) with the new information added by the published articles
at the end of the second or third month, which is an indicator for little information in the
text data.

5.5 Results of Models Adding Text Data to the Established
Economic Indicators

We now add text data to the elastic net nowcasting models with financial, survey and
real activity indicators and analyze the role of text data in nowcasting German GDP
growth. We evaluate the models with different numbers of topics, which are treated as
frequency-based or sentiment-adjusted time series.

We extract the best configurations of text data according to the predicted time period
("stable", "COVID-19" and "all") and time of the nowcast’s production ("Month 1", "Month
2", "Month 3"). All models based on frequencies show worse results in the "COVID-19"
and "all" periods than the models without text. Therefore, for the frequencies case, we
focus on the results in the "stable" period. For the sentiment scores, we also discuss the
results of the best models in the "COVID-19" and "all" periods. The results of the best
models are presented in Table 7.

In addition to elastic net, we also considered random forest models. However, as discussed
in Section 5.3, these showed worse results, so we have omitted their discussion here.

We notice that the best models with sentiment scores usually tend to produce better
nowcasts in comparison to the best models with topic frequencies. Sentiment scores are
useful not only in the "stable" period but in the more turbulent periods (Table 7). We are
unable to observe any stable dependence that a larger or smaller number of topics always
produces better nowcasts. However, we detect that smaller numbers of topics produce
better nowcasts at the end of the quarter. This effect arises from the fact that we have
many variables with mutual dependencies at the end of the quarter. We do not observe
any model that improves the nowcasts in the turbulent time period at the end of the
first month. The improvement in the nowcasts by the elastic net models with 10 and 9
sentiment-adjusted topics, financial, survey and real activity indicators at the end of the
second and third nowcasting months is explained by the improvement in the nowcast in
Q4 2020.

In general, RMSE values become smaller with an increasing number of available indicators
in the "stable" period. Exceptions are models with 110 and 90 sentiment-adjusted topics
in the "stable" period. The problem occurs because the topics change their structure.
Moreover, some topics coincide with the behavior of German GDP growth only in several
months and do not influence GDP growth in the way that the model predicts.
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Table 7: The best results of the elastic net models with text data, financial, economic and
survey indicators. The topics are transformed into time series either by the frequencies
("freq."), or by the sentiment scores ("sent"). The number before "sent." or "freq." is a
number of sentiment-adjusted or frequency-based topics. "Var." is an estimated variance
of each model. The numbers in bold indicate the best performing models for each month
in the "stable", "COVID-19" and "all" periods for the frequencies and sentiment scores
separately. The best results have lower RMSE than the models without text data. The
italic, bold numbers detect the best results of the models for each nowcasting month in
the "stable", "COVID-19" and "all" periods among frequencies and sentiment scores.

The "stable" period: frequencies and non-text indicators

Model 110 freq. 120 freq. 6 freq.
RMSE Bias Var. RMSE Bias Var. RMSE Bias Var.

Month 1 0.72 0.09 0.16 0.79 0.06 0.29 0.79 0.18 0.42
Month 2 0.65 0.11 0.12 0.60 0.09 0.14 0.67 0.06 0.19
Month 3 0.55 0.10 0.09 0.57 0.10 0.12 0.54 0.10 0.16

The "stable" period: sentiment scores and non-text indicators

Model 70 sent. 110 sent. 90 sent.
RMSE Bias Var. RMSE Bias Var. RMSE Bias Var.

Month 1 0.70 0.07 0.26 0.55 0.03 0.09 0.73 0.05 0.23
Month 2 0.68 0.01 0.17 0.55 0.14 0.17 0.74 0.07 0.17
Month 3 0.52 0.08 0.09 0.62 0.09 0.12 0.52 0.02 0.09

The "COVID-19" and "all" periods:
sentiment scores and non-text indicators

Model
10 sent.

COVID-19 All
RMSE Bias Var. RMSE Bias Var.

Month 1 4.06 0.31 12.27 2.17 0.21 3.23
Month 2 3.89 0.08 9.20 2.13 0.09 2.47
Month 3 2.07 0.73 20.69 1.22 0.09 4.83

The "COVID-19" and "all" periods:
sentiment scores and non-text indicators

(continued)

Model
9 sent.

COVID-19 All
RMSE Bias Var. RMSE Bias Var.

Month 1 4.07 0.54 14.83 2.17 0.34 3.91
Month 2 4.19 0.05 8.98 2.23 0.06 2.36
Month 3 2.02 0.70 20.41 1.18 0.12 4.77
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Figure 3: German GDP growth and the nowcasts of the model with financial, survey
and real activity indicators and with/without sentiment-adjusted topics in the "stable"
period. The nowcasts are presented for the elastic net model with/without 110 topics at
the end of the first month and for the random forest with/without 9 topics at the end of
the second month.

At this point, the question arises in which time periods text data improve the nowcasts.
Figure 3a shows the nowcasts with and without 110 sentiment-adjusted topics at the end
of the first month of the nowcasting quarter in the "stable" period of the elastic net model.
Figure 3b presents the nowcasts with and without 9 sentiment-adjusted topics at the end
of the second month of the random forest model. Both plots show that the models with
text data better predict German GDP growth in Q1 2016. The elastic net model with
topical information shows better results in the Q4 2018 – Q4 2019 time period. For the
random forest, we notice a small improvement in the nowcasts in the Q1 2016 – Q1 2017
and Q4 2017 – Q1 2019 time periods.

Apart from the results of the best models, described in Tables 7, most of the models with
text data improve the nowcasts at the end of the first month in comparison to the elastic
net and random forest models without text in the "stable" period. The results of these
models ("Month 1") are presented in Table 8. However, all these models show a larger
or equal RMSE to the AR(1) model in the "stable" period at the end of the first month
(Table 5 on page 23).

Finally, we illustrate the influence of text data compared to financial, survey and real
activity data and perform counterfactual analysis for the elastic net and the random
forest models. The counterfactual analysis compares RMSE values of the models with
or without text data, financial, survey and real activity indicators. Based on this, we
can identify the data which improves the model performance. For this, we focus on the
advantages that text data can bring in nowcasting German GDP growth. In this case, we
choose 70 sentiment-adjusted topics for the elastic net model. This combination shows
good results in the "stable" period, where the model does not show unusual behavior (e.g.,
the larger RMSE at the end of the second or third month compared to the first month).
In the random forest case, we choose the model with 9 sentiment-adjusted topics. The
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Table 8: Top 15 best results of the models at the end of the first month of the nowcasting
quarter ("Month 1") with text data, financial, economic and survey indicators. The topics
are transformed into time series either by the frequencies ("freq."), or by the sentiment
scores ("sent"). The number before "sent." or "freq." is a number of sentiment-adjusted or
frequency-based topics. "Var." is an estimated variance of each model.

The "stable" period: "Month 1" model
Model RMSE Bias Var. Model RMSE Bias Var.

elastic net
without text 0.79 0.14 0.41 random forest

without text 0.65 0.03 0.09

4 sent. 0.77 0.17 0.38 6 freq. 0.63 0.01 0.05
8 sent. 0.76 0.19 0.40 7 sent. 0.63 0.02 0.05
70 freq. 0.76 0.07 0.25 5 freq. 0.61 0.02 0.06
9 sent. 0.74 0.27 0.42 8 freq. 0.60 0.02 0.05
10 sent. 0.74 0.17 0.37 8 sent. 0.60 0.05 0.06
3 freq. 0.74 0.15 0.34 9 sent. 0.60 0.05 0.05
9 freq. 0.74 0.22 0.30 10 sent. 0.60 0.04 0.04
10 freq. 0.74 0.14 0.28 70 sent. 0.60 0.03 0.03
50 sent. 0.73 0.16 0.29 7 freq. 0.59 0.03 0.05
90 sent. 0.73 0.05 0.23 9 freq. 0.59 0.02 0.05
8 freq. 0.73 0.20 0.34 50 freq. 0.58 0.01 0.03

110 freq. 0.72 0.09 0.16 50 sent. 0.58 0.00 0.03
80 sent. 0.71 0.07 0.38 120 sent. 0.58 0.04 0.03
70 sent. 0.70 0.07 0.26 10 freq. 0.57 0.05 0.04
110 sent. 0.55 0.03 0.09 80 sent. 0.56 0.00 0.03

counterfactual analysis is performed in the "stable", "COVID-19" and "all" periods. Table 9
presents the RMSE values of the elastic net model, Table 14 in the Appendix shows the
results of the random forest in the "stable", "COVID-19" and "all" time periods.

We notice again that the RMSE increases for some cases with new information published
during the nowcasting quarters, especially for the elastic net model without real activity
indicators in the "COVID-19" period. The reasons are changes in the topic structure and
the bus_exp_Index variable. In the "COVID-19" period, expectations about the business
situation for the next six months substantially change over the quarter compared to the
"stable" period and influence German GDP growth because we do not have any real
activity indicators.

In all cases, we see that the models without real activity indicators have the worst results
at the end of the third month. The reason is that the turnover and production output
indices directly influence German GDP growth and are released in the third month of
the quarter. Also, we see the tendency that the models without text data have worse
or equal results in comparison to the models with text data and all other indicators in
the "stable" period (Table 9). In addition, all models with text data have better results
than the models without text data at the end of the first month in the "stable" period
(Table 8). These observations reveal that newspaper data can improve nowcasts at the
early stages of nowcasting in the "stable" period. However, the models with text do not
produce the same effect in the turbulent period (see Tables 9 and 14 in the "COVID-19"
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Table 9: The counterfactual analysis of the elastic net model with 70 sentiment-adjusted
("sent.") topics in the "stable", "COVID-19" and "all" time periods (reports RMSE).
"Text+FSR" is a model with text and financial, survey and real activity indicators, "FR"
includes financial and real activity indicators, "FS" financial and survey indicators, and
"SR" survey and real activity variables. "FSR" is the model with all types of indicators
without text data. The bold numbers indicate the best model in each month in the "sta-
ble", "COVID-19" and "all" time periods separately, the italic numbers the worst.

The "stable" period: 70 sentiment-adjusted topics
Model Text+FSR Text+FR Text+FS Text+SR FSR

Month 1 0.70 0.65 0.68 0.66 0.79
Month 2 0.68 0.71 0.71 0.74 0.68
Month 3 0.52 0.55 0.56 0.52 0.55

The "COVID-19" period: 70 sentiment-adjusted topics
Model Text+FSR Text+FR Text+FS Text+SR FSR

Month 1 4.49 5.47 4.55 4.47 3.91
Month 2 5.12 5.53 5.32 5.54 4.04
Month 3 2.68 2.52 5.58 2.73 2.17

The "all" period: 70 sentiment-adjusted topics
Model Text+FSR Text+FR Text+FS Text+SR FSR

Month 1 2.37 2.85 2.39 2.35 2.11
Month 2 2.68 2.89 2.78 2.90 2.15
Month 3 1.44 1.37 2.89 1.46 1.21

and "all" time periods). The proper aggregation of text data and their combination with
indicators can also improve the nowcasts at the end of the second and third months (see
Tables 9 and 14). Survey data mostly improve the nowcasts in the turbulent period,
especially at the end of the first and second months (in Tables 9 and 14 the "Text+FR"
models have larger RMSE values than the "Text+FSR" models at the end of the first and
second months in "COVID-19" and "all" time periods). This reveals that survey data can
replace the missing information about real activity indicators. Financial indicators tend
to improve the nowcasts at the end of the second month in all time periods (in Tables 9
and 14 the "Text+SR" models have larger RMSE values than the "Text+FSR" models at
the end of the second month). The reason is the publishing of monetary aggregates and
interest rates.

6 Conclusion

This work presents an approach for nowcasting German GDP growth using text data from
newspaper articles. We apply the blocking approach to overcome the mixed frequency
problem. We train the PCR, random forest and elastic net models based on real activity,
financial and survey data to produce the monthly nowcasts. The random forest model
shows the best results in the stable time period when German GDP growth does not
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change substantially. The elastic net model outperforms other models in the turbulent
COVID-19 pandemic period. In addition, we compare the results with the AR(1) model.
The random forest shows better nowcasting performance than the AR(1) model in the
COVID-19 pandemic and whole out-of-sample time period and it shows better nowcasting
results than the AR(1) model at the end of the third month in the time period before the
COVID-19 pandemic. The elastic net shows better results than the AR(1) model during
the COVID-19 pandemic.

In order to aggregate unstructured text data, we apply the LDA topic model with a wide
range of topics and two aggregation techniques based on frequency and sentiment. Our
experiments reveal that the number of topics influences the quality of nowcasts. How-
ever, we do not find the relation that a larger or smaller number of topics always produce
better results. The choice of models plays an important role in producing nowcasts.
Thus, the elastic net models more often tend to have good results with a large number
of topics, though the random forest tend to perform better with a small number of top-
ics. The nowcasting results show that the sentiment-adjusted topics better predict the
unstable COVID-19 time period compared to the frequencies of topics. Additionally, in
combination with other indicators, sentiment scores usually produce better nowcasts than
frequencies in the whole prediction period, especially before the COVID-19 pandemic.

The counterfactual analysis of the models with financial, survey and real activity indica-
tors and text data show that text data can be useful at the early stages of the nowcasts in
the time period before the "COVID-19" pandemic. Text data can complement the missing
information of real activity and financial indicators, which is unavailable at the beginning
of the nowcasting quarter.

7 Outlook

There are several directions for further analysis and potential improvements of the now-
casts. First, it may be reasonable to combine the models for producing the final nowcasts.
This can be realized similar to the approach by Ellingsen et al. (2021). Thus, we can com-
bine the results of the random forest models and the elastic net models to improve the
nowcasts. Moreover, it may be useful to try more complex models such as (deep) artificial
neural networks (Kalamara et al., 2020) or dynamic factor models (Thorsrud, 2020).

In the context of sentiment analysis, it may be promising to compare the SentiWS dic-
tionary with other German-language sentiment dictionaries (e.g., the German-language
dictionary created by Bannier et al., 2019). We can additionally investigate different
sentiment aggregation techniques or exclude potentially irrelevant words using the term
frequency–inverse document frequency (Salton and Buckley, 1988) transformation to en-
hance the expressiveness of topics.

Regarding topic selection, further analysis may cover the use of only the relevant topics.
The relevance of the topics can be defined by their correlation to German GDP growth
or by expert analysis. To keep the human effort within reasonable limits, the number of
potential models need to be greatly reduced for this purpose. Therefore, it could be worth
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using the RollingLDA (Rieger et al., 2021) model, which makes repeated recalculation of
the LDA models unnecessary due to the architecture of the method, as well as it makes
the topics consistently interpretable over time.
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Appendix

Table 10: List of packages for the nowcasting approach construction, evaluation and
visualization.

Package Citation Used for
openxlsx Schauberger and Walker, 2020 read data from "xlsx" format

tosca Koppers et al., 2021 text data preparation and
statistical analysis

ldaPrototype Rieger, 2020 LDA algorithm
foreach Weston, 2020b parallel executing loop

doParallel Weston, 2020a parallel execution of "foreach"
lubridate Grolemund and Wickham, 2011 date configuration

zoo Zeileis and Grothendieck, 2005 time series data aggregation

seasonal Sax and Eddelbuettel, 2018 seasonal adjustment with
X-13ARIMA-SEATS

urca Pfaff, 2008 ADF test
data.table Dowle and Srinivasan, 2020 fast aggregation of the large data

stringi Gagolewski, 2020 string’s processing
glmnet Friedman et al., 2010 elastic net regression
ranger Wright and Ziegler, 2017 random forest regression
Rcpp Eddelbuettel, 2013 R and C++ integration for ranger

Metrics Hamner and Frasco, 2018 evaluation metrics
writexl Ooms, 2021 export data frames to ’xlsx’ format
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Table 11: Overview of selected transformations for predictor variables. The transforma-
tion "1" is a difference transformation, "2" is a percentage changes transformation, and
"0" defines no transformation. Type "f" defines financial indicators, "r" real activity indi-
cators, "s" survey indicators, and "t" text data.

Indicator Type Transfor-
mation Indicator Type Transfor-

mation
bond_10y_

yield f 1 hicp r 2

eurib_3m f 1 cpi r 2

exr_usd f 2
ip_

capital_
goods

r 2

exr_jpy f 2
ip_

civil_
engineering

r 2

exr_gbp f 2
ip_

consumer_
goods

r 2

gold_
prices f 2

ip_
durable_
consumer_

goods

r 2

libor_
3m_us f 1 ip_

energy r 2

M1 f 2 ip_
industry r 2

M2 f 2
ip_

intermediate_
goods

r 2

M3 f 2
ip_main_

construction_
industry

r 2

oil_price f 2

ip_non-
durable_
consumer_

goods

r 2

vix_us f 2
ip_

structural_
engineering

r 2

bus_sit_
Index s 0 turnover_

industry r 2

bus_exp_
Index s 0 ur_de r 1

text (frequencies) t 1 text (sentiments) t 1
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Table 12: The results of the ADF test without a trend and a drift term. The results
show the p-values of the ADF test. When the p-values are equal to or smaller than 0.05,
then the hypothesis about the existence of a unit root is rejected. The expression "< 0.01"
means that the p-values are smaller than 0.01. For all text data, we check the ADF test
on transformed topics for the last LDA update to consider the whole time period. The
possible maximal lag in the ADF test equals 12 (the final results of the test rejection at
level 0.05 also remain the same for 6 lags). For simplicity, the text data results for all
topics are summarized in the last row.

Indicator p-value Indicator p-value
bond_10y_yield < 0.01 hicp 0.16

eurib_3m < 0.01 cpi 0.22

exr_usd < 0.01 ip_capital_
goods < 0.01

exr_jpy < 0.01 ip_civil_
engineering < 0.01

exr_gbp < 0.01 ip_consumer_goods < 0.01
gold_
prices < 0.01 ip_durable_

consumer_goods < 0.01

libor_
3m_us 0.01 ip_energy < 0.01

M1 0.14 ip_industry < 0.01

M2 0.22 ip_intermediate_
goods < 0.01

M3 0.20
ip_main_

construction_
industry

< 0.01

oil_price < 0.01 ip_non-durable_
consumer_goods < 0.01

vix_us < 0.01 ip_structural_
engineering < 0.01

bus_sit_Index 0.96 turnover_industry < 0.01
bus_exp_Index 0.98 ur_de < 0.01

text (frequencies) < 0.01 text (sentiments) < 0.01

Table 13: Example of a topic that changes its structure over time. The case is for
7 topics, extracted from the time periods April 2005 – October 2015 and April 2005 –
June 2021.

Top 10 words
(April 2005 – October 2015)

Top 10 words
(April 2005 – June 2021)

china, russland, indien, eon,
peking, prozent, strom,
russischen, chinas, rwe

china, ezb, wirtschaft, regierung,
europa, banken, griechenland,

usa, land, eu
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Figure 4: The predictor variables cpi, hicp, M1, M2, M3 after the transformation step.
All data are standardised. Each plot covers the time period from Q3 2005 to Q2 2021.
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Figure 5: German GDP growth and its nowcasts at the end of the second month of the
quarter with the AR(1), PCR, the elastic net and random forest models in the out-of-
sample period.
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Figure 6: German GDP growth and its nowcasts at the end of the third month of the
quarter with the AR(1), PCR, the elastic net and random forest models in the out-of-
sample period.
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Table 14: The counterfactual analysis of the random forest model with 9 sentiment-
adjusted ("sent.") topics in the "stable", "COVID-19" and "all" time periods (reports
RMSE). "Text+FSR" is a model with text and financial, survey and real activity in-
dicators, "FR" includes financial and real activity indicators, "FS" financial and survey
indicators, and "SR" survey and real activity variables. "FSR" is the model with all types
of indicators without text data. The bold numbers indicates the best model in each
month in the "stable", "COVID-19" and "all" time periods separately, the italic numbers
the worst.

The "stable" period: 9 sentiment-adjusted topics
Model Text+FSR Text+FR Text+FS Text+SR FSR

Month 1 0.60 0.60 0.57 0.61 0.65
Month 2 0.55 0.56 0.55 0.62 0.59
Month 3 0.47 0.47 0.52 0.45 0.47

The "COVID-19" period: 9 sentiment-adjusted topics
Model Text+FSR Text+FR Text+FS Text+SR FSR

Month 1 5.83 5.98 5.64 5.77 5.66
Month 2 5.59 5.79 5.65 5.71 5.64
Month 3 5.43 5.49 5.59 5.20 5.27

The "all" period: 9 sentiment-adjusted topics
Model Text+FSR Text+FR Text+FS Text+SR FSR

Month 1 3.02 3.09 2.92 2.99 2.95
Month 2 2.89 2.99 2.92 2.96 2.92
Month 3 2.80 2.83 2.89 2.68 2.72
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