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Niklas Benner, Kai-Robin Lange, and Carsten Jentsch1

Named Entity Narratives

Abstract
While the actions of economists and politicians can be influenced by facts, statistics or empirical 
predictions, narratives are becoming an increasingly important factor for the decision making 
in the field of economics and politics. Evaluating such narratives not at selective points in time 
but rather as a timeline can give us an insight on the effects of changing narratives on economic 
processes. We propose a model to detect two distinct types of temporal narratives by evaluating 
the relevance of entities in a timeline of newspaper articles. This methodology is based on the 
fundamental concept that all narratives are driven by and centered around certain entities. We 
provide a model to describe entity-based time dynamic media attention and detect both temporary 
(events) and permanent (structural break) changes of narratives by analyzing the number of 
appearances of an entity and the change in word frequency surrounding it. Our model detects 
several meaningful events and structural breaks, such as Mario Draghi’s well known “Whatever 
it takes” speech in 2012 or the change of narrative surrounding Wladimir Putin due to start of 
the Russian-Ukrainian war in 2022. For instance, this enables us to detect the narrative shift 
contained in newspaper articles about the Russian Federation from being a German business 
partner and gas trader to being called a war mongering regime.

JEL-Codes: C43, C55, C89, E71
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1 Introduction

With the Russian-Ukrainian war affecting both global politics and markets, a suitable
interpretation of the actions of the involved parties is a crucial tool to predict future
diplomatic and economic developments. Will Wladimir Putin continue to supply the
European Union with gas and oil? Will Wolodymyr Selenskyj and Wladimir Putin agree
on a deal to deliver Ukraine’s massive wheat production into the rest of the world to avoid
famines? Also, when looking back at the economy and world politics of the last few
years, narratives about the current COVID-19 situation, with government restrictions
decided by high-ranking politicians being an important factor, can have a large impact
on the economy Harrs et al. (2021). Such questions and forecasts often evolve around
singular entities, mainly being politicians, major companies or banks, and do so beyond
the scope of the aforementioned war and pandemic. Whenever such influential entities
take part in decision making concerning major incidents, narratives start to form. This
process of narrative creation does not stop alongside the event, but rather evolves over
time. A narrative’s lifetime can often be separated into three stages: it starts out as the
prediction of the actions of an entity before said action is taken. It then changes when
the action has already been taken, now containing a possible explanation for the entity’s
action based on its past narratives and related incidents. This narrative often develops
into a retrospective, describing the effects of the action in the following years.

We propose a model based on textual data that analyzes the relevance of entities and the
words commonly surrounding them to detect narratives. The focus on entities enables
us to suppress noise that would usually be part of narrative extraction as only texts
incorporating a specific entity are relevant to said entities narrative and are therefore
analyzed. While this pipeline is prone to our definition of an entity (i.e. if only persons
or also organizations are included) and to the number of entities we decide to analyze, it
enables us to detect events and thus narrative changes, even for less relevant entities. A
person that barely comes up in the news may not be as popular, but there might still exist
a narrative surrounding it. Our pipeline is able to detect when such an entity has a spike
in relevance due to an event surrounding it, which enables us to check the development of
narrative over its lifetime. While most narrative extraction pipelines focus on the most
prevalent narratives, our pipeline is also able to extract narratives and their changes for
less prevalent narratives that surround less important entities. This can for instance be
used when investigating specific companies or economic branches.

To be able to extract and detect changes in narratives, the term has to be properly
defined first. The concept of narratives started becoming relevant to political science in
the 1980s (Fisher, 1984). In economics, the interest in narratives has greatly increased
since the work of Shiller (2017, 2019). In this paper, we leverage our definition of the term
"narrative" from Roos and Reccius (2021), who define a collective economic narrative as
"a sense-making story about some economically relevant topic that is shared by members
of a group, emerges and proliferates in social interaction, and suggests actions". Such
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a collective economic narrative is thus a complex theoretical construct that is hard
to detect. Due to the nature of the newspaper articles we use for our analysis, we
assume that the narratives that we detect are shared by a group and proliferates in
social interaction, as they would otherwise not be relevant enough to be published in an
established German news outlet. Thus, we will focus on detecting "sense-making stories
about economically relevant topics". We do so by analyzing the most important aspect of
each stories: the entities that drive said story and are responsible for any actions within
it. Even if said entity is a politician rather than an economist or CEO of a company, its
actions still often have economical impact. Narratives about politicians can thus still be
considered to revolve around economically relevant topics. Even celebrities, who might
have narratives surrounding them as well, might have an economical impact on a smaller
scale, due to for instance brand deals.

The rest of this paper is structured as follows. In Section 2, we describe our pipeline,
which we evaluate in Section 3 on our data set. We conclude our paper and give an
outlook to future research in Section 4.

2 Model

Narratives are usually born on the basis of events or structural breaks and evolve from
their subsequent interpretation. We aim to detect both structural breaks and singular
events by evaluating the appearances of named entities every single day over the course
of 21 years of German newspaper articles.

2.1 Identification of Named Entities

Instead of trying to find named entities found on the basis of semantic properties, we
aim to detect them more reliably by a supervised approach. We therefore use data
from the German Wikipedia, as every entity that is relevant enough to have a narrative
revolved around it will likely also be relevant enough to have a Wikipedia article. We
use the Wikipedia dump from July 22nd 2022 (a local copy of every Wikipedia article
of the time), including 5.2 million articles1. The articles are categorized, enabling us to
filter for entities with specific properties, such as politicians, economists or celebrities as
well as non-person entities such as companies or countries (see Table 1). This makes it
possible to perform the analysis not only at the level of the individual entities, but also
as an aggregation of generic terms or combinations of categories. Using non-economical
or non-political articles is thus not problematic for our models, as we can simply filter
the texts for entities of interest by their profession.

1https://dumps.wikimedia.org/dewiki/20220720/

https://dumps.wikimedia.org/dewiki/20220720/
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In this analysis, we focus on persons rather than companies and countries. An extension
to such non-person entities is a possible next step to improve our detection and identify
a larger variety of narratives. While incorporating different categories of entities is not a
difficult task, for this analysis, we filter the Wikipedia articles by the categories "man"
or "woman", yielding approximately 857 thousand articles and thus persons that can
be used as entities. These rather strict categories are suitable for a basic analysis of
our model to detect events and structural breaks. Still, other categories enable a more
complex analysis to link the narratives of, for instance, two politicians of the same party.
Then we will be able to distinguish between a party-wide narrative that affects all party
members, and a personal narrative, that affects only one politician. These additional
categories are thus a possible improvement for future research.

A text is assigned to a named entity as soon as the name of the entity is mentioned in
the text. For this, at least the first and last token of the name have to be mentioned in
a row. I.e. for the entity Angela Merkel to be assigned to a text, both the words Angela
and Merkel have to appear in it in direct succession. For entities with multiple given
names, such as Wladimir Wladimirowitsch Putin to be assigned to a text however, only
the term Wladimir Putin has to appear. As the second given name of entities is rarely
mentioned, requiring it to be part of the texts would lead to many missed entities.

2.2 Identification of Events

We differentiate between two types of narratives we aim to detect, both initiated by
an incident. We define an incident as a situation of public interest that, in our case,
translates into articles being written about it. It can be political or economical, like the
outbreak of the Russian-Ukrainian war in 2022 or the announcement of bankruptcy of
Lehman Brothers in 2008. Ultimately it serves as a starting point for narratives to be
born. The narratives of entities being involved subsequently change, either temporarily
or permanently. This section describes our model to detect an event, while the following
section will cover our model to detect a long lasting structural break. We define an
event as a sudden change in distribution that is quickly undone, so that the distribution
returns back to its original form.

If an event is associated with an entity and the entity is sufficiently relevant to the media,
this should be reflected in an increase in the intensity of short term media coverage. The
objective of this analysis is to identify those events that have a significant impact on the
entity and as a result of which the view on the entity has expanded or changed.

The basis of the statistic modeling of medial attention is the daily number of articles in
which the entity is mentioned. We assume our count data to be zero-inflated Poisson
distributed (Jazi et al., 2012). Let Xi represent the zero-inflated poisson distributed
random variable for day i for i ∈ {1, . . . , n} with the poisson parameter λi ∈ (0,∞) and
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the additional inflation parameter πi ∈ (0, 1). Then we define the probability density
function of Xi as

P (Xi = k) =

πi + (1− πi)e
−λi , if k = 0

(1− πi)
e−λiλk

i

k!
, if k ∈ N

where π symbolizes an additional chance to yield a value of 0 in addition to the prob-
ability of the base line poisson distribution. In our context, this additional chance to
yield zero articles per day reflects the fact that (less relevant) entities are not discussed
daily in the media, resulting in too many days with zero articles containing their name
to be poisson-distributed. We estimate our parameters πi,t and λi,t individually for each
entity. Different types of media attention cannot only differ between entities, but are
also dynamic in time. Therefore, the distribution parameters for each entity are calcu-
lated dynamically based on the article counts of ρ days before the potential event using
a rolling window. Since we assume that the general media attention of an entity and
thus the distribution of article counts manifests itself over a longer period of time, and
we consider the short-term outliers as events, we have chosen a window of ρ = 365 days.
Since closer days are more important to estimate the expected media attention on a day,
we weight the observations linearly ascending from with a weight 0 for the observation
365 days before to 1 for the observation of the last day.

Using linear weighting over our rolling window period, the distribution parameters πi,t

and λi,t can then be calculated as

πi,t =
s2 − x̄

s2 + x̄2 − x̄
, λi,t =

s2 + x̄2 − x̄

x̄

with the weighted mean x̄ and weighted variance s2 of the number of articles (Jazi et al.,
2012).

While in statistics, often a test level of 0.05 is used, we are using a monitoring approach.
A level 0.05 test would however yield an type I error 5% of the time. As we test each
entity daily and separately over the course of 21 years of media coverage, we need to
test to a lower level of significance to avoid false detections and to only be notified, if
an actual event occured and needs to manually checked. We therefore determine the
99.9%-quantile of the theoretical distribution and use it as our critical value, as this
represents a test to the level 0.001. If the number of articles on this day is above the
quantile limit, we assume an event for this day. If the limit is exceeded for several days
in a row2, these together form an event.

2If a single day within a chain is under the limit, the event chain will be continued anyway.
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2.3 Identification of structural Breaks

The second type of detection we propose, is a detection of structural breaks. While
events are sudden changes in distribution that only manifest over a short period of time,
structural breaks can be identified as persistent changes in distribution that do not
return to the original state.

Similar to the approach of Rieger et al. (2022), we assume that such structural breaks
manifest in the context in which the entity is used, as a changing context indicates a new
and relevant incident has taken place, involving the entity. Rieger et al. (2022) identify
structural breaks in the entire corpus using a rolling window version (Rieger et al., 2021)
of the topic model LDA (Blei et al., 2003). They demonstrate their change detection
on a data set of the German Bundestag, showing the relevance of this method to detect
changes in political discussions and therefore likely also in narratives (Lange et al.,
2022b). This strategy is however hard to combine with individual entities, as structural
breaks in the texts of a specific entity do not always align with structural breaks of
a specific topic of the model. Thus, we quantify the change of word distribution and
thus entity context by differences in word structure, using cosine similarity (Li and Han,
2013) of absolute word frequencies in different time chunks. A low cosine similarity would
implicate that either the incident the entity is involved in or the reporting about the
entity itself has changed. This might answer interesting questions as to, for instance, how
the style of reporting about the entity Wladimir Putin has changed since the outbreak
of the Russian-Ukrainian war. Using changing word frequencies enables us to interpret
the longevity of the incidents to differentiate if the narrative changed permanently and
thus applies to our definition of a structural break. Still, creating of combination topic
modeling for specific entities might be a possibility to improve our model in future
research. Cosine similarity is denoted by

SC(A,B) =
A ·B

∥A∥∥B∥
(1)

for two vectors A and B, each containing the total count of each word in the entire
vocabulary for the corresponding time periods of the data set Li and Han (2013). The
cosinus similarity allows us to use high dimensional vectors without major problems that
might cause for other similarity metrics. Also we do not need to differentiate between
absolute and relative word frequencies, as the difference between those terms simply
cancels out due to the multiplicative properties of cosine similarity.

To be able to assign the change in the word structure to an unique incident, we analyze
three time intervals for each day that is analyzed. The first interval denotes the time in
which the incident affecting the entities has not yet taken place and the word distribution
is only affected by older narratives. Then the incident takes place and affects the entities
narratives directly for β days. A structural break differs from an event due to the next
γ days, in which the incident still affects the narrative. This time line is shown in
Figure 1
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Before

α days

Incident

β days

After

γ days

Figure 1: Life span of a narrative defined by a structural break. After the incident, the
narrative still affects the word frequencies for γ days.

In theory, a persistent change in the word structure occurs during the days of the event,
the word structure during the incident is significantly more similar to the word structure
after the event than compared to the structure before the event. For a given point in
time t, we use

∆t =SC (event, after) − SC(event, before) (2)

=SC

(
t+β−1∑
i=t

Γi,

t+β+γ−1∑
i=t+β

Γi

)
− SC

(
t+β−1∑
i=t

Γi,

t−1∑
i=t−α

Γi

)
(3)

where Γi with |Γi| = V is the vector of the total count for each word on day i as an
indicator for how much the context of the text containing our entity have changed due
to the incident.

By calculating the leave-one-out cosine similarity of the absolute word frequencies in
texts with our entity in question, the words that have the greatest influence on the
change of the associated words can be determined. Here, a distinction can be made
between words that are less frequently associated with the entity after the incident
and those that co-occur more frequently with the entity. Under the assumption that
narratives are more likely to be born in a short amount of time and regress slowly
by decreasing interest or merging with other narratives, especially those words whose
frequency increases are of special interest. Consequently it is possible to examine how
long these words are associated with the entity, i.e. how long the narrative remains
relevant in this form.

3 Evaluation

The basis of our study is a combined data set with both print and online articles from
"Süddeutsche", "Welt" and, "Handelsblatt". It comprises over 2.8 million articles in a
period from 2001-2022 (see Figure 5). Handelsblatt is a daily newspaper specialized for
economic topics while "Süddeutsche" and "Welt" offer articles to a wider range of topics.
Thus, our data set contains a mix of political, economical and other texts, providing us
with a large list of entities from different professions to analyze.
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Following the approach described in Section 2.1, we found over 90,000 named entities
in the articles. Due to the high computational cost of the search for these entities in
the entire corpus, we searched for the complete set of 857 thousand entities in a random
1% sample of the entire corpus and registered the entities we found. If an entity does
not appear in randomly selected 280,000 articles, it is likely not relevant enough for our
analysis. Since a sufficient number of articles is necessary to model medial attention
analysis, in the following analysis, we focus only on the 1000 out of 90,000 people who
are mentioned most frequently over the entire corpus.

2002 2004 2006 2008 2010 2012 2014 2016 2018 2020 2022
0% 0%

25% 25%

50% 50%

75% 75%

100% 100%

Angela Merkel
Gerhard Schröder
Donald Trump
Barack Obama
Wladimir Putin

Wolfgang Schäuble
Horst Seehofer
Edmund Stoiber
Sigmar Gabriel
Peer Steinbrück

Olaf Scholz
Frank-Walter Steinmeier
Guido Westerwelle
Helmut Kohl
Hans Eichel

Figure 2: Relative occurrences of the 15 most frequent named entities over the entire
data set.

Figure 2 shows the 15 most prominent individuals in the articles analyzed, all of them be-
ing politicians, including 12 Germans, 2 U.S. presidents and Russian President Wladimir
Putin (see Table 2 for more categories.) The most frequently mentioned person is "An-
gela Merkel", with over 82 thousand articles. Her relative importance rose after she
became the German Chancellor in 2005 and stayed relatively stable during her 16 years
in office. Despite being in power for only one term, Donald Trump appears more often
than Barack Obama, as he receives more media attention than any other person during
the years of his presidency.

For a more detailed analysis of our entities, we created a network for community visu-
alization with Yifan Hu’s algorithm using Gephi (Bastian et al., 2009), displaying all
connections between entities with a jaccard coefficient (Jaccard, 1912) of at least 0.02
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(i.e. both entities appear in the same text at leas 2% of the time). The results can be
found in our GitHub.

Figure 3 shows the number of articles per day in which Mario Draghi is mentioned. The
dotted line displays the 99.9%- quantile of the theoretical Poisson distribution which
was calculated on the basis described in Section 2.2. The days on which the quantile
limit is exceeded are marked in red. A total of 57 such event days can be identified
in the period between 2010 and 2022. If the entity would be mentioned following the
Poisson distribution based on the last 365 days with no true events, the test would only
detect an event in one out of one thousand days on average, which would result in a
total of four to five detections over the entire time period. 57 detections compared to
the expected four to five however suggest that there are a lot of true events that can be
interpreted.

The first spike of media attention was triggered when Draghi took over the office of
President of the ECB in November 2011. The most significant moment in his presidency
was when he announced that ECB will ”do whatever it takes to preserve the euro” on
July 26, 2012. This is also evident in the article number, as the event identified in the
following four days (see also Figure 6).
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Figure 3: Number of articles mentioning "Mario Draghi" per day

https://github.com/niklasbenner/event-narratives
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Comparing the words associated with Draghi during the α = 30 days before July 27th
with those during the γ = 30 days after July 31st, we find by taking ∆t that the words
used during the event are much more similar to those used after the event than before
(∆t = 89.64%− 78.83% = 10.81%). So this turning point in the history of the euro also
represents one for the media’s view of Mario Draghi.

If we use the leave-one-out cosine similarity to determine the words that have the great-
est importance for the occurrence of the structural break we can recognize possible
narratives: After the event, "bundesbank" and "weidmann" come into connection with
Draghi much more frequently as Draghi got into a conflict with the German National
Bank and its president, which was also magnified by the (German) media. The issue
of possible illegal "staatsfinanzierung" (engl. state financing) would accompany Draghi
for many years to come. Draghi as a person became more political ("politik") and was
criticized by German media and politicians like "dobrindt" and "seehofer". On the other
side, the uprise of "retten" (engl. rescue) could point to the narrative’s birth of Draghi
as the savior of the euro.
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Figure 4: Number of articles mentioning "Wladimir Putin" per day

Analogous to Figure 3, Figure 4 shows the number of articles containing the entity
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Wladimir Putin over the time period. While there are a couple of events detected
throughout, two time periods contain particularly many events: late 2014 and early
2022. During these time periods, the entity rose in relevancy. Both dates mark two
phases of Russia’s invasion of the Ukraine – the annexation of Crimea in 2014 and the
Russian-Ukrainian war of 2022. The latter is a long lasting incident, as the appearances
of the entity continue to stay at its new level, which leads to a total of 19 detections
(see Figure 7). Along with the change in word distribution surrounding this entity, we
can assume that this narrative change was a structural break rather than a short-term
event. Terms like "krieg" (engl. war), "angriffskrieg" (engl. war of aggression) are much
more frequent than before the war started, even if Russia officially called it a "military
operation" rather than a war. The words "menschen" (engl. the people), "flüchtlinge"
(engl. refugees), "mariupol" and "butscha" started being mentioned alongside Wladimir
Putin, as authors started to write about the victims of this war.

4 Conclusion

Identifying and evaluating narratives is becoming an increasingly important task in
modern research. Depending on the definition and specifications, narratives can for
instance be used to analyze expert opinions on economical actions, such as ways to
resolve the high inflation in 2022, or the public opinion on parties and their politics.
All these narratives revolve around entities, such as persons, parties, organizations or
companies. We therefore seek to detect narratives using these entities.

We propose two models to detect narratives in a timeline by analyzing either the number
of entity appearances or the change of word frequencies surrounding those entities. We
use these different models to detect two distinct types of narrative. The narrative can
have a very short life span, as it is linked to a temporary (perhaps seasonal) event that
has no long lasting consequences. Or it can have a long lasting life span, starting out as
an incident that changes the narrative of an entity permanently.

We evaluate our models on a data set of German news paper articles and detect several
meaningful narratives surrounding major entities like the Russian president Wladimir
Putin and Mario Draghi.

In future research we aim to improve our model by incorporating not only persons
but also organizations and companies as entities to analyze. An additional pipeline to
investigate the texts shortly after an event or structural break has been found, such as
the pipeline proposed by Lange et al. (2022a), can be useful to extract the essence of
changes that occured more easily. We also plan to compare our structural break detection
using real word frequencies with word frequencies of topic models, which was proposed
by Rieger et al. (2022) to detect structural breaks for possible narrative detection.
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Appendix

Man 718,836 Actor 48,592 Swiss 27,491
German 294,593 Briton 41,517 Literature (20. century) 27,370
Woman 147,249 Austrian 37,252 Literature (German) 26,485
US-American 109,366 Abbreviation 34,690 Europe by place 26,014
Author 65,805 French 34,288 Actor 24,304

Table 1: Most frequent categories of German Wikipedia articles

Man 884 US-American 113 Journalist (DE) 50
German 666 Author 74 Manager 49
Politician (21. c.) 166 National football player (DE) 59 SPD member 49
Politician (20. c.) 142 Actor 52 Lawyer 37
Woman 116 GDR citizen 52 French 35

Table 2: Distribution of categories for the 1000 most frequent persons
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Figure 5: Number of articles published by "Süddeutsche", "Welt" and "Handelsblatt".
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Figure 6: Number of articles mentioning "Mario Draghi" per day in 2012

2022
0

10

20

30

40

50

Ar
tic

le
s p

er
 D

ay

Figure 7: Number of articles mentioning "Wladimir Putin" per day in 2022
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