ECOMNZTOR

Make Your Publications Visible.

A Service of

ﬂ I I I Leibniz-Informationszentrum
° Wirtschaft
o B Leibniz Information Centre
h for Economics

Sartal, Antonio; Gonzalez-Loureiro, Miguel; Vazquez, Xosé H.

Article

Meta-analyses in management: What can we learn from

clinical research?

BRQ Business Research Quarterly

Provided in Cooperation with:

Asociacién Cientifica de Economia y Direccién de Empresas (ACEDE), Madrid

Suggested Citation: Sartal, Antonio; Gonzélez-Loureiro, Miguel; Vazquez, Xosé H. (2021) : Meta-
analyses in management: What can we learn from clinical research?, BRQ Business Research
Quarterly, ISSN 2340-9436, Sage Publishing, London, Vol. 24, Iss. 1, pp. 91-111,

https://doi.org/10.1177/2340944420916310

This Version is available at:
https://hdl.handle.net/10419/261893

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor durfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dirfen die Dokumente nicht fiir 6ffentliche oder kommerzielle
Zwecke vervielféltigen, 6ffentlich ausstellen, 6ffentlich zugénglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfiigung gestellt haben sollten,

gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewahrten Nutzungsrechte.

@ https://creati /licenses/by-nc-nd/4.0/
WWW.ECON5TOR.EU

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

Mitglied der

Leibniz-Gemeinschaft ;


https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.1177/2340944420916310%0A
https://hdl.handle.net/10419/261893
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/

1) Check for updates

BUSINESS

RESEARCH
QUARTERLY

Methodological Insight

Business Research Quarterly
2021, Vol. 24(1) 91111

© The Author(s) 2020

Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/2340944420916310
journals.sagepub.com/home/brq

®SAGE

Meta-analyses in management:
What can we learn from
clinical research?

Antonio Sartal', Miguel Gonzalez-Loureiro'?
and Xosé H. Vazquez'

Abstract

We analyze the weaknesses of meta-analyses (MAs) in management research using as benchmark a scientific field where
this technique shows a longer tradition: clinical research. We suggest four areas in which management research MA
practices should improve: (1) availability of information and replicability of primary research, (2) correct application
of statistical support, (3) execution of heterogeneity analyses, and (4) standardization of result reporting. Using a
representative MA on an operations management topic, we identify qualitatively the aspects to be improved at each
stage. We show the different results that could have been achieved by following standard procedures in clinical research,
incorporating different “good practices” from this research field. Overall, these recommendations aim at improving the
transparency and replicability of MAs, which can not only facilitate the accumulation of scientific knowledge but also
intensify the dialogue between academia and practitioners.
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increasing number of contradictory results that often ham-
pered scientific progress (Carlson & Ji, 2011). Thus, while
the growth of MAs in clinical research has been spectacu-
lar, their dissemination in the field of management has not
progressed to the same extent (Aguinis et al., 2011a; Grand
et al., 2018). In fact, predictions based on a review of the
main management journals, which forecasted more than
1,000 MA studies in 2015, have been overly optimistic
(Aguinis et al., 2011c): whereas the authors identified 196

Introduction

Meta-analyses (MAs) began to spread in the mid-20th cen-
tury to integrate and synthesize the results of an increasing
number of studies in areas such as psychology and epide-
miology (Aguinis et al., 2011c; Geyskens et al., 2009).
Essentially, MAs aim at synthesizing the effect of interest
by aggregating the estimations of a number of primary
studies to estimate a global effect size (Cooper & Hedges,
1994a; Hunter & Schmidt, 1990). This effect size can be
correlations (linear associations between pairs of varia-
bles), mean differences (between groups), or ratios (hazard
ratios, risk ratios, or odds ratios of an event occurrence in
a number of groups).

Its subsequent development in other areas, such as
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management, was the result of the gradual deployment of
scientifically mature research practices; however, the very
same development of MAs in these fields ran parallel to an
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studies in their 1982-2009 literature review, only 186
studies were published from 2010 to 2017 (10% of the ini-
tial forecast). A number of voices have raised the issue of
how management scholars can benefit from the advances
in areas such as clinical science, and there are open calls to
adapt and adopt those good practices (e.g., Croucher,
2019; Kepes et al., 2012).

The reasons for the underutilization of this methodology
in management research have barely been addressed.
Indeed, some academics have analyzed the statistical limita-
tions of certain approaches to MAs and have also demon-
strated how the results can differ radically depending on the
method (Aguinis et al., 2008) or the effect size metrics (e.g.,
Hedge’s g vs. Cohen’s ¢ for mean differences). The fre-
quency of use of two of the main statistical approaches—
namely, Hunter and Schmidt (H&S; 1990, 2004) and Cooper
and Hedges (C&H; 1994a and its subsequent updates, such
as Cooper et al., 2009)—is one of the most striking aspects
of the comparison between clinical research and manage-
ment research MAs. While both methods (H&S and C&H)
should not be seen as a dichotomous choice, the H&S
approach has become the standard in management (Aguinis
et al., 2011a), even if it should not always be applied in
every MA. Divergences in statistical methods alone cannot
explain the different levels of MA development in these two
fields, nevertheless. These methods are readily available to
both, and, in fact, they inspire various methodological rec-
ommendations of the most recent management-related MA
updates (Aguinis et al., 2011b; Geyskens et al., 2009). By
contrast, compared to the one single roadmap that most
MAs in management follow, there are various normative
guidelines in clinical research depending on the type of pri-
mary studies they synthesize. The reasons for the underutili-
zation of MAs in management could consequently go
beyond simple statistical issues.

Our thesis is that the slower adoption of meta-analytic
practices in management has to do with the diverse per-
spectives shown by the analysis and even the way data are
presented. We can synthesize the origins of the gap
between the two scientific fields into four major areas: (1)
limited replicability of MAs in management, mainly due to
the difficulty in obtaining information from primary
research, (2) the emphasis authors give to the selection and
reporting of the statistical method, (3) scarce use of hetero-
geneity analysis and methods for triangulating results, and
(4) a lack of norms in meta-analytical procedures and sub-
sequent reporting in management. All these factors hinder
the review processes, slow down the accrual of knowl-
edge, and reduce its usefulness for several groups of busi-
ness stakeholders (entrepreneurs, managers, labor unions,
government, and so on).

Section “Background: meta-analytic procedures in clin-
ical research and management” summarizes the literature
to introduce the comparison between meta-analytic proce-
dures in management and those used in clinical research.

Once we identified the main differences, we chose what
we consider a high-quality and highly cited management
research MA (Mackelprang & Nair, 2010), representative
of what can be generally observed in the area, easy to
understand for a non-specialist and published in a top out-
let such as the Journal of Operations Management. We use
this MA to exemplify our initial diagnosis and delve quali-
tatively into the different results authors could have
obtained if they had followed the standards of clinical
research. The study by Mackelprang and Nair (2010)
addresses the relation between just-in-time (JIT) and firm
performance (Forza & Di Nuzzo, 1998; Thomé et al.,
2016). Thus, using the normative guidelines of clinical
research as a benchmark, we illustrate in section “A case
study” the areas of improvement with a holistic view of the
entire meta-analytical process. Then, section “Results and
discussion: reviewing and completing the H&S approach”
synthesizes the main lessons to offer a proposal for meta-
analytic standards in management (MASM). This proposal
includes the entire analytical process—beyond the mere
statistical analysis—from the systematic literature review
and the information gathering to the final reporting of
results. Our recommendations target not only MA authors,
nevertheless, but also the authors of primary research stud-
ies and the editors who publish them.

Background: meta-analytic
procedures in clinical research and
management

There are several methods to synthesize a body of knowl-
edge on a certain phenomenon related to bibliometric tech-
niques (see Zupic & Cater, 2015 for a list), such as mapping
the intellectual structure of research (e.g., Dabic et al.,
2014), bibliographic coupling, network analysis of refer-
ences or co-citations (e.g., Martin-de Castro et al., 2019),
or even discursive reviews (e.g., Martinez-Noya and
Narula, 2018). Each of them is appropriate to answer dif-
ferent questions, such as delving into the main theoretical
approaches, who the experts in a topic are, or what emer-
gent topics are being addressed. Their ultimate goal is to
provide the state of the art and, frequently, a discussion on
a future research agenda. However, all these bibliometric
techniques mainly provide qualitative rather than quantita-
tive responses.

By contrast, MA is a type of quantitative literature review
that essentially seeks two goals (Miller & Pollock, 1994):
(1) the integration of primary research results by contrasting
hypotheses and (2) the presentation of new hypotheses not
included in primary research. Thus, in addition to the inte-
gration of results or the refutation of established hypotheses,
heterogeneity analysis of primary studies opens up new
avenues of inquiry (Carlson & Ji, 2011).

Regarding the first goal, meta-analytic integration offers
aggregated results about a particular phenomenon—by
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Table |. Breakdown of frequencies of hits citing C&H and H&S, by research domain.
Research domain # of citing C&H % Of total hits  # of citing % Of total hits ~ Share of the domain
citing C&H H&S citing H&S
C&H share H&S share
Clinical: related areas 2,158 33.2 534 10.6 80.2% 19.8%
Business Mgmt.: related areas 282 4.3 1,207 239 18.9% 81.1%

Pearson’s chi-square test of independence between rows and columns: chi-square=1,478.81, | d.f. at the alpha level =.05, and p value <.001

The table was built with the “search citing works” tool from the Web of Science (WOS) using all citations indexed for C&H, H&S, and their
subsequent updates (e.g., Cooper et al., 2009; Hunter & Schmidt, 2004; Schmidt & Hunter, 2015), without restricting the cited work to a certain
initial date. We then computed the frequencies within the C&H/H&S matrix and research domains by grouping the research areas related to
clinical research and business management research. Significance levels of the test are those of the Pearson’s Chi-square test. Bold has been used to

highlight the highest proportions in each case.

estimating the target effect size and additional statistics—
that are more accurate than those included in each individ-
ual study. Very often, management research MAs focus on
evaluating the association between some independent and
certain dependent variables, so the effect size of interest is
a correlation. Clinical research MAs, nevertheless, usually
involve the comparison between control and treatment
groups, so the effect size of interest is typically the differ-
ence of means or a binary variable, and therefore, the effect
size is a risk or an odds ratio. In any case, one must keep in
mind that to aggregate the findings of multiple, independ-
ent studies, researchers need to deal with various measure-
ment methods or sample sizes, among other issues. These
“methodological imperfections,” which are not attributable
to the facts being studied, are called artifacts. Hunter and
Schmidt (1990) identify up to 11 artifacts that inflate artifi-
cially the estimate of effect size with regard to the real cor-
relation in, primarily, psychometric studies. If the distorting
effects of the artifacts are not offset, then the effect size
variability between different studies could be mistakenly
attributed to moderating variables. In cases where there is
high heterogeneity in primary research, MAs help to iden-
tify potentially moderating variables that may uncover new
hypotheses initially neglected. Hence, the second purpose
of MAs stated above.

The process of MAs in the field of clinical
research

We posit that the field of clinical research provides an
insightful benchmark for good MA practices in manage-
ment. This statement is based on two major observations:
on one hand, we can highlight the maturity of this field in
terms of frequency of MA use to produce cumulative
knowledge. On the other hand, it is worth noting that MAs
in the clinical setting have undergone a significant explicit
normative development in recent years (Geyskens et al.,
2009). Thus, depending on the type of MA addressed, clini-
cal researchers use different guides such as Preferred
Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA; Moher et al.,, 2015), Quality of
Reporting of Meta-analyses standards—QUORUM and

Meta-analyses Of Observational Studies in Epidemiology—
MOOSE (Stroup et al., 2000), STrengthening the Reporting
of OBservational studies in Epidemiology—STROBE
(Vandenbroucke et al., 2007), or the Cochrane Handbook
(Higgins & Green, 2011). With regard strictly to the statis-
tics, clinical research also follows the guidelines proposed
by Cooper and Hedges (1994a; 80.2% of MAs as shown by
Table 1). Overall, the implemented standards reflect an MA
process of execution and reporting that follows five stages:

(1) Problem statement, variables at stake, and formula-
tion of hypotheses. At this stage, researchers pose
the problem statement and identify the studies to be
incorporated, as well as the type of information that
will be collected. The variables and the research
hypotheses must be defined clearly and precisely.

(2) Literature review and data collection. This second
stage involves a systematic literature review and the
collection of data. It is advisable for this stage to be
conducted by two or more reviewers. There must
also be a clear and explicit definition of the search
strategy and the inclusion (and exclusion) criteria. In
clinical research, studies not yet published that
address the variables of interest are included, along
with those published in scientific journals.

(3) Evaluation of the studies. This is a key phase
because of its influence on the validity of the MA.
Beyond clear descriptions of the methodology—in
the PRISMA methodology, for example, an inform-
ative flowchart is usually included—scholars
should codify and include certain parameters from
primary studies, such as the measurement of effect,
or the information to obtain it; the sample size; and
any information about the sample characteristics
that may lead to the posterior detection of hetero-
geneity across studies.

(4) Analysis of results. This stage includes the statisti-
cal analysis, as well as its interpretation and quality
assessment. Once the combined effect measure and
its corresponding confidence interval have been
obtained, heterogeneity analysis follows. This is
crucial for the MA to determine whether the effect
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is universal or whether it depends on some contex-
tual variable or classification of the subjects.

(5) Presentation of results. In this last stage, research-
ers must present two main outputs: on one hand,
they should report the main results (e.g., com-
bined effect measure, corrections for systematic
attenuating artifacts, and correction for interde-
pendent effect sizes). On the other hand, they
must also present MA quality assurance measures
such as publication bias, outliers, influential stud-
ies, and heterogeneity—moderation analyses
(Geyskens et al., 2009). Cooper (1990) showed,
in fact, that MA reviewers draw heavily on their
ability to interpret results, so the organization of
content and clarity are key to achieving what
Cooper and Hedges (1994b) call wisdom in inte-
grative reviews. Although all this information is
common in clinical research, MAs in the manage-
ment field still show a large space for improve-
ment (Schild & Voracek, 2013).

MA in management: main differences with
clinical research

The main elements of discussion in management research
MAs have converged so far around statistical choices. A
non-exhaustive list of papers reflecting these concerns
include Cortina (2003), Aguinis et al. (2005), Kisamore
and Brannick (2008), Aguinis et al. (2008), Geyskens et al.
(2009), Aguinis et al. (2009, 2011), Aytug et al. (2012),
and Kepes et al. (2012). Nevertheless, whereas 80.2% of
MA studies in the clinical field follow the C&H approach,
as recommended by the above-mentioned guides, the share
of H&S is 81% in business management MAs (Table 1).
This is consistent with the 83% found by Aguinis et al.
(2011a) and the 80.8% found by Aytug et al. (2012).
Accordingly, given the lack of normative development in
management research MAs, this raises the question of
whether the implementation of H&S reflects editors’ and
reviewers’ requirements, or whether it is mainly due to a
continuous mimicry in the application of MA procedures
even when they are not pertinent to the problem and/or
data being addressed.

While the emphasis on statistics was probably needed
at a time when measurement and analytical diversity gen-
erated much confusion, it is necessary now to expand the
focus. Following the stages described above, we present a
discussion below of the main challenges and how they
could be resolved following clinical research.

Hypothesis formulation and data collection: replicability issues.
Several authors have identified these first two stages as
being the most problematic and associated with the rela-
tively low adoption of MAs in the management field (e.g.,
Aguinis et al., 2005; Bosco et al., 2017; Geyskens et al.,
2009; Kepes et al., 2013). We have decided to merge them

because the associated flaws we identify in both of them
are inextricable linked.

The main problem is that primary research on manage-
ment topics does not always report the necessary informa-
tion, nor does it use transparent practices. The elaboration
and contrast of new hypotheses require the availability of
sufficient information in primary research to obtain the
appropriate measurement of effect size for each subsam-
ple. While the primary clinical research studies often
include this information due to the required reporting
standards, the less frequent use of these normative stand-
ards in management results in insufficient relevant infor-
mation. For instance, Cao and Lumineau’s (2015) MAs on
the interplay between contractual and relational govern-
ance in supply chains had to exclude 402 of the 545 empir-
ical studies because they did not include the required
correlations. The exclusion of certain studies from MAs
may, therefore, be a cause of publication bias. Another
example is the MA on lean production and firm’s perfor-
mance performed by Abreu-Ledon et al. (2018). These
authors reported they tried to contact with authors of those
primary studies that reported incomplete information, but
none of them answered.

Furthermore, there are numerous primary research
studies in management that lack sufficient power (sample
size) to achieve statistically significant results, which
makes management research MAs with adequate sample
sizes lack the precision needed to estimate effect size
(Dalton & Dalton, 2008). This is the case of the MA per-
formed by Chen et al. (2010) on the antecedents of new
product development speed. Their MA presents the ade-
quate sample size, but 11 of the 70 articles were based in
sample sizes below 40 cases and some included as low as
24-30 observations in the sample.

Evaluation of studies: conceptualization problem. There is
also a problem of semantic confusion in management that
prevents MAs from being applied more extensively (Cor-
tina, 2003). While each concept in clinical research is
unique and precisely defined, we find conceptual defini-
tions in management that appear to be different, either in
the name of the variable or due to definition nuances. In
addition, the same concept may be imbued sometimes with
different meanings (Mackelprang & Nair, 2010).

This may have been the reason for the enormous propa-
gation of what is currently the most common MA approach
in management: Hunter and Schmidt (1990). This type of
analysis—called psychometric MAs—comes from the
field of operational psychology, and perhaps due to certain
similarities with research practices in management (e.g.,
use of questionnaires, different nomenclatures and metrics
for the same concept, and so on), its dissemination has
been even identified by some authors as a source of weak-
ness in management research MAs (Aguinis et al., 2011a).
Le et al. (2009) ponder the necessary consolidation of the
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various conceptual vs. operational definitions and argue
that conceptualizing is different from operationalizing its
measurement, hence their claim on the need to introduce
an attenuation of that artifact. Be as it may, the problem of
conceptualization is still pervasive among management
research MAs (Cortina, 2003). Rosenzweig and Easton
(2010), for instance, present an MA on the tradeoffs that
designing a manufacturing strategy entails. They introduce
the evolution of the concept tradeoff in manufacturing in
their background and specifically discuss the problem
raised by the different approaches to the conceptualization
of these tradeoffs. A critical issue follows: the extent to
what the papers reviewed may have used the same opera-
tionalization while holding on the same conceptualization.
In the clinical area, by contrast, there are particular guide-
lines to transform some measurements into others coher-
ently with the idea expressed by Le et al. (2009).

Analysis of results: the problem of the psychometric approach
and evaluation of heterogeneity. Although literature is always
evolving in any scientific field, there is a higher consensus
in clinical research than in management regarding the meta-
analytical procedure or the best statistical technique for a
given objective (Kepes et al., 2013). Aguinis et al. (2011a)
found 21 different methodological choices that could alter
results (e.g., from how to weight the measure of effect size
or how to aggregate these measures, to whether fixed or ran-
dom effects should be used and many others).

A crucial decision that researchers must make is
whether to use fixed or random effects to estimate effect
size. The fixed-effects model is appropriate when assum-
ing that a large part of the difference in effect size between
the primary research studies is due to sample variability
(Cooper & Hedges, 1994b; Hunter & Schmidt, 2000). It is,
therefore, a conditional inference only for the meta-ana-
lyzed k studies (Hedges & Vevea, 1998). The random-
effects model maintains that part of the sample variance is
actually due to variations in the effect size, while another
part may be due to sampling variance (Overton, 1998).
This second option is usually the suggested method for the
management field (Kisamore & Brannick, 2008).
Nevertheless, authors such as Hedges and Vevea (1998)
and Overton (1998) stress that the choice between fixed
and random effects should be based on the extent to which
the observed variance adjusts to what would be expected if
it were distributed exactly as predicted by the fixed-effects
model (i.e., the same in all the studies) or by the random-
effects model (i.e., one part is common and the other is a
random variation across the studies). Furthermore, the
results of a fixed-effects model can only be valid for the
meta-analyzed studies (the sample studies are the popula-
tion), while random-effects estimations can be extrapo-
lated beyond those studies (the sample studies are only a
portion of the total population). In management, this
choice is not frequently reported. For instance, the MA by

Rosenzweig and Easton (2010) analyzed primary studies
that essentially included self-reported measures of trade-
offs in manufacturing, but they did not report whether they
used a fixed- or a random-effects model. Both approaches,
H&S and C&H, acknowledge this issue.

The other critical decision in this stage is to define the
necessary corrections to be made in the effect measure-
ments. The Hunter and Schmidt handbooks provide a
detailed technical explanation of the correction of arti-
facts in the MA of correlations. Hunter and Schmidt
(1990) identified up to 11 artifacts in Chapter 2 (e.g.,
measurement error, dichotomization of variables, or sam-
pling error) that may cause a study’s correlation to differ
from the actual “true” correlation between independent
and dependent variables. Since management research
MAs often incorporate psychometric measures, it is
advisable to correct for artifacts following the H&S
method. The ultimate objective of the study should
always be considered, anyway, so researchers should not
simply correct the effect measurements systematically
neglecting the approach that was used. For example,
there is a striking lack of correction for range restriction
artifacts in management, for both dependent and inde-
pendent variables, which Aguinis et al. (2011a) identified
in almost 90% of the cases. The C&H approach also
advocates for these corrections, although through differ-
ent computations. Whereas H&S use each study’s sample
size (ni) and the artifact attenuation factor (A) as an
approximation to the optimal weights, clinical research
follows essentially the C&H approach, which weights by
an estimation of the inverse variance of each effect size.

Once the estimation of effect size is complete, for those
cases with high heterogeneity among the primary research
studies, the MA helps to identify possible moderating vari-
ables and serves as a source of new hypotheses. This is
where a very significant problem emerges when scholars
follow the H&S approach (Geyskens et al., 2009) because
it recommends the use of the well-known Ratio2' estima-
tor. This ratio aims at detecting heterogeneity caused by
the aggregation of studies that contain different groups
based on a certain moderator variable. It has been subject
to criticisms due to the purely informative, non-probative
nature of this test (Borenstein et al., 2009; Schulze, 2004).
Accordingly, this literature has proposed additional tests,
such as ? and H?>—which are widely used in the clinical
field—to detect possible moderators. Whereas the /2 index
describes the percentage of variability that is due to hetero-
geneity rather than to sampling error, the /2 index is calcu-
lated as the ratio of the unaccounted-for variability in
effect size to the level of sampling variability (Borenstein
et al., 2009). Some authors even recommend using several
different methods to triangulate heterogeneity analyses to
detect the presence of moderating effects (Kepes et al.,
2012, 2013) The difficulties to perform any of these het-
erogeneity analyses can be found for instance in the MA
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Kolev (2016) performed on the relationship between sev-
eral variables and divestitures. He only tested heterogene-
ity by means of overlapping in confidence intervals to
subgroups and he followed the H&S approach. Another
example is the meta-analytic structural equation modeling
that Horstmeier et al. (2017) developed in the study of the
differential effects of transformational leadership on mul-
tiple identifications at work. They only relied on the
Hedges and Olkin (1985) Q statistic for the heterogeneity
analysis and they performed no other triangulation despite
the low power of these statistics.

Presentation of results: lack of normative
guidance

The lack of normative standards for reporting results is not
only a question of aesthetic clarity. It prevents the replica-
bility of MAs, adds complexity for scholars in evaluating
their quality, and makes it harder for practitioners to assess
their usefulness (Aytug et al., 2012; Grand et al., 2018).
Schild and Voracek (2013) compared the use of graphs
across and within the disciplines of medicine, psychology,
and business. In the 55 articles analyzed from business, they
found that only two had reported a forest plot, a funnel plot,
or a flowchart. Meanwhile, among the 523 articles analyzed
from medicine, they found 1,037 forest plots (an average of
nearly two per paper), 39 funnel plots, and 178 flowcharts.
Similarly, Geyskens et al. (2009) found that only 3.5% of
the sample analyzed (196 MAs) had incorporated complete
information on reliability to ensure the replicability of the
studies. The same study by Geyskens et al. (2009) identified
other elements that not often appear in the presentation of
results, such as analyses of publication bias (only 15% of
MAss analyzed), of sensitivity, or of outliers (barely 16%).
The development and dissemination of standardized
reporting guidelines are, therefore, essential, not only to pro-
vide clarity and transparency to studies but also to allow sub-
sequent updates that support the cumulative build-up of
knowledge. In fact, several authors have taken some tenta-
tive steps in this direction. Kepes et al. (2013) offer models
to summarize the primary research data: the contour-
enhanced funnel plot, the funnel plot with trim, or the forest
plot of the moderator effects, among others. The recommen-
dations of Kepes et al. (2013), however, have not been imple-
mented in the management research MA literature (this study
received a meager average of 13 citations per year in 2016
and 2017). Anzures-Cabrera and Higgins (2010), on the
other hand, have offered a guide on how to produce graphic
illustrations in MAs with a very similar outcome.

A case study

Selected case and methodology

We use Mackelprang and Nair (2010) as a case study to
delve into the strengths and weaknesses of MAs in

management research and subsequently develop holistically
a proposal for meta-analytic standards beyond statistical
considerations. The choice of this article was not random.

To begin with, the article addresses the relationship
between JIT manufacturing practices and performance
outcomes, which represents an easily comprehensible
problem statement even for colleagues working on mar-
keting, finance, international business, strategy, and so on.
Furthermore, the article is also a very cited article in its
field. A more recent paper would not meet this require-
ment, but more importantly, it reflects a very relevant
issue: we keep basing our analyses on papers that could
have altered results if performed differently. Third, the
article is of unquestionable quality and has been validated
by the reviewers and editors of a prestigious journal, so it
is also a good case study to illustrate areas of improve-
ment. To put it bluntly, it would not be very surprising for
BRQ readers if we posited areas for improvement using a
paper published in a Q4 operations management journal
(regardless of its citations), particularly those upon which
the replicability of a scientific study depends. Finally, the
authors followed Hunter and Schmidt (1990, 2004), the
most widespread approach in management as shown in
Table 1 and other studies (Aguinis et al., 2011a). This is
important because its wide dissemination in management
research MA advises to build our proposal upon estab-
lished strengths, addressing nevertheless its weaknesses
by resorting to clinical research common standards.

Together with the insights from section “Background:
meta-analytic procedures in clinical research and manage-
ment,” which mainly address areas for improvement in
primary studies, replicating Mackelprang and Nair (2010)
will allow us to offer a meta-analytical procedure and, spe-
cifically, to provide recommendations on how and what
information should be included. The result of this effort is
an eclectic approach that somehow unifies H&S and C&H
as a reflection of current practices in management and
potential benefits from imitating clinical MAs.

Data collection

In this stage, we observed two potential areas of improve-
ment that would ensure the replicability of the MA. First, as
proposed in clinical research MAs, the first stage should
consist of a systematic literature review using different
sources to identify all the primary research studies address-
ing the question at hand. However, similar to many MAs in
management, Mackelprang and Nair (2010) limited their
search to only certain scientific journals: “the journals in the
areas of operations management, management, marketing,
and logistics” (Mackelprang and Nair, 2010, p. 286). It is
very possible that numerous articles on the subject (pub-
lished in other journals in the field or related fields) have
been overlooked when one considers that criterion. Second,
once the global correlation was estimated, it would have
been necessary to evaluate the goodness of fit by analyzing
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publication bias (which does not appear in the original MA),
thus allowing the validity of the MA to be determined.
Furthermore, we could verify the difficulty in replicating
management-related MAs because of the limited informa-
tion contained in the vast majority of the primary studies
addressed by Mackelprang and Nair (2010). Following the
example of Aguinis et al. (2005), a personal email was sent
to all correspondence authors of the 25 primary research
studies (listed in Table 2). When emails were returned as
undeliverable, they were sent to the other authors. We sent
two rounds of emails, but only one author replied. This
proves the difficulty in obtaining the necessary information
from primary studies, as Mackelprang and Nair (2010)
acknowledge in their own paper. They remark not only (p.
296) that seven of the 60 relationships examined did not have
sufficient data available but also that when they tried to con-
tact the primary authors, only 13 of the 23 studies that lacked
that information replied. We should emphasize the total
number of studies they meta-analyzed was 25. This led the
authors to substitute reliability measures of JIT practices and
performance by the average of those studies reporting them.
Coherently, their work stresses the need for journals’ editors
to demand the complete presentation of results in primary
studies (descriptive data, correlations, and confidence meas-
ures), as well as the creation of specific forums where authors
include supplementary materials or requests for information
(e.g., MetaBUS, as reported by Bosco et al., 2017). We
should furthermore note that our literature review was not
expanded over theirs: we work directly with the set of arti-
cles used by Mackelprang and Nair (2010) to avoid possible
differences due to a different sample of primary studies.
Regarding statistics, Hunter and Schmidt (2004) was
chosen for the first stage. Since management researchers
usually incorporate psychometric measures, it is advisable
to correct for artifacts (measurement error, dichotomization
of variables, or sampling error) that may cause the study of
the correlation to differ from the current “true” correlation
between independent and dependent variables. In the sec-
ond stage, we evaluate the combined correlation. Although
it is most appropriate from the clinical perspective to
employ empirical Bayes or the method of restricted maxi-
mum likelihood (REML; Sidik & Jonkman, 2007), we
chose the H&S estimator—as Mackelprang and Nair
(2010)—to start with the same values. Nevertheless, for
comparative purposes, we included the results of both H&S
and REML methods. We used the software package R
v.3.4.0 (R Core Team, 2017) and the packages metafor 2.0
(Viechtbauer, 2010) and MAc 1.1.0 (Del Re & Hoyt, 2010).

Results and discussion: reviewing and
completing the H&S approach
The primary studies to be included in our replication of

Mackelprang and Nair (2010) were exactly the same they
used. The rationale is comparing the difference in results

that merely depends on the approaches themselves. We do
include an Appendix 1, however, with the complete search
strategy and the criteria for inclusion. The conditions
described by Mackelprang and Nair (“journals in opera-
tions management, management, marketing, and logis-
tics”) could reduce the sample to high-impact journals,
which could lead to publication bias.

The overall statistical method can be summarized in four
steps: (1) obtaining corrected correlations and variances
using both H&S and C&H approaches, (2) aggregating the
two families of correlations and variances obtained in the
previous step in those cases that reported more than one pair
of JIT practices and performance indicators (H&S for cor-
relations, and Borenstein et al. (2009) and Hedges (1989)
for variance), (3) estimating tau through REML with vari-
ance estimates and compare it to the original H&S approxi-
mation with corrections for sampling and measurement
errors, including goodness-of-fit indicators (e.g., funnel
plot), and (4) evaluating heterogeneity and analyzing mod-
erators following the two methods: H&S and C&H. The
main differences lie in how to average independent effect
sizes (through sample size for H&S, and from the inverse
variance of each effect size for C&H), as well as in the use
of more than a single estimator for heterogeneity (Ratio2 for
H&S and, in addition to that, ” and H? for C&H).

Following these steps, we first computed the intra-study
correlations—attenuating the necessary artifacts—and then
we evaluated the combined correlation between studies. In
those cases where the same publication indicates several
correlations, we aggregated them into a single measure of
effect for each study. It should be noted that we have cor-
rected one mistake (Table 2) in the case of Sim and Curtola
(1999). This table also shows the aggregate correlations (r)
and those corrected for artifacts (rcorrected) as computed
by Mackelprang and Nair (2010). The main artifacts related
to reliability measures of the latent variables were obtained
directly from the primary studies (Cronbach’s o, composite
reliability indicator . . .) and sampling error. With these
antecedents, the main differences between the H&S origi-
nal estimation of Mackelprang and Nair (2010) and our
C&H estimation are the following:

1. We did not include any attenuation for variables’
reliability. Most of the primary studies did not
report them, we could not get them from emails to
authors, and their substitution with the average
reliability of studies that reported them is not a reli-
able approximation.

2. We corrected the study correlation to obtain an unbi-
ased estimation of the slight negative correlations,
Yi=ri+ (1-7i%)/(2*[ni—3]) where 7i = unattenu-
ated correlation of study i. This follows equation 2.7
in Olkin and Pratt (1958), using UCOR in R.

3. Weused Hedges (1989) to obtain an approximately
unbiased estimate of sampling variance.
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Table 3. Global correlation according to fixed vs. random effects and H&S vs. REML approaches.

Global correlation Value  p value Credibility interval Confidence interval
Lower limit ~ Upper limit  [Lower limit, Upper limit]

Original M&N (2010) article (fixed effects) 0.25 n.a. 0.12 0.38 [n.a, nal]

Our estimate with sampling error correction 0.251 <0.001 0.09 0.41 [0.19, 0.30]

(random effects, H&S)

Our estimate with both sampling and error of 0.338 <0.001 0.1 0.56 [0.26, 0.40]

measurement corrections (random effects, H&S)

Our estimate with sampling error correction 0.196  <0.001 0.07 0.31 [0.15, 0.23]

(random effects, REML)

REML: restricted maximum likelihood; H&S: Hunter and Schmidt method.

These figures allow to assess the global effect measure
(global correlation or combined correlation) obtained by
the H&S model (0.251, p value<<.001) under random
effects. Our estimate under random effects is the same esti-
mation as that of Mackelprang and Nair (2010) obtained
under the assumption of fixed effects and the correction by
artifacts (attenuation factor 4 in Table 2 including the reli-
ability of both the JIT practices and the performance con-
structs). However, the credibility interval is 1.4 times
wider in random than in fixed effects under the same H&S
approach (see Table 3). According to Kisamore and
Brannick (2008), this wider interval means that uncer-
tainty about the true magnitude of the effect size is higher
under random effects than in fixed effects.

A second issue is the approach used to estimate the
credibility intervals and, consequently, the estimation of
tau, the measurement of between-study variance. Veroniki
et al. (2016) provided guidance on which estimation
should be used based on the number of studies %, the total
number of cases NV, how much N varies across studies, and
how big tau is. Their overall purpose was to choose the
least biased estimator among the usual approaches availa-
ble (e.g., DerSimonian-Laird, REML, H&S, Hedges,
Empirical Bayes, among others). In particular, Veroniki
et al. (2016), Novianti et al. (2014), and Viechtbauer
(2005) advocate for the use of an REML estimation when
the outcomes are continuous, as it is the current case. An
additional issue refers to when meta-analysts should use
confidence and credibility intervals (Whitener, 1990).
Essentially, credibility intervals should be used to address
the question of whether moderators are present. A different
question is the accuracy of estimations within homogene-
ous (sub)populations, which should be addressed by confi-
dence intervals. However, confidence intervals should not
be used when there are serious doubts on the homogeneity
of the population in terms of sampled studies. In heteroge-
neous samples, a correction for heterogeneity should be
introduced (tau2) in the interval computation and this is
introduced in the credibility interval.

As Mackelprang and Nair (2010) explained, research-
ers should use the standard error (SE) in mean correlation

for homogeneous studies (SE=[1-7]/[N-K]"?; f=cor-
rected correlation; N=total sample size; K=number of
studies). If moderators were operating, then the SE for-
mula changes slightly to accommodate the residual vari-
ance (8D, in the observed correlations after the variance
for sampling error has been removed). SD__ should not be
corrected, nevertheless, for other artifacts such as meas-
urement error or range restriction because this SE only
applies to sample-size-weighted mean correlations, not to
the corrected correlations. Whitener (1990) strongly rec-
ommends to use credibility intervals to evaluate the poten-
tial existence of moderators, while confidence intervals
should evaluate the accuracy of estimations within homo-
geneous (sub)populations.?

The estimation under random-effects REML corrected
by the same artifacts as the H&S approach is 0.194
(p value<<.001). This REML approach under a random-
effect assumption—inverse variance weighted instead of
H&S sample size weighted—is currently preferred in clini-
cal research (Sidik & Jonkman, 2007). In past decades,
DerSimonian-Laird was the most common choice just
because it was implemented in the main computer programs
(Veroniki et al., 2016). Virtually, all the family of moments
estimation methods are non-iterative, however, with the
exclusion of Paule and Mandel’s (1982). By contrast, the
family of maximum-likelihood estimators are iterative,
which increases the accuracy of the estimation. Consequently,
the suitability of using artifact correction and REML to
improve estimation accuracy is evident. We should note that
the 95% credible interval (0.07, 0.31) is higher than that
obtained (0.12, 0.38) by Mackelprang and Nair (2010). Our
credibility interval is reached with the metafor package of R
(Viechtbauer, 2010), whose algorithm is a modification of
the method suggested by Higgins et al. (2009) to calculate
the prediction interval. The difference observed between
both intervals may be due to our choice of random effects
instead of fixed effects, and also to the different weighting
methods both approaches use. The use of fixed effects
assumes that the effect is distributed in the same way in all
the studies or, to put it simply, that the population is the same
across samples. This represents a controversial assumption
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Study (Author and Year) N Weight (%) COR [95% Cl]
Mehra and Inman (1992) 114 —— 1.628% 0.266 [ 0.126, 0.406]
Sakakibara et al. (1993) 822 - 11.741%  0.387 [ 0.338, 0.437)
Flynn et al. (1995) 42 ——— 0.600% 0.101 [-0.119, 0.322]
Lawrence and Hottenstein (1995) 116 —== 1.657% 0.422 [ 0.246, 0.597]
Dean and Snell (1996) 92 ——i 1.314% 0.070 [-0.101, 0.241]
Forza (1996) 248 —— 4.514% 0.333[0.247, 0.418]
Jayaram and Vickery (1998) 53 —— 0.757% 0.133 [-0.128, 0.394]
Claycomb et al. (1999) 200 — 2.857% -0.012 [-0.127, 0.104]
Sim and Curtola (1999) 74 —— 1.057% 0.188 [ 0.014, 0.362]
Callen et al. (2000) 100 —— 1.428% 0.182 [ 0.042, 0.323]
Fullerton and McWatters (2001) 9N —— 1.343% 0.215[0.073, 0.358]
McKone et al. (2001) 117 —— 1.671% 0.398 [ 0.263, 0.533]
He and Hayya (2002) 48 i 0.686% 0.184 [-0.019, 0.388]
Das and Jayaram (2003) 309 = 4.414% 0.328 [ 0.249, 0.407]
Shah and Ward (2003) 1508 n 21.540% 0.262 [ 0.227, 0.298]
Ketokivi and Schroeder (2004) 164 - 2.343% 0.345[ 0.237, 0.454]
Nahm et al. (2004) 224 —— 3.200% 0.268 [ 0.141, 0.394]
Challis et al. (2005) 1024 L 14.626% 0.174 [ 0.129, 0.220]
Li et al. (2005) 196 — 2.800% 0.154 [ 0.044, 0.264]
Swink et al. (2005) 57 — 0.814% 0.261 [ 0.069, 0.453]
Narasimhan et al. (2006) 224 = 3.200% 0.199 [ 0.108, 0.291]
Ward and Zhou (2006) 769 HH 10.984% 0.218 [ 0.165, 0.270]
Avittathur and Swamidass (2007) 26 +———+— 0.371% -0.045 [-0.353, 0.262]
Matsui (2007) 46 —— 0.657% 0.491 [ 0.291, 0.692]
Dal Pont et al. (2008) 266 e 3.799% 0.241[0.158, 0.324]
Randon Effects Models *> 100.000% 0.251 [ 0.199, 0.304]
T § & W 1
-0.400 0.000 0.400 0.800
Effect Sizes (95% confidence interval)

Figure |. Forest Plot under random-effects model and H&S approach with sampling error correction.

given our later results on moderating variables (Figure 1).
The choice of random effects, however, does not presume
this assumption, so it probably reflects reality better. Despite
this higher interval, the fact that it does not contain the 0
value reinforces the positive relationship between JIT and
business performance, although the 0.19 estimate of effect
size is lower than the 0.25 original estimate in Mackelprang
and Nair (2010). These choices affected how heterogeneity
was evaluated, since the estimation of tau differs in both
approaches.

Finally, it is worth acknowledging that the variety of
statistical software to perform MAs could also become a
source of differences. In the H&S approach, the size of
each study is the weight to synthesize the results, whereas
in the C&H approach, it is the inverse variance. This
approach of inverse variance is directly implemented for
instance in the meta-essentials package for spreadsheets
(Suurmond et al., 2017). It is applied with an additive
between-studies variance component based on the
DerSimonian and Laird (1986) estimator in the random-
effects model. These types of choices may lead to differ-
ent estimations that, occasionally, may entail different
conclusions in terms of heterogeneity and the potential
presence of moderators. Anyway, there is a risk in using
non-iterative approaches such as the meta-essentials
implementation, since spreadsheets are not meant to

conduct estimations iteratively. Therefore, researchers
cannot choose among the variety of methods to estimate
the residual heterogeneity, a feature that is implemented
in open-source software R in the metafor package.
Similarly, the estimation of heterogeneity is another
source of differences between C&H and H&S. The lack
of normative standards in business management is one
of the major differences when compared to clinical
research. Scholars and reviewers do not, therefore, know
exactly what approach should be chosen for each case,
despite the great number of reviews published in meth-
odological journals. We simply replicated the study of
Mackelprang and Nair (2010) and chose to evaluate het-
erogeneity further; our goal was to show the extent to
which results could differ, while acknowledging simul-
taneously that the potential routes a scholar may follow
could be very varied.

Reporting of results

In this stage, one of the main contributions of clinical
research to the field of management is the use of forest
plots (see Figure 1) instead of tables. They allow to see
both the amplitude and the variability of the effect meas-
ures (of each study and the global effect) in a single dia-
gram, and also spark the possibility of moderating effects
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Figure 2. Assessing the existence of publication bias: funnel plot (left) and contour-enhanced funnel plot (right).

when many articles have a 0 in the confidence interval. In
addition, organizing the articles ascending by year facili-
tates the detection of possible temporal patterns. Thus, in
Figure 1, all studies are listed by year, N indicates the
study’s sample size, the bar width is the 95% confidence
interval of each study’s correlation, and the studies’
weights follow the H&S approach (in this case, only cor-
rected by sampling error, since the lack of information in
primary studies does not allow for any correction for error
of measurement).

In the original study, Mackelprang and Nair (2010)
include several tables, being very profuse in the detailed
MA of the impact of various operative variables on perfor-
mance (e.g., daily schedule adherence, use of a “pull” sys-
tem, preventive maintenance, Kanban . . .). Since their
goal was an MA of the impact of all those JIT practices on
performance, the usual restrictions on paper length proba-
bly constrained their capacity to use many graphics. On
the other hand, Figure 1 (created with the same data)
allows observing the effect that the small sample size has
on the accuracy of the estimates, without indicating any
particular temporal pattern.

Goodness of fit: analysis of publication bias,
heterogeneity, and sensitivity

Once the global correlation is estimated, the next step is to
evaluate the goodness of fit to determine the validity of the
MA. This evaluation, essential in any quantitative study, is
usually ignored in management research MAs. The good-
ness of fit of the measurements is determined by analyses
of publication bias, sensitivity, and heterogeneity.

Publication bias. This analysis determines the validity of
the literature review and, consequently, its replicability.

We assess the existence of publication bias using a funnel
plot (Figure 2). It evaluates whether journals mainly pub-
lish papers that contained a significant effect while reject-
ing to publish non-significant effects. In figure 2, we
included the expected triangle under a normal distribution
and, with slashed lines, we showed the triangle resulting
from the contour-enhanced funnel plot, depicted alone on
the right. The right one distinguishes the publication bias
from other causes of asymmetry (Peters et al., 2008). The
internal white area includes studies with correlation sig-
nificance above .05 and up to 1.00; it is above .01 and
below or equal to .05 in the dark gray area, and equal or
below .001 in the clear gray area. Since the graph on the
left is not totally symmetrical, it could indicate a certain
publication bias; however, the asymmetry regression test
does not yield a significant result (r=—0.915, df=23,
p=.370). Furthermore, the contour-enhanced funnel plot
on the right shows that most of studies are dropped in the
white area. Therefore, we cannot confirm that publication
bias exists. To put it simply, there is no evidence that the
articles published in this topic were only including studies
that have detected significant correlations. The result in
itself should not be surprising since Mackelprang and Nair
(2010) did include studies that had found both significant
and insignificant correlations, as recommended by Kepes
etal. (2012, 2013).

Sensitivity analysis. Aguinis et al. (2011a) reported that only
16% of management research MAs performed a sensitivity
analysis. Mackelprang and Nair (2010) did not perform
one. Viechtbauer and Cheung (2010) suggested up to eight
plots to assess the potential influence of each study on the
overall results. These plots are implemented in R metafor
package, which includes externally studentized residuals
(rstudent), difference in fits (DFFITS), Cook’s distances,
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Figure 3. Example of plots for sensitivity analysis.

covariance ratios, leave-one-out estimates of the amount of
heterogeneity, leave-one-out values for the test statistics for
heterogeneity, hat values, and weights (Figure 3). Thresh-
olds are depicted with dotted lines, whereas slashed ones
are used for the average of the metric. The cases identified
as potential influencers in any graph are depicted in red in
all of them. To evaluate the impact of this influence, we
compared the results using leave-one-out analysis. Since
we found that none of them influenced the results signifi-
cantly, they remained in the MA. However, it was possible
that the results could have been affected, and their interpre-
tation could have, therefore, changed. It would be useful for
the MAs, accordingly, to indicate whether this particular
verification has been done.

Heterogeneity analysis. Finally, we performed a hetero-
geneity analysis. Along with the H&S method’s usual
Ratio2, we incorporated two additional parameters typi-
cal of clinical research: /? (total variability due to hetero-
geneity) and H? (total variability/sampling variability;
Table 4), as Higgins and Thompson (2002) have defined
them. The main weakness of the H&S method is found
in the detection of heterogeneity. In fact, even Hunter
and Schmidt (1994, p. 335) argue “against excessive
confidence in the chi-square significance tests.” In that
paragraph, they also stated that “The 75 percent rule has
been widely misinterpreted. [ . . . ] If the number of stud-
ies in the meta-analysis is small, there is sampling error

in the observed variance of sample correlations, that is,
second-order sampling error (Hunter & Schmidt, 1990,
Chapter 9). Thus, by change, the observed value of
Var(r0i)—i.e. the variance of uncorrected correlation—
may be larger than that predicted by the sampling error
variance formula.”

We confirmed this in the following case: if we had only
considered the Ratio2 value (1.42), we would conclude, as
Mackelprang and Nair (2010) did, that there is no hetero-
geneity between studies (i.e., all variability is explained by
sampling error) and it would not be necessary to assess the
influence of possible moderators. In this case, the diffi-
culty faced by the authors was that they followed the wide-
spread practice in the management field of using
chi-square-based tests (Geyskens et al., 2009), the result of
which indicates the absence of heterogeneity. Abreu-
Ledon et al. (2018) triangulated this possibility in their
MAs on the impact of lean production on firm’s perfor-
mance, and, in fact, after using the Ratio2, they performed
partial meta-regressions by using sector, time, and the
country’s level of economic development as potential
moderators. Thus, triangulation will yield a more holistic
perspective of potential heterogeneity.

By contrast, the /7 index shows that the percentage of
unexplained variance in the global effect measure is
62.97% and the H? is greater than 1.5 (2.7). Heterogeneity
is consequently high (Higgins & Thompson, 2002). In
addition, the upper limit of the confidence interval is very
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Table 4. Heterogeneity test.

Test Value 95% ClI

Ratio2 (H&S method) 1.422

Tau? (estimated amount of total heterogeneity) 0.0057 (SE=0.0029) [0.023, 0.0203]
Tau (square root of estimated tau? value) 0.0752 [0.0474, 0.1425]

I (total heterogeneity/total variability) 62.97% [40.3638, 85.9269]

H? (total variability/sampling variability)
Heterogeneity test Q (df=24)

2.70 [1.6768, 7.1058]
70.67 (p<.001)

H&S: Hunter and Schmidt method; Cl: confidence interval; SE: standard error.
A Ratio2 greater than or equal to 0.75 implies that there is only one population correlation and that the relationship is not subject to moderating

factors (Mackelprang & Nair, 2010).

high, indicating that a large part of the heterogeneity is due
to actual differences in the studies, rather than to sampling
error. The possible moderators are tested next.

Post hoc analysis: identification of potential
moderators

Geyskens et al. (2009) recommend the evaluation of
potential moderators even if some of the heterogeneity
ratios seem to preclude their existence. Because
Mackelprang and Nair (2010) followed the H&S method,
they could not have done anything further, and consistent
with the Ratio2 result, they did not evaluate possible mod-
erators. This highlights again the problem arising from the
fact that H&S is the most widespread method in manage-
ment. In this regard, the authors were consistent with their
initial objective of evaluating the impact of JIT manage-
ment variables on performance. In addition, their approach
was also consistent with the results of the heterogeneity
test. Therefore, their results guided their decisions and
there was no reason to choose another path, despite the low
power of this test and the fact that they used a single test
(Chowdhry et al., 2016; Sangnawakij et al., 2017). It is
worth noting that there are additional tests of moderating
effects and there is a general recommendation to evaluate
potential moderators even when an initial test such as
Ratio2 may point to homogeneity across studies (Aguinis
etal., 2011a, 2011b; Geyskens et al., 2009).

To illustrate some potential moderators, we decided to
evaluate some of the most common control variables in the
lean manufacturing literature: firm size (large vs. others),
sector (machinery, electronics, and automotive [MEA] vs.
others), and country (United States vs. others), which is con-
sistent with the variables tested by Abreu-Ledon et al.
(2018). The results allow us to determine whether any of
these factors influence the relationships (Table 5). To con-
duct this analysis, Mackelprang and Nair (2010) would have
needed to codify additional characteristics of the primary
study samples, which are aspects that do not always appear
as control variables in the statistical analyses of these stud-
ies. As explained above, seven studies had no information
about the firms’ size, and we were unsuccessful in obtaining
the missing information from our effort to contact authors.

We verified that the sector is the only moderator with an
effect on the relationship between JIT and performance,
OM (df=1)=6.09, p <.05, according to the Raudenbush’s
(1994) method. The QM stands for the Q statistic of model
sum of squares (Lipsey & Wilson, 2001), which follows a
chi-square distribution with p—1 degrees of freedom, p
being the number of predictors in the model. It tests
whether at least one of the regression coefficients (not
including the intercept) is different from 0. In fact, hetero-
geneity (1?) decreases from the global 62.9% (see Table 4)
to 56.0% (Table 5) in the MEA sector, when sector is intro-
duced as a potential moderator. However, the “others” sec-
tor continues to maintain a relatively high degree of
heterogeneity (I2=65.7%). Thus, the effect is higher in
MEA than in other sectors. Neither size nor country was
detected as moderators, however. The correlation between
JIT and performance in the MEA sector (0.32) is 28%
higher than the global average previously obtained (0.25),
while that correlation value falls to .21 in the “others” sec-
tor. The impact of JIT in the MEA sector is, therefore, 46%
higher than that in other sectors, which corroborates the
previous results. This could be due to a wider use and tra-
dition of /ean tools in these sectors. Regarding firm size
and country, they do not have a significant moderating
effect on the relationship between JIT and performance
(pval,,=0.056 and pval.,.,=0.057). This could mean
that the relative improvement on performance that can be
attributed to JIT practices does not depend on the firm or
where (country) its facilities are located. Figure 4 presents
further detail, as it displays a forest plot by sector (MEA
vs. other sectors).

It is worth citing the research of Abreu-Ledon et al.
(2018) to illustrate, and to warn, about how the stratifica-
tion of the data can affect the findings. Contrary to our
results, they found a significant moderating effect with
country but not with the sector. This could happen because
they compared manufacturing vs. services sectors, causing
mixed effects in the case of the aggregation of manufactur-
ing in a single sector. Similarly, these authors used the
country’s economic development as a moderator, while we
decided to classify countries into two groups (United
States and others). Be as it may, when there is evidence in
other studies, this reflection recommends to perform a
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Table 5. Meta-regression analysis with potential moderators.

Potential moderator K Cor. 95% ClI Q Tau? I (%)
Size (¥) Large 6 174 [0.087, 0.261] 10.02 0.0044 50.1
Others 12 243 [0.197, 0.290] 21.21 0.0021 48.1
Country United States 17 217 [0.162, 0.272] 48.11 0.0066 66.7
Others 8 .305 [0.233, 0.378] 23.64 0.0061 70.4
Sector MEA I 322 [0.258, 0.385] 27.07 0.0041 56.0
Others 14 218 [0.164, 0.272] 44.98 0.0035 65.7

MEA: machinery, electronics, and automotive sectors; K: number of observations; Cor.: correlation; Q: Cochran heterogeneity statistic; Cl:

confidence interval.
(*) In seven studies, we could not find the information on size.

MEAs
Sim and Curtola (1999)
Sakakibara et al. (1993)
Nahm et al. (2004)
McKone et al. (2001)
Matsui (2007)
Ketokivi and Schroeder (2004)
Jayaram and Vickery (1998)
Forza (1996)
Flynn et al. (1995)
Dal Pont et al. (2008)
Callen et al. (2000)

Study (Author and Year) N Weight (%) COR [95% CI]
Others
Ward and Zhou (2006) 769 L] 10.984% 0.218[0.165, 0.270;
Swink et al. (2005) 57 —8—  0.814% 0.261[0.069, 0.453
Shah and Ward (2003) 1508 ® 21540% 0.262[0.227,0.298
Narasimhan et al. (2006) 224 g 3.200% 0.199[0.108, 0.291
Mehra and Inman (1992) 114 o~ 1.628% 0.266[0.126, 0.406;
Li et al. (2005) 196 - 2.800% 0.154[0.044, 0.264
Lawrence and Hottenstein (1995) 116 = 1.657% 0.422[0.246, 0.597]
He and Hayya (2002) 48 —=—  0.686% 0.184[-0.019, 0.388]
Fullerton and McWatters (2001) 94 - 1.343% 0.215[0.073, 0.358
Dean and Snell (1996) 92 - 1.314% 0.070[-0.101, 0.241
Das and Jayaram (2003) 309 - 4414% 0.328[0.249, 0.407]
Claycomb et al. (1999) 200 - 2.857% -0.012[-0.127, 0.104;
Challis et al. (2005) 1024 - 14.626% 0.174[0.129, 0.220;
Avittathur and Swamidass (2007) 26 +—=— 0.371% -0.045[-0.353, 0.262,
*

RE Model for Subgroup (Q = 44.98, df = 13, p = 0.004, P= 65.7%)

1.057% 0.188[0.014, 0.362
822 i ™ 11.741% 0.387[0.338, 0.437]
224 ; rm+ o 3200% 0.268[0.141,0.394
117 i HeH 1671% 0.398[0.263,0.533
46 i —=—0.657% 0.491[0.291,0.692
164 ioH 2.343% 0.345[0.237,0.454
53 —%—  0.757% 0.133[-0.128, 0.394
316 P4 4514% 0.333[0.247,0.418
42 e 0.600% 0.101[-0.119, 0.322
266 . 3.799% 0.241[0.158, 0.324
100 - 1.428% 0.182[0.042,0.323

RE Model for Subgroup (Q = 27.07, df = 10, p = 0.004; = 56.0%) >

0.22[0.16, 0.27]

74 .

0.32[0.26, 0.39]

RE Model for All Studies (Q = 102.03, df = 24, p = 0.00; F= 74.0%) *

Effect Sizes (95% confidence interval)

100.000% 0.251[0.199, 0.304]

-0.400 0.200 0.800

Figure 4. Forest plot with combined correlations for MEAs vs. other sectors.

moderator analysis even in those cases where a statistic is
signaling in the opposite direction.

Conclusion: recommendations

and ‘“‘good practices” for MAs in
management

Our “background” section has identified different weak-

nesses in management MAs compared to MAs in clinical
research (or H&S vs. C&H) in two ways: some are related

to primary studies, due mainly to a lack of information
needed, and others are due to non-correct MA execution.
The case study, in turn, shows how the analysis of a relevant
management MA could change if clinical research proce-
dures were followed. There is, therefore, a wide space for
several improvements in management research MA that
goes beyond statistical considerations: from data collection
to information reporting, including the use of MAs as a
means of generating new hypotheses. Particularly, we veri-
fied the lack of data in primary studies, as well as the fact
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Figure 5. Roadmap for conducting MAs in management based on lessons learned from the clinical research field.

that there are no normative standards to collect information
or for the subsequent assessment of MA quality. Furthermore,
the lack of reporting standards diminishes the credibility of
these studies among scholars and their usefulness for man-
agers, workers, or policy makers. In fact, our analysis has
showed the simplicity of detecting moderating effects that
can lead to new working hypotheses.

These arguments call for the need to avoid ambiguity in
management research MAs. Authors, reviewers, and spe-
cially editors need to develop a set of good practices for
the correct execution and reporting. Figure 5 illustrates a
summary of the five-step process that should inspire this
path. The first stages are fundamental for any study with a
systematic literature review, as any aggregating study will
only be as good as the primary studies on which it is based.
Similarly, an MA tends to be more useful the better authors
can communicate results. From this point of view, scholars
should avoid an excessive use of tables and rely more on
illustrative graphics, as in clinical research (e.g., a forest
plot organized by the publication year or a funnel plot to
evaluate publication bias).

Table 6 summarizes the main challenges (areas of
improvement) in conducting a management research MA
for each step in the process illustrated in Figure 5. It pro-
vides a comparison with the current status in clinical
research analysis and ends with a series of recommenda-
tions aligned with previous studies (e.g., Aguinis et al.,
2011a; Marin-Garcia, 2015).

The adoption of these practices can help other agents
out of academia to use the results of management research
MAs more frequently. The estimation under REML rather
than H&S will yield more accurate estimations of effect
size, while the reporting of figures and the triangulation of
heterogeneity with additional estimators will offer addi-
tional insights on potential moderators. This will enable
firms and public policy makers to apply more fine-grained
strategies and policies. On one hand, these good practices
allow a more efficient analysis since they synthesize (and
weigh) all the previous analyses on a certain topic. On the
other hand, they allow considering certain key moderating
factors, with a large number of studies, which perhaps the
previous studies did not address.

With this background, implicitly, our article not only
offers several arguments to explain why the use of MAs is
not as widespread in management as in other scientific
areas but also provides direct evidence of the consequences
that current flaws in their execution and reporting cause.
All agents involved in the publication process should,
therefore, put more effort into adhering to certain work
standards and bring transparency and credibility to the
studies we carry out and publish.
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Notes

1. Ratio2=é&/or where é is the weighted mean sampling error
variances, and o2 is the variance of the corrected correla-
tions (Hunter & Schmidt, 2004).

2. The formula for confidence interval of a global correla-
tion B is 95%CI=B+1.96vSE?, with SE? the standard
error. The formula for credibility interval entails the esti-
mation of tau (the estimator of heterogeneity): 95%

Cred.Int.=P+1.96vSE* + tau®.
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Appendix |

Full meta for syntax

ITeTaTeT]
T

Dataframe creation

library(dplyr)
library(gsl)
library(metafor)
library(compute.es)
library(psych)
library(MAd)
library(MAc)

ProjectLocation <- getwd()
Datalocation <- pasteO(ProjectLocation, "/Data")
load (pasteO(DataLocation, "/META_DF.Rdata"))

TN
HAH A4
11T

##===========Functions for analysis

#====Transformation for approximation population
correlation coefficient:
# Function of r (raw correlation coeffcient) and n (sample
size used in publication)
Approx_pop_r <- function(r,n){
G r <-r+ ((r*(1-1°2))/(2*(n-3)))
Gr
¥
#====Variance estimation for r (Hunter and Schmidt
approximation)
hunter var <- function(r, n){
((1-1"2)"2)/(n-1)
¥
#====Credibility interval for random effect estimates
(Higgins et al., 2011; Viechtbauer, 2010)
Cred_interval <- function(estimate, se, tau2, alpha=0.05)
{
int <- qnorm(1-(alpha/2))*(sqrt(se"2 +tau2))
cred int <- c(estimate-int, estimate+int)
return(cred_int)

}

TN
HAHHH
11T

i

i Creating dataframe for analysis

#===Creating dataframe with effect sizes and sampling
variances

# META_DF[[7]]: raw dataframe

# 1: raw correlation coefficient, n: sample size

# vtype="UB": approximately unbiased estimates of the
sampling variances (Hedges, 1989)

transf data <- META_DF[[7]]%>%
dplyr::mutate(G=Approx_pop_r(r=META_DF[[7]][,6],
n=META DF[[7]][.8]))%>%

dplyr::mutate(SVar_Hedges = escalc(measure="UCOR",
ri=G, ni=N, data=META DFJ[[7]], vtype="UB")$vi)
%>%

dplyr::mutate(ES_r=escalc(measure="UCOR", ri=G,
ni=N, data=META_DF[[7]], vtype="UB")$yi)
#f=————======Aggregating effect sizes
#====Agreggating within-study effect sizes with

Borenstein et al. (2009) procedure

BHHR agg <- MAd::agg(id=ID, es=ES r, var=SVar
Hedges, n.1 =N, method="BHHR", cor=.50, mod=NULL,
data=transf datos)

# Adding random-effects weights and confidence intervals
to the dataframe

BHHR agg <- data.frame(BHHR agg, MAc::wgts(es=es,
var=var, data=BHHR agg))

#====Agreggating within-study effect sizes with Hunter
and Schmidt (2004) procedure
HS r <- MAc::agg(id=ID, r=G, n=N,
cor=.50, mod=NULL, data=transf datos)$r
# var=hunter_var(transf datos$ES r, transf datos$N)

T
HHHH
1117

##f===========Random effects models

#===Adjusting models

# META_DFJ[[6]]: simplified dataframe —> one row per

publication. All estimated parameters estimated

# in the previous step have been added

# Random effects model with artefacts

estimation)

modl <- mareg(es ~ 1, var=var, method="REML",
data=META_ DFJ[[8]])

# Random effects model with artefacts attenuation (Hunter

& Schmidt method)

mod2 <-rma(ri=HS_r,ni=N, measure="COR", var=var

_hunter, method="HS", weights=N-1, data=META

DF[[8]])

(REML

#===Reporting results: random forest plot

forest plot <- forest(mod2, test.overall.fixed=FALSE,

test.overall.random=TRUE,addcred=F,
slab=paste(META_DF[[8]]$Study), showweights=
TRUE, digits=3,
mlab="Randon Effects
Sizes",
cex=0.8, cex.lab=1.2, ilab.xpos=¢(-0.65),
ilab=paste(META_DF[[8]]$N), ilab.pos=4,
order=order(META DF[[8]]$Year))

Models", xlab="Effect

#===Credibility intervals for estimates
CredInt <-Cred_interval(estimate=mod1$beta, se=mod1$se,
tau2=mod1$tau2, alpha=0.05)
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===Heterogeneity estimates and confidence intervals
H est <- confint(mod2, digits=4)
#===Test fot heterogeneity
summary(mod2)

##t===========CGoodness of fit analysis

#==="Publication bias: funnel plot

library(meta)

HS meta <- metacor(cor=HS r, n=N, studlab=Study,

sm="COR", comb.fixed=FALSE, comb.random=TRUE,

hakn=F, method.tau=“HS,,” data=META _

DF[[8]])

funnel plot <- funnel(HS meta, comb.fixed=FALSE,

comb.random=T, studlab=TRUE,
cex.studlab=0.5,contour.levels=c(0.9, 0.95, 0.99),
bg="darkgray",xlim=c(-0.8,0.8),
xlab="Correlation", ylab="SE")

#===Regression test for funnel plot assimetry
# Egger test:

regtest(HS metafor, model="Im")

# Random effects version of the Egger test
regtest(HS metafor, model="rma")

#===_Sensitivity analysis

# Leave-one-out analysis (pooled effect recalculated, with
one study omitted each time)

leavelout(mod2)

# Outlier and influential case diagnostics plots (Viechtbauer
& Cheung, 2010): six plots

# (1) Standardized residuals

# (2) Difference in fits (DFFITS)

# (3) Cook’s distances

# (4) Covariance ratios

# (5) Leave-one-out estimates of the amount of
heterogeneity

# (6) Leave-one-out values of the test statistics for
heterogeneity

# (7) Hat values

# (8) Weights

influence.plot <- influence(mod2)
plot(influence.plot, plotdfb=TRUE)

#it#========Post-Hoc analysis: potential moderators
Size HS <- update(HS meta, byvar=Size, print.byvar
=TRUE,

method.tau="HS", level.comb=0.95)
Country HS <- update(HS meta, byvar=Country, print.
byvar=TRUE,

method.tau="HS", level.comb=0.95)
Sector HS <- update(HS meta, byvar=Sector, print.
byvar=TRUE,

method.tau="HS", level.comb=0.95)

#==Forest plot for sector

windows(width=20, height=20)

par(mar=c(1,2,0,2))

forest(Sector HS, comb.random=TRUE, test.subgroup.

random=TRUE,
bylab="Sector", comb.fixed =F, test.subgroup.fixed=F,
fontsize=8, squaresize=0.5, addspace=FALSE,
fs.heading=7, fs.study=7, fs.random=7,
fs.predict=7, fs.predict.labels=6, fs.axis=5.5,
overall.hetstat=FALSE






