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Abstract

Why does individual performance pay seem to prevail in human capital intensive industries? We present a model that may explain this. In a repeated game model of relational contracting, we analyze the conditions for implementing peer dependent incentive regimes when agents possess indispensable human capital. We show that the larger the share of values that the agents can hold-up, the lower is the implementable degree of peer dependent incentives. In a setting with team effects — complementary tasks and peer pressure, respectively — we show that while team-based incentives are optimal if agents are dispensable, it may be costly, and in fact suboptimal, to provide team incentives once the agents become indispensable.
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1 Introduction

Firm value is increasingly dependent on human capital. The share of physical capital in publicly traded corporations has dramatically decreased the last 30 years (see e.g. Blair and Kochan, 2000). At the same time we observe a higher degree of individual performance pay in modern corporations (see e.g. Brown et al., 1998; Brown and Heywood, 2002, and Lemieux et al., 2007). Are these trends related? Several studies indicate so. Long and Shields (2005), Lemieux et al. (2007) and Henneberger et al. (2007) find that individual performance pay is more likely to be found in firms with highly educated employees. A recent study by Barth et al. (2006) shows that the frequency of group-based incentives is decreasing for those with higher education, and increasing for blue-collar workers; while individual performance pay is found to be strongly associated with firms with a highly educated workforce.¹ Tremblay and Chenevert (2004) find that high-tech firms are more likely to use individual performance pay, but not group pay, and Grund and Sliwka (2007) find that individual performance appraisal, such as performance pay, is more common at higher levels of organizations. These studies are supported by research showing that the returns to skills are increasing (see e.g. Junk et al. 1993). Human capital is to a larger extent paid its marginal product, and individual performance pay is a way to that (Lemieux et al. 2007). Group-based incentive schemes (as in partnerships), are still quite common in certain high-skilled professional service industries such as law, accounting, investment banking and consulting, but researchers have noted that there is a trend away from equal sharing partnerships towards productivity-based ”eat what you kill” partnerships (Levin and Tadelis, 2005)

One explanation for the increased use of individual performance pay is that advances in information and communication technology has made it easier to measure individual performance (Lemieux et al. 2007). A question then is whether it is has become relatively more easy to asses the performance of high-skilled workers. There is apparently no evidence that this is the case, in fact, MacLeod and Parent (1999) find that incomplete incentive contracts based on looser performance assessments are more common among highly educated. Barth et al. (2006) suggest that one should expect a positive relationship between human capital and individual performance pay because the quality and effort of high-skilled workers have larger impacts on productivity than the quality and effort of other groups of workers. They

¹In addition, several studies show that firms with low union coverage are more willing to use individualized incentive schemes (see e.g. Brown, 1990; Parent, 2002, Long and Shields, 2005, Lemieux et al.), and union coverage is lower among high-skilled workers (Acemoglu et al. 2001).
lend support from Brown (1990) who argues that in high-skilled jobs, worker output is more sensitive to worker quality than in jobs requiring lower skills. Henneberger et al. (2007) show that high-skilled workers tend to self-select into jobs with performance pay, supporting Lazear’s (1986) model. Along the same line, studies by Kato (2002) and Torrington (1993) show that workers with more education are particularly interested in receiving rewards tailored to individual performance.

In our view, these are plausible explanations. However, there are some remaining puzzles. Individualized incentives are not desirable when teamwork is important, or when it is difficult to verify each worker’s contribution to firm value, but it is hard to see that this applies less to high-skilled than to low-skilled workers. In fact, several HR scholars have argued that knowledge intensive organizations’ emphasis on innovation, teamwork and projects calls for incentives that are group-based rather than based on individual performance (see e.g. Balkin and Bannister, 1993). We should thus look for an explanation saying that group-based incentives are desirable, but not feasible. Focusing on firms’ inability to fully commit to incentive contracts, the literature has pointed out that group-based incentive schemes are harder to implement – and thus less feasible – than schemes based on relative performance evaluation (Carmichael, 1983; Malcomson, 1984; Levin, 2002, Kvaløy and Olsen 2006). In this paper we focus instead on the workers’ lack of ability to commit to incentive contracts, which we believe is a central feature of human capital intensive firms, and show that this feature makes individual performance pay easier to implement than most peer-dependent schemes.

We recognize here two features of human capital that necessitate a high degree of individual performance pay. First, the true performance of high-skilled workers is often difficult to verify by third parties. Objective measures of performance seldom exist, and even if they do, looser assessments of performance also affect compensation (see e.g. MacLeod, 2003). Consequently, incentive contracts specifying criteria for performance pay are seldom fully protected by the court. This non-verifiability problem also applies to low-skilled workers, but as noted above, incomplete incentive contracts are more common in the high-skilled workforce. Second, human capital blurs the allocation of ownership rights. According to the standard view of ownership, it is the owner of an asset who has residual control rights; that is “the right to decide all usages of the asset in any way not inconsistent with a prior contract, custom or law” (Hart, 1995). If the asset involved in the worker’s production is his own mind and knowledge, then he is also to decide all non-contractual usages. An indispensable ”knowledge worker” can therefore
threaten to walk away with ideas, clients, techniques etcetera.\footnote{2} As noted by Liebeskind (2000), human-capital-intensive firms must induce their employees to stay around long enough so that the firm can establish some intellectual property rights with respect to the ideas generated by these employees, or else these firms run the risk of being expropriated or held-up by their own employees.\footnote{3}

Why do these two features - incomplete contracts and indispensable human capital - prepare the way for individual performance pay? In other words: Why is it difficult to implement peer-dependent incentives when performance is unverifiable and workers possess residual control rights? The answer is intuitive when we think of the incentives facing an agent who is a full residual claimant. He simply gets the values he has produced; the market incentives are not linked to what other agents produce. Hence, if a principal wants to implement a peer-dependent incentive contract, she faces a problem if her agents have residual control rights. With relative performance evaluation (RPE) an agent is not paid well if his peer performs better, while with joint performance evaluation (JPE) he is not paid well if his peer’s performance is poor. This peer-dependence may lead to contract breach: an agent who is paid a low bonus after realizing a high output, has incentives to hold-up his output and renegotiate payments. Of course, a hold-up strategy is only possible if the agent actually is able to prevent the principal from realizing the agent’s value added ex post production. But if hold-up is possible, then RPE and JPE schemes are more susceptible to hold-up than incentive schemes based on independent performance evaluation (IPE).

The parties can mitigate the hold-up problem through repeated interaction, i.e. through self-enforcing relational contracting\footnote{4} (also called implicit contracting) where contract breach is punished, not by the court, but by the parties who can refuse to cooperate after a deviation. But since a hold-up will
be regarded as a deviation from such a relational contract, the self-enforcing range of the contract is limited by the hold-up problem. And since the hold-up problem is most severe under joint or relative performance evaluation, we can expect a larger fraction of independent performance pay when hold-up is feasible for the agents.

Is this a problem? Yes, from the informativeness principle (Holmström, 1979, 1982), we know that an incentive contract should be based on all variables that provide information about the agents’ actions. Stochastic and/or technological dependences between the agents then typically call for peer-dependent incentive schemes. By tying compensation to an agent’s relative performance, the principal can filter out common noise so that compensation is based more on real effort, and less on random shocks that are outside the agent’s control (see Holmström, 1982; and Mookherjee, 1984).\(^5\) And by tying compensation to the joint performance of a team of agents, the principal can exploit complementarities between the agents’ efforts.\(^6\)

Hence, from the informativeness principle it is puzzling that we actually observe incentive schemes based on independent performance evaluation. The drawbacks of JPE and RPE can partly explain it: JPE may be susceptible to free-riding (see e.g. Alchian and Demsetz, 1972; and Holmström, 1982), while RPE is susceptible to collusion (see e.g. Mookherjee, 1984). RPE may also induce sabotage and discourage cooperation (see Lazear, 1995, for a discussion of the costs and benefits of RPE and JPE).

In this paper we provide a new rationale for independent performance evaluation; a rationale that is not based on these classical drawbacks, but rather on the implementability of peer-dependent incentives. Our main result then says that the maximum dependence between agent \(i\)’s bonus and agent \(j\)’s output that the principal can implement, decreases with the share of values that the agents can hold-up ex post. This result is robust to settings with both stochastic and technological dependence (team effects) between the agents.

With respect to team effects we consider two cases: complementary tasks and peer pressure. We show that a stark JPE contract is optimal only if the agents’ hold-up power is sufficiently low. In the case of complementary

---


\(^6\)In addition, JPE can promote cooperation since an agent is rewarded if his peers perform well (see e.g. Holmström and Milgrom, 1990; Itoh 1993; and Macho-Stadler and Perez-Castrillo, 1993). JPE can also provide implicit incentives not to shirk (or exert low effort), since shirking may have social costs (as in Kandel and Lazear, 1992), or induce other agents to shirk, which again reduces the shirking agent’s expected compensation (as in Che and Yoo, 2001).
tasks, the optimal implementable scheme becomes less based on JPE and more based on IPE the larger the share of values the agents can hold-up, and in the case of peer pressure, any JPE scheme becomes suboptimal once the relational contract constraints bind.

Broadly speaking, our contribution is to consider the effect of residual control rights in a multiagent moral hazard model. In the vast literature on multiagent moral hazard it is (implicitly) assumed that residual control rights are exclusively in the hands of the principal. And in the literature dealing with optimal allocation of control rights, the multiagent moral hazard problem is scantily considered. Our paper also contributes to the literature by introducing other-regarding preferences and team technology in a relational contracting set-up.

Our basic set-up with two agents, binary effort and binary output is similar to Che and Yoo (2001). As shown by these authors, peer monitoring is a rationale for making use of peer-dependent incentives such as JPE. We introduce and explore instead technological complementarities and peer pressure in this setting. And more importantly, we extend and complement their analysis by assuming non-verifiable output, and that agents are able to hold-up values ex post.

The paper proceeds as follows. In Section 2 we present the model. Section 3 deduces the optimal relational incentive contract in a simple setting with stochastic and technological independence. In Section 4 we analyze the effect of complementary tasks, common noise and peer pressure, while Section 5 offers some concluding remarks.

2 The Model

Consider an economic environment consisting of one principal and two identical agents \((i = 1, 2)\) who each period produce either high, \(Q_H\), or low, \(Q_L\), values for the principal. Each agent’s effort level can be either high or low, where high effort has a disutility cost of \(c\) and low effort is costless. The

---

7. This literature begins with Grossman and Hart, 1986; and Hart and More, 1990 who analyze static relationships. Repeated relationships are analyzed in particular by Halonen, 2002; and Baker, Gibbons and Murphy, 2002.

Although Hart and Moore (1990) analyze a model with many agents, they do not consider the classical moral hazard problem that we address, where a principal can only observe a noisy measure of the agents’ effort.

---

8. Kvaløy and Olsen (2006) analyze a multilateral relational contract with repeated peer-monitoring. But team technology, peer pressure and agent hold-up is not considered in that model. Kvaløy and Olsen (2007) endogenize the agent’s hold-up power in a simpler model with no team effects.
principal can only observe the realization of the agents’ output, not the level of effort they choose. Similarly, agent $i$ can only observe agent $j$’s output ($i \neq j, j = 1, 2$), not his effort level. Moreover, we assume that output is non-verifiable to a third party. Hence, contracts on output cannot be enforced by the court.

The agents’ outputs depend on efforts and noise. Like Che and Yoo (2001), we assume that a favorable shock occurs with probability $\sigma \in (0, 1)$, in which case both agents succeed in producing high values for the principal. If the shock is unfavorable, the agents’ outputs are stochastically independent, and each agent’s success probability depends on the agent’s own as well as his peer’s effort. Let $q(\kappa, \lambda)$ denote this probability, where $\kappa \in \{H, L\}$ and $\lambda \in \{H, L\}$ refer to the agent’s own and his peer’s effort, respectively. We assume that there are three levels of the success probability for each agent:

\begin{align*}
q(H, H) &= q_H \\
q(H, L) &= q_{HL} \\
q(L, H) &= q(L, L) = q_L, \text{ where } q_L \leq q_{HL} \leq q_H, \ q_L < q_H.
\end{align*}

The idea here is that the peer’s effort has a positive effect when the agent’s own effort is high, but has no effect when own effort is low. Note also that $q_{HL} = q_H$ corresponds to no team effects (independent technology), while $q_{HL} = q_L$ corresponds to perfect complementarity.

Throughout the paper we assume that the value of high effort exceeds its cost, in the sense that

$$(1 - \sigma)\Delta q \Delta Q > c,$$

where $\Delta q = q_H - q_L$ and $\Delta Q = Q_H - Q_L$. It is moreover assumed that all parties are risk neutral, but that the agents are subject to limited liability: the principal cannot impose negative wages. Ex ante reservation wages are assumed to be zero, for convenience.

The principal may offer each agent a wage contract saying that agent $i$ receives a bonus $\beta^i \equiv (\beta^i_{HH}, \beta^i_{HL}, \beta^i_{LH}, \beta^i_{LL})$ ex post value realizations, where the subscripts refer to agent $i$ and agent $j$’s realizations of $Q_k$ and $Q_l$, ($k, l = H, L$), respectively. (We sometimes suppress agent notation in superscripts since the agents are identical.) For each agent, a wage scheme exhibits joint (JPE), relative (RPE) or independent (IPE) performance evalu-

---

9 Whether or not the agents can observe each other’s effort level is not decisive for the analysis presented. However, by assuming that effort is unobservable among the agents, we do not need to model repeated peer-monitoring.

10 Limited liability may arise from liquidity constraints or from laws that prohibit firms from extracting payments from workers.
The inequality means weak inequality of each component and strict inequality for at least one component.
then the agents have no hold-up power: $\gamma = \theta = 0$, so that $\eta = 0$. So to obtain a positive spot price, the agents must be able to hold up values in stage 3.\footnote{It should be noted that the ability to hold-up values rests on the assumption that agents become indispensable \textit{in the process} of production (as in e.g. Halonen, 2002). We do not analyze the incentives to invest in firm-specific human capital (as in e.g Kessler and Lülfesmann, 2006). Rather, we just assume that agents become indispensable ex post, and then focus on how this affects the multiagent moral hazard problem. We thus follow the relational contracting literature, and abstract from human capital accumulation. The level of $\theta Q_i$ and $\eta Q_i$ is therefore assumed to be exogenously given and constant each period. This also allows us to concentrate on stationary relational contracts, where the principal promises the same contingent compensation in each period.}

### 2.1 The spot contract

A spot contract is a perfect public equilibrium (PPE) of the contracting game described above. In stage 4, agent $i$ will renege if his promised bonus for the given outputs is lower than the spot price ($\beta_{kl}^i < s_k$), and honor otherwise. In stage 3, the principal will renege if $\beta_{kl}^i > s_k$, and honor otherwise. Hence, at least one party will renege, unless $\beta_{kl}^i = s_k$. The only payment that can be implemented for agent $i$ when he has output $Q_k$ is thus $s_k = \eta Q_k$. Anticipating this, agent $i$ will in stage 2 exert low effort if the cost of high effort exceeds the higher expected spot price induced by this effort, i.e. if

$$c > (1 - \sigma)\eta (q(H, \lambda) - q(L, \lambda)) \Delta Q.$$ 

Recalling our assumptions (1) we see that low effort is thus a strictly dominant strategy if

$$\eta q \Delta Q < c \quad \text{(4)}$$

where $\Delta q = q_H - q_L$. Hence, we see that the spot contracting game has a unique continuation equilibrium from stage 2 if (4) holds\footnote{If there are team effects, low effort by both agents is a continuation equilibrium in stage 2 if the weaker condition $(1 - \sigma)\eta (q_H L - q_L) \Delta Q < c$ holds. In that case, if $(1 - \sigma)\eta (q_H L - q_L) \Delta Q < c \leq (1 - \sigma)\eta (q_H - q_L) \Delta Q$, there are two effort equilibria, namely HH and LL.}. Each agent then exerts low effort and receives the expected spot price $E(s) = \eta (Q_L + (\sigma + (1 - \sigma)q_L)\Delta Q)$. If (4) does not hold, there is an equilibrium where each agent exerts high effort and receives the expected spot price $E(s) = \eta (Q_L + (\sigma + (1 - \sigma)q_H)\Delta Q)$.

In our simple model, a contract to motivate high effort is only necessary if the parameters satisfy (4), since if not, the agents’ hold-up power provides them with sufficient incentives. Hence, throughout the paper we assume that (4) holds, so that the principal has to implement an incentive contract in
order to induce high effort. Since outputs are non-verifiable, such a contract must be self-enforcing.

2.2 Relational contracts

For the principal to implement high effort through a contract, \( \beta \), the contract must be incentive compatible (IC) and self-enforcing, where a self-enforcing (relational) contract is a PPE of the infinitely repeated game in which the stage game described above is played every period. We consider first the IC constraint.

An implementable incentive scheme, \( \beta \), is incentive compatible if

\[
\pi(H, H, \beta) - c \geq \pi(L, H, \beta)
\]  

(5)

The left hand side (LHS) shows the expected wage minus the cost from exerting high effort, while the right hand side (RHS) shows the expected wage from exerting low effort. The condition (5) ensures that high effort from both agents is an equilibrium, given the contract \( \beta \). The agents’ equilibrium is unique if high effort is a dominant strategy, i.e. if \( \pi(H, L, \beta) - c \geq \pi(L, L, \beta) \) holds in addition to (5). The optimal wage schemes we deduce in this paper will ensure either a unique high-effort equilibrium, or a high-effort equilibrium that is not Pareto dominated by a low-effort equilibrium.

Consider now the conditions for the incentive contract to be self-enforcing, i.e. the conditions for implementing a relational incentive contract. The relational incentive contract is self-enforcing if all parties honor the contract for all possible values of \( Q_k \) and \( Q_l \), \( k, l \in \{L, H\} \). As in e.g. Baker, Gibbons and Murphy (2002), we analyze trigger strategy equilibria in which the parties enter into spot contracting forever after one party reneges. We consider a multilateral punishment structure where any deviation by the principal triggers low effort from both agents. The principal honors the contract only if both agents honored the contract in the previous period. The agents honor the contract only if the principal honored the contract with both agents in the previous period. Thus, if the principal reneges on the relational contract, both agents insist on spot contracting forever after. And vice versa: if one of the agents (or both) renege, the principal insists on spot contracting forever after. A natural explanation for this is that the agents interpret a unilateral contract breach (i.e. the principal deviates from the contract with only one of the agents) as evidence that the principal is not trustworthy (see Bewley, 1999, and Levin, 2002).

\[\text{14} \] Modelling multilateral punishments is also done for convenience. Bilateral punishments will not alter our results qualitatively.
Now, (given that (5) holds) the principal will honor the contract if, for all realizations of output $Q_k, Q_l, k, l \in \{H, L\}$, we have

$$-\beta_{kl} - \beta_{lk} + \frac{2\delta}{1 - \delta} [Q_L + (\sigma + (1 - \sigma)q_H)\Delta Q - \pi(H, H, \beta)] \geq -\eta(Q_l + Q_k) + \frac{2\delta}{1 - \delta} [Q_L + (\sigma + (1 - \sigma)q_L)\Delta Q - E(s)],$$

where $\delta$ is a common discount factor. The LHS of the inequality shows the principal’s expected present value from honoring the contract, which involves paying out the promised bonuses and then receiving the value associated with high effort in all future periods. The RHS shows the expected present value from reneging, which involves spot trading of the realized outputs, and then receiving the value associated with low effort and spot trading in all future periods.

Agent $i$ will honor the contract if

$$\beta_{kl} + \frac{\delta}{1 - \delta}(\pi(H, H, \beta) - c) \geq \eta Q_k + \frac{\delta}{1 - \delta}E(s), \quad \text{all } k, l \in \{H, L\} \quad (EA)$$

where similarly the LHS shows the agent’s expected present value from honoring the contract, while the RHS shows the expected present value from reneging.

## 3 Independent tasks

In order to highlight the main result from the model in the simplest possible setting, we first consider the case of stochastic and technological independence, i.e. $\sigma = 0$ and $q_{HL} = q_H$. The more general set-up is analyzed in the next section.

In this setting the IC condition (5) for high effort from each agent takes the following form:

$$q_H \beta_{HH} + (1 - q_H) \beta_{HL} - q_H \beta_{LH} - (1 - q_H) \beta_{LL} \geq \frac{c}{\Delta q} \quad (IC)$$

The optimal contract minimizes the associated expected wage costs $\pi(H, H, \beta)$, subject to the constraints given by limited liability, incentive compatibility (IC), and enforceability (EP and EA). By IC and the definition (3) of the wage cost, we have for $\pi = \pi(H, H, \beta)$:

$$\pi = q_H [q_H \beta_{HH} + (1 - q_H) \beta_{HL}] + (1 - q_H) [q_H \beta_{LH} + (1 - q_H) \beta_{LL}] \geq q_H \frac{c}{\Delta q} + q_H \beta_{LH} + (1 - q_H) \beta_{LL}.$$
From this inequality and limited liability ($\beta_{LH}, \beta_{LL} \geq 0$), we see that the least cost contract satisfying IC has $\beta_{LH} = \beta_{LL} = 0$ and yields a per agent wage cost $\pi_m = q_H \frac{c}{\Delta q}$. Such a contract would always be feasible, and hence optimal, if outputs were verifiable.

Such a contract will also satisfy the agent’s enforceability conditions EA when the hold-up parameter $\eta$ is small, but generally not so when $\eta$ is ’large’. (The RHS of EA is increasing in $\eta$.) Inserting for EA (applied to $\beta_{LH}$ and $\beta_{LL}$) in (7) now yields

$$\pi \geq q_H \frac{c}{\Delta q} + \eta Q_L + \frac{\delta}{1 - \delta} [E(s) - \pi + c]$$

Collecting terms involving $\pi$ and substituting for the expected spot price $E(s) = \eta (Q_L + q_L \Delta Q)$ we obtain

$$\pi \geq q_H \frac{c}{\Delta q} + \eta Q_L - \delta \left( \frac{c}{\Delta q} - \eta \Delta Q \right) q_L$$

Since IC and limited liability ($\beta_{LH}, \beta_{LL} \geq 0$) implies $\pi \geq q_H \frac{c}{\Delta q}$, we see that we have the following lower bound for the wage cost

$$\pi \geq q_H \frac{c}{\Delta q} + \max \{0, \eta Q_L - \delta \left( \frac{c}{\Delta q} - \eta \Delta Q \right) q_L \} = \pi_{\min}$$ \hspace{1cm} (8)

The last term in $\pi_{\min}$ reflects the influence of the enforceability conditions (EA) for the agent. (We will check the corresponding conditions for the principal (EP) below). When the last term in $\pi_{\min}$ is positive, it is impossible to implement and enforce a relational contract where the agent is paid $\beta_{LH} = \beta_{LL} = 0$ for a low outcome, and the wage cost for the principal will therefore exceed the cost for the case $\eta = 0$. Higher wages ease implementation by making it less tempting for the agents to renege on the contract.

The additional cost is increasing in $\eta$, the share of the value that the agent can hold-up ex post. The cost is naturally decreasing in $\delta$, since higher discount factors ease implementation. We will here restrict attention to cases where the hold-up problem is serious in the sense that the cost is positive for all $\delta < 1$. This will be the case when the hold-up parameter $\eta$ is sufficiently large, more precisely when it satisfies\(^{15}\)

$$\eta \geq \eta_0 = \frac{c q_L}{\Delta q \left( Q_L + \Delta Q q_L \right)}$$ \hspace{1cm} (9)

The derivation of the lower bound $\pi_{\min}$ above shows that in order to minimize the additional cost associated with the self-enforcement constraint,

\(^{15}\)Note that $\eta_0 \delta q \Delta Q < c$, so (4) is not violated, given that $\sigma = 0$ here.
EA, the principal must set $\beta_{LH} = \beta_{LL}$, i.e. ensure that an agent’s pay for low output is independent of the other agent’s output. The ’fixed wage’ associated with these outcomes ($\beta_{LH} = \beta_{LL}$) generates the additional cost term in the expression for $\pi_{\min}$, and hence we have (for $\eta > \eta_0$):

$$\beta_{LH} = \beta_{LL} = \eta Q_L - \delta \left( \frac{c}{\Delta q} - \eta \Delta Q \right) q_L > 0 \quad (10)$$

Since the enforceability constraint (EA) is binding for these two bonuses, it follows that we can write this constraint for the other bonuses in the following form:

$$\beta_{Hl} - \eta \Delta Q \geq \beta_{LH} = \beta_{LL}, \quad l = H, L \quad \text{(EA')}$$

This relation says that the bonus increments for high output $\beta_{HH} - \beta_{LH}$ and $\beta_{HL} - \beta_{LL}$ must both exceed $\eta \Delta Q$, which is the additional value of high output for the agent outside the relationship. At the same time the bonuses must be incentive compatible with high effort, and to minimize costs they must satisfy IC with equality, which is to say that we must have

$$q_H (\beta_{HH} - \beta_{LH}) + (1 - q_H) (\beta_{HL} - \beta_{LL}) = \frac{c}{\Delta q} \quad \text{(IC')}$$

Note that an IPE scheme with $\beta_{Hl} - \beta_{Ll} = \frac{c}{\Delta q}$ will certainly fulfill both constraints EA’ and IC’, given that we have assumed $\frac{c}{\Delta q} > \eta \Delta Q$, see (4). The constraints imply that to generate minimal costs and be implementable a scheme cannot deviate too much from IPE. Figure 1 provides an illustration.
The figure depicts the IC constraint and the reduced form dynamic enforceability constraints for the agents (EA’) as functions of the bonus increments $\beta_{HL} - \beta_{LL}$ and $\beta_{HH} - \beta_{LH}$ (where $\beta_{LH} = \beta_{LL}$). Here points above, on and below the diagonal represent, respectively, JPE, IPE and RPE contracts. The figure illustrates that only a limited set of contracts on IC satisfies the agents’ enforceability constraints.

To be fully feasible a contract must also satisfy the dynamic enforceability constraint for the principal (EP). As we demonstrate in the appendix, this constraint can here be written as

$$\max \left\{ 2(\beta_{HH} - \beta_{LH} - \eta\Delta Q), (\beta_{HL} - \beta_{LL} - \eta\Delta Q) \right\} \leq \frac{2\delta}{1 - \delta} [\Delta q\Delta Q - c]$$

(EP’)

This reduced form EP constraint can be represented as the curve marked EP’ in Figure 1. The curve has a kink at $\beta_{HH} - \beta_{LH} = \frac{1}{2}(\beta_{HL} - \beta_{LL} + \eta\Delta Q)$, and its position depends on $\delta$. For given bonuses, the constraint requires that the discount factor $\delta$ must be sufficiently large to guarantee implementability. Conversely, for given $\delta$ the constraint limits the set of bonuses that can be implemented; in particular we see that the bonus increments $\beta_{HL} - \beta_{LL}$ cannot be too large.

Defining $\hat{\delta} \in (0, 1)$ by

$$\frac{1 - \hat{\delta}}{\delta} = \frac{[\Delta q\Delta Q - c]}{c - \eta\Delta Q\Delta q} \Delta q(2 - q_H)$$

(11)

we obtain the following result.

**Proposition 1.** (i) For $\eta \geq \eta_0$ and $\delta \geq \hat{\delta}$ a wage scheme satisfying (10), IC’, EA’ and EP’ is optimal. The minimal wage cost is given by $\pi_{\min}$, and any other implementable wage scheme yields a higher cost. (ii) No wage scheme yielding high effort can be implemented for $\delta < \hat{\delta}$

**Remark.** In the appendix we verify that the optimal wage schemes ensure either a unique high-effort equilibrium (for RPE schemes), or a high-effort equilibrium that is not Pareto dominated by a low-effort equilibrium (for JPE or IPE schemes). Moreover, we show that these schemes satisfy the following conditions

$$\pi(H, H, \beta) - c \geq E(s)$$

(12)

$$\Delta q\Delta Q \geq \pi(H, H, \beta) - E(s)$$

(13)

The first shows that the agents’ expected payment from the incentive contract exceeds the expected spot price, and the second shows that the
principal’s expected surplus from the contract exceeds the surplus from spot contracting. All parties are therefore better off with the relational contract than with a spot contract.

Proposition 1 shows that an optimal wage scheme satisfies IC and is bounded by the dynamic implementability constraints EA’ and EP’. Consider now variations in \( \eta \). As \( \eta \) increases (for \( \delta \) fixed), the curve representing EA’ in Figure 1 moves outwards along the 45 degree line with the EP’-curve ‘attached to it’. The IC curve remains fixed, and thus a smaller set of bonuses remains admissible. Hence, the agents’ ability to hold-up values ex post calls for incentive schemes that come close to schemes based on independent performance evaluation. We have:

**Proposition 2** The maximum dependence between agent \( i \)’s bonus and agent \( j \)’s output that the principal can implement, decreases with the share of values, \( \eta \), that the agents can hold-up. In particular, for an optimal and feasible wage scheme, we have \( \beta_{LH} = \beta_{LL} \) and \( |\beta_{HH} - \beta_{HL}| \leq (\frac{c}{\Delta q} - \eta \Delta Q)m \), where \( m = \max\{\frac{1}{\eta H}, \frac{1}{1-\eta H}\} \).

Note that for a sufficiently large \( \eta \) only IPE remains feasible, since \( |\beta_{HH} - \beta_{HL}| \rightarrow 0 \) as \( \eta \rightarrow \frac{c}{\Delta q \Delta Q} \). Finally note also that a higher \( \eta \) eases implementation of high effort. This is seen in the expression for the critical factor \( \tilde{\delta} \), which shows that \( \tilde{\delta} \rightarrow 0 \) as \( \eta \rightarrow \frac{c}{\Delta q \Delta Q} \).

Proposition 2 highlights how agent hold-up affects the implementability of peer dependent incentives. An agent who realizes a high output, but is paid a low bonus only because his peer performs better (RPE) or worse (JPE), has incentives to hold-up his output and renegotiate payments. This obstructs the implementation of relational incentive contracts.

In the simple setting presented in this section, there is no inherent reason for the principal to offer peer-dependent incentives, since IPE, RPE and JPE are equally profitable. However, once we allow for technological or stochastic dependence between the agents’ tasks, RPE or JPE become desirable. But as we shall see in the next section, even if peer-dependent incentives become desirable, the basic insight from Proposition 2 remains valid, and implies that the most desirable schemes may well not be implementable.

### 4 Team incentives

We will now demonstrate the importance of agent-hold up in a setting where there are team effects. Such effects can take many forms; here we analyze two cases: Complementary tasks and peer pressure.
4.1 Complementary tasks

Consider now the general formulations (1) - (3) incorporating complementary tasks and common noise. For expositional simplicity we will assume perfect complementarity, so that high effort from one agent is productive only if the other agent also exerts high effort, and thus

$$q(H, H) = q_H > q_L = q(H, L) = q(L, H) = q(L, L)$$

In this setting we have:

$$\pi(H, H, \beta) = \sigma \beta_{HH} + (1 - \sigma) \{q_H^2 \beta_{HH} + q_H(1 - q_H)(\beta_{HL} + \beta_{LH}) + (1 - q_H)^2 \beta_{LL}\}$$

$$\pi(L, H, \beta) = \sigma \beta_{HH} + (1 - \sigma) \{q_L^2 \beta_{HH} + q_L(1 - q_L)(\beta_{HL} + \beta_{LH}) + (1 - q_L)^2 \beta_{LL}\}$$

To illustrate the forces at play here, consider first three 'extreme' contracts; a stark JPE scheme ($\beta_{HH}, 0, 0, 0$), a pure IPE scheme ($\beta, \beta, 0, 0$) and a stark RPE scheme ($0, \beta_{HL}, 0, 0$). In all contracts an agent is paid a bonus only if he has a success. The JPE (RPE) contract pays the bonus when the success occurs together with a success (failure) by the other agent, while in the IPE contract the payment is independent of the other agent’s outcome. We will now show that if we ignore enforceability conditions, the least cost contract is either the stark JPE scheme or the stark RPE scheme. We will then show that (i) while these contracts can be feasible (enforceable) when the agents’ hold-up power is sufficiently small, they become unfeasible when this hold-up power exceeds some threshold, and (ii) that the optimal contract then moves towards an IPE scheme as the hold-up power increases beyond the threshold.

For the JPE scheme ($\beta_{HH}, 0, 0, 0$), the IC constraint $\pi(H, H, \beta) - c \geq \pi(L, H, \beta)$ yields $(1 - \sigma) (q_H^2 - q_L^2) \beta_{HH} \geq c$ and thus (minimal) expected costs $\pi_J = \left[\frac{c}{\beta_{HH} + q_H^2} + q_H\right] \frac{c}{q_H - q_L}$. For the IPE scheme the IC constraint yields $(1 - \sigma) (q_H - q_L) \beta \geq c$ and thus expected costs $\pi_I = \left[\frac{c}{\beta_{HL} + q_H} + q_H\right] \frac{c}{q_H - q_L}$, while for the RPE scheme the IC constraint yields $(1 - \sigma)(q_H - q_L)(1 - q_H - q_L) \beta_{HL} \geq c$ and thus expected costs $\pi_R = q_H(1 - q_H) (\frac{c}{(q_H - q_L)(1 - q_H - q_L)})$ (assuming $1 - q_H - q_L > 0$). The RPE contract here filters out the common noise factor, and yields a cost that is completely independent of this factor.

Comparing the three contracts, we see that for $\sigma = 0$ the JPE contract yields the lowest cost, and that we then have $\pi_J < \pi_I < \pi_R$. For $\sigma$ close to 1, on the other hand, the RPE contract yields the lowest cost. Indeed, (assuming $1 - q_H - q_L > 0$) there is critical $\hat{\sigma} \in (0, 1)$ such that for $\sigma < \hat{\sigma}$ we have $\pi_J < \pi_I < \pi_R$, while for $\sigma > \hat{\sigma}$ we have $\pi_J > \pi_I > \pi_R$. The critical $\hat{\sigma}$ is given by the condition $\pi_J = \pi_R$, which after a little algebra yields $\hat{\sigma} = \frac{q_H q_L}{(1 - q_H)(1 - q_L)}$. 
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The reason behind these results are as follows: When tasks are complements, low effort from agent \( i \) yields a negative externality on agent \( j \). With JPE, the agent is punished for this, i.e. JPE internalizes the externality to some extent. If there is no or little common noise \((\sigma < \hat{\sigma})\), this makes it less costly to implement high effort under JPE than under IPE or RPE. Indeed, the stark JPE scheme will then, if it is feasible, dominate all other schemes. But the JPE scheme, which pays out bonuses when both agents have high outputs, is vulnerable to common shocks. So when the common noise factor is sufficiently large \((\sigma > \hat{\sigma})\) this scheme is dominated by the RPE scheme, which here is immune to such shocks. Thus we see that there is a tension here between (i) using JPE to internalize the externality induced by the complementarity between tasks, and (ii) using RPE to filter out and neutralize the effect of the common shocks.

This can be illustrated by Figure 2, which is similar to Figure 1. (The position of the IC constraint will be different from that in Figure 1 due to the complementarity and noise factors.) The three contracts discussed above are here represented by points J, I, and R, respectively. The dotted lines are iso-cost lines for the principal. Their slope depend on \( \sigma \), and the critical value \( \hat{\sigma} \) is precisely the value for which they are parallel to the IC line. For \( \sigma < \hat{\sigma} \) the iso-cost lines are steeper than the IC line, as indicated in the figure. It is clear from the figure that the JPE contract then yields a lower cost than the two other contracts. It is also clear that for the opposite case \( \sigma > \hat{\sigma} \) the lowest cost will be obtained by the RPE contract, since the iso-cost lines then are less steep than the IC line.

![Figure 2](image-url)  
Regarding enforceability, we see by checking the EA constraints that the
three contracts do satisfy these constraints if the agents have no hold-up power (since the RHS of EA is zero for $\eta = 0$). Checking the EP constraints, we see that the three contracts also satisfy these for $\eta = 0$, provided the discount factor $\delta$ is sufficiently close to 1. This implies that each of these contracts is enforceable if the agents’ hold-up power is sufficiently small ($\eta$ close to zero), and $\delta$ is sufficiently close to 1. Intuitively, each contract gives both agents a rent ($\pi_i - c > 0$), and for $\eta$ small no agent can gain by reneging.

Also, each contract gives the principal a surplus exceeding her spot surplus for $\eta$ small (one can check that $(1 - \sigma)\Delta q\Delta Q - \pi_i > 0$), and hence neither the principal has incentives to renege when future surpluses are sufficiently important for her ($\delta$ is large).

The stark JPE or RPE contracts discussed above will, however, typically not be feasible when the agents’ hold-up power ($\eta$) is ‘large’, since they will then typically violate the agents’ enforceability constraints (EA). As we will show below, these constraints can be represented by lines such as EA’ in Figure 2. This is similar to the independence case illustrated in Figure 1, and we will see that the principal’s constraints (EP) can be represented in a similar way as well. The unique optimal contract for the case illustrated in Figure 2 ($\sigma < \hat{\sigma}$) will then be the contract given by the north-west intersection point of IC and EA’. This is a JPE contract, but it is less stark than the JPE contract discussed above. As $\eta$ increases, the principal will be forced to move the contract in the direction of the 45 degree line, and hence move it towards an IPE contract.

Proceeding to the formal analysis, note that the IC constraint $\pi(H, H, \beta) - c \geq \pi(L, H, \beta)$, can here be written:

$$[q_H + q_L] \beta_{HH} + [1 - q_H - q_L] (\beta_{HL} + \beta_{LH}) - [2 - q_H - q_L] \beta_{LL} \geq \frac{c}{(1 - \sigma)\Delta q} (IC_t)$$

where $\Delta q = q_H - q_L$. Consider first the case $\sigma < \hat{\sigma} = \frac{q_H q_L}{(1 - q_H)(1 - q_L)}$. Substituting for $\beta_{HH}$ from the IC constraint ($IC_t$) into the expression for $\pi(H, H, \beta)$ we obtain the following inequality (see the appendix)

$$\pi \geq \pi_J + \frac{p}{2}(\beta_{HL} + \beta_{LH}) + (1 - p) \beta_{LL},$$

where

$$\pi_J = \frac{\sigma + (1 - \sigma)q_H^2}{q_H^2 - q_L^2} \frac{c}{1 - \sigma} \quad \text{and} \quad p = \frac{2q_H q_L - \sigma(1 - q_H)(1 - q_L)}{q_H + q_L} \in (0, q_H)$$

We recognize $\pi_J$ as the cost associated with the stark JPE contract discussed above. The inequality in (14) shows that this is the lowest cost to implement
high effort, subject to limited liability. But for $\eta > 0$ the bonuses must also satisfy the enforceability conditions. Using EA for $\beta_{HL}, \beta_{LH}, \beta_{LL}$ in (14) now yields (see the appendix):

$$\pi \geq \pi_J + \frac{p}{2} \eta \Delta Q + \beta(\eta, \delta) = \pi_m(\eta, \delta)$$

(15)

where

$$\beta(\eta, \delta) = \eta Q_L - \delta \left( \frac{c}{(1 - \sigma) \Delta q} - \eta \Delta Q \right) \frac{\sigma + (1 - \sigma) q_L^2}{q_H + q_L}$$

As in Section 3, we will also here restrict attention to cases where the hold-up problem is serious in the sense that $\pi_m(\eta, \delta) > \pi_J$ for all $\delta < 1$. This will occur when the hold-up parameter $\eta$ exceeds some threshold. Define $\eta_1$ as the smallest value of $\eta$ that makes the expression for $\beta(\eta, \delta)$ positive for all $\delta < 1$, i.e.\(^{16}\)

$$\eta_1 = \frac{c}{(1 - \sigma) \Delta q} \frac{1}{\frac{q_H + q_L}{\sigma + (1 - \sigma) q_L} Q_L + \Delta Q}$$

Reasoning as in the previous section we then obtain the following result (see the appendix):

**Lemma 1** For $\sigma < \hat{\sigma} = \frac{q_H q_L}{(1 - q_H)(1 - q_L)}$ we have: For $\eta \geq \eta_1$ the minimal wage cost subject to IC and EA is given by $\pi_m(\eta, \delta)$. This is attained when IC binds, and when EA binds for $\beta_{HL}, \beta_{LH}, \beta_{LL}$. The unique bonuses are given by

$$\begin{align*}
\beta_{HH} &= \beta_{HL} + \frac{1}{q_H + q_L} \left( \frac{c}{(1 - \sigma) \Delta q} - \eta \Delta Q \right) > \beta_{HL} = \beta_{LL} + \eta \Delta Q, \\
\beta_{LH} &= \beta_{LL} = \beta(\eta, \delta)
\end{align*}$$

(16)

**Remark.** In the appendix we show that the optimal wage scheme given in the lemma ensures a high-effort equilibrium that is not Pareto dominated by a low-effort equilibrium.

The given wage scheme is JPE, but has a less stark form than the optimal scheme for verifiable output. And we see that the larger is the agent’s ex post share $\eta$, the closer the scheme is to an IPE scheme; specifically we see that $\beta_{HH} - \beta_{HL} \to 0$ as $\eta \to \frac{c}{(1 - \sigma) \Delta q \Delta Q}$. Note moreover that, since EA is $\theta > \eta_1$ is sufficient, but not strictly necessary for $\pi_m(\eta, \delta) > \pi_J$. We restrict attention to $\eta > \eta_1$ to simplify the exposition.

\(^{16}\)
binding for $\beta_{LH}$ and $\beta_{LL}$, the EA constraints for the other bonuses take the form $\beta_{HI} - \beta_{LI} \geq \eta \Delta Q$, and these constraints can hence be represented as indicated in Figure 2. For the same reason the EP constraints can also be represented as indicated in that figure.

To be implementable, a wage scheme must also satisfy EP. We show in the appendix that the scheme given in Lemma 3 satisfies this constraint for $\delta \geq \delta_2$ defined by

$$\frac{1 - \delta_2}{\delta_2} = \frac{[(1 - \sigma)\Delta q \Delta Q - c]}{c/(1 - \sigma) - \eta \Delta q \Delta Q} (q_H + q_L) \Delta q$$

Note that $\delta_2$ is decreasing in $\eta$. Hence, we have the following result.

**Proposition 3** For $\sigma < \hat{\sigma}$ we have: For $\eta \geq \eta_1$ and $\delta \geq \delta_2$ the JPE wage scheme given by (16) is implementable and uniquely optimal. As the share of values ($\eta$) that the agents can hold-up ex post increases, the scheme approaches an IPE scheme.

For given $\eta \geq \eta_1$ and for discount factors smaller than the critical factor $\delta_2$, the scheme (16) will no longer be implementable. For $\delta = \delta_2$ the dynamic enforceability constraint for the principal (EP) is binding for $\beta_{HH}$ (and only for this bonus), while the agent’s constraint EA is binding for the other bonuses. The least costly way for the principal to adapt to a lower $\delta$ (and hence a stricter EP) will then be to reduce $\beta_{HH}$, and by that reduce the difference $\beta_{HH} - \beta_{HL}$. Note as well that a lower $\delta$ will also increase $\beta_{HH}, \beta_{LL}, \beta_{HL}$ when EA binds, see (16). Thus, a lower $\delta$ will force the principal to modify the scheme towards an IPE scheme. To sum up: the possibility for the agents to hold-up values forces the principal to offer a greater extent of individualized incentives at the expense of team incentives, even when the agents’ tasks are perfect complements.

So far we have only analyzed the case of a ‘small’ common shock; $\sigma < \hat{\sigma}$. The case $\sigma > \hat{\sigma}$ can be analyzed similarly. (Note that this case is only relevant if $q_H + q_L < 1$, since otherwise $\hat{\sigma} \geq 1$.) The reasoning leading to Lemma 1 and the discussion following Figure 2 indicates that for $\eta$ exceeding some lower bound the minimal cost contract will be a modified RPE contract, graphically given by the south-east intersection of EA’ and IC in Figure 2. This can be verified formally, and it can also be verified that this contract will satisfy EP and hence be fully implementable when $\delta$ exceeds some critical value $\delta'_2 < 1$ (cfr Proposition 3). Moreover, as $\eta$ increases the contract will move towards an IPE contract.\(^{17}\) Formal proofs of these assertions are available from the authors.

\(^{17}\)In the case $\sigma > \hat{\sigma}$ considered here, it turns out that the least-cost contract is not
4.2 Peer pressure

A more striking demonstration of the JPE hold-up problem can be made in a setting with peer pressure. In order to highlight the effects of this feature, we return to the case of stochastic and technological independence, i.e. $\sigma = 0$ and $q_{HL} = q_H$, as assumed in Section 3. To model peer pressure in this framework, we assume that there are costs associated with lowering the peer’s wage by realizing low output, i.e. that agents experience disutility from being the “weakest link”. Such an event will occur with probability $(1 - q_H)q_H$ if $\beta_{HH} > \beta_{HL}$. We represent this disutility by $d = \max\{\nu(\beta_{HH} - \beta_{HL}), 0\}$, where $\nu$ is a cost parameter.

This assumption is in some sense in the spirit of Kandel and Lazear (1992). They distinguish between internal peer pressure, or guilt, when effort is unobservable among the agents, and external pressure, or shame, when effort is observable. In our model, effort is unobservable, so our assumption can be interpreted as guilt. However, output is observable, so the weakest link effect can also be interpreted as shame. A point here is that our assumption is not directly related to the disutility from low effort. It is output that matters. Low effort gives no disutility if it leads to high output (which it does with probability $q_L$.) And high effort may induce disutility if it leads to low output. The shame interpretation is therefore most appropriate.

Let $D$ denote the expected disutility associated with being the weakest link:

$$D = (1 - q_H)q_Hd = (1 - q_H)q_H \max\{\nu(\beta_{HH} - \beta_{HL}), 0\}$$

In a high effort equilibrium, each agent’s expected utility is now

$$\pi - D - c = q_H[q_H\beta_{HH} + (1 - q_H)\beta_{HL}] + (1 - q_H)[q_H(\beta_{LH} - d) + (1 - q_H)\beta_{LL}] - c$$

where $\pi = \pi(H, H, \beta)$. This yields an IC constraint just as (IC) in Section 3, except that $\beta_{LH}$ is replaced by $\beta_{LH} - d$. From this constraint and the definition of $\pi$ we then obtain

$$\pi = q_H[q_H\beta_{HH} + (1 - q_H)\beta_{HL}] + (1 - q_H)[q_H\beta_{LH} + (1 - q_H)\beta_{LL}]$$

$$\geq q_H\left[\frac{c}{\Delta q} + q_H(\beta_{LH} - d) + (1 - q_H)\beta_{LL}\right] + (1 - q_H)[q_H\beta_{LH} + (1 - q_H)\beta_{LL}]$$

unique, as there is some leeway in specifying the bonuses $\beta_{HL}$ and $\beta_{LH}$. The modified RPE contract is one optimal contract, and any optimal contract moves towards an IPE contract when $\eta$ increases.
Hence, since $d = \max \{ \nu(\beta_{HH} - \beta_{HL}), 0 \}$:

$$
\pi \geq q_H \frac{c}{\Delta q} - q_H^2 \max \{ \nu(\beta_{HH} - \beta_{HL}), 0 \} + q_H \beta_{LH} + (1 - q_H) \beta_{LL} \quad (17)
$$

Ignoring enforceability contraints for the moment, we now see that if $\nu > 0$, the least costly contract has $\beta_{HL} = \beta_{LH} = \beta_{LL} = 0$ and $\beta_{HH} = \frac{c}{q_H \Delta q (1 + \nu)}$. (The latter value follows from the IC constraint, which for a contract $(\beta_{HH}, 0, 0, 0)$ here requires $q_H \beta_{HH} - q_H (-d) \geq \frac{c}{\Delta q}$.) The associated minimal wage cost is $\pi_m = q_H \frac{c}{\Delta q (1 + \nu)}$. We see that this wage cost is decreasing in $\nu$, and hence lower than the cost for the case $\nu = 0$. This shows that, by offering incentives based on JPE, the principal can exploit the disutility effect of being the weakest link.

The minimal wage cost $\pi_m = q_H \frac{c}{\Delta q (1 + \nu)}$ is achievable if output is verifiable, or if the enforceability contraints (EA and EP) do not bind. Interestingly, we will now see that once the agent’s enforceability contraints bind for low output ($\beta_{LL}$ and $\beta_{LH}$), which will occur for $\eta$ above some threshold, then the optimal scheme is not only a less stark JPE scheme; it is a pure IPE scheme. In fact, any JPE contract is then dominated by this IPE scheme.

The dynamic enforceability constraint EA for the agents here takes the form

$$
\min \{ \beta_{HH} - \eta Q_H, \beta_{HL} - \eta Q_H, \beta_{LH} - d - \eta Q_L, \beta_{LL} - \eta Q_L \} \geq \frac{\delta}{1 - \delta} [E(s) - \pi + D + c]
$$

Using (17), which follows from the present IC-constraint, and EA for bonuses $\beta_{LH}$ and $\beta_{LL}$, we get:

$$
\pi \geq q_H \frac{c}{\Delta q} - q_H^2 d + \left( \eta Q_L + \frac{\delta}{1 - \delta} [E(s) - \pi + D + c] + q_H d \right)
$$

Note that $-q_H^2 d + q_H d = D$. Collecting terms involving $\pi - D$ and substituting for $E(s) = \eta (Q_L + q_L \Delta Q)$ we then obtain

$$
\pi \geq q_H \frac{c}{\Delta q} + \eta Q_L - \frac{c}{\Delta q} \eta \Delta Q q_L + D
$$

We see that to minimize $\pi$, the principal will want to set $D$ as small as possible i.e. make $d = \max \{ \nu(\beta_{HH} - \beta_{HL}), 0 \}$ as small as possible. This means setting $\beta_{HH} - \beta_{HL} = 0$, provided this is feasible by EP. It follows that

---

18 It can be checked that for $\eta$ and $\nu$ sufficiently small and for $\delta$ sufficiently large this least cost contract is implementable even if output is non-verifiable.
the IPE wage scheme together with the feasible RPE schemes satisfying the IC constraint with equality, are optimal once the enforceability conditions EA bind for low outputs (bonuses $\beta_{LH}$ and $\beta_{LL}$).

We see that for $\eta \geq \eta_0$ given by (9) we have $\eta Q_L - \delta \left[ \frac{c}{\Delta q} - \eta \Delta Q \right] q_L > 0$ for all $\delta < 1$, and so EA will indeed bind at outcomes LL and LH. Provided $\beta_{HH} - \beta_{HL} = 0$ is feasible (EP is satisfied), then EA' and IC' will hold. EP will be satisfied for this solution if EP' holds for $\beta_{HH} = \beta_{HL}$, which is the case if $2(\beta_{HH} - \beta_{LH} - \eta \Delta Q) \leq \frac{2\eta}{\delta} \left[ \Delta q \Delta Q - c \right]$. From EA' and IC' we see that this holds if $\delta \geq \delta$ given by

$$\frac{1 - \delta}{\delta} = \frac{[\Delta q \Delta Q - c]}{\Delta q - \eta \Delta Q}$$

For $\delta \geq \delta$ an IPE wage scheme ($\beta_{HH} = \beta_{HL}$) is thus optimal.\footnote{It can be seen that for sufficiently low discount factors the “commitment advantage” of RPE dominates the peer-dependence effect, making RPE optimal. The commitment advantage of RPE (with no agent hold-up) is analyzed in Kvaløy and Olsen (2006).} We have the following result:

**Proposition 4** When there is peer pressure ($\nu > 0$) and agent hold-up ($\eta \geq \eta_0$) we have: For $\delta \geq \delta$ an IPE wage scheme (with $\beta_{HH} = \beta_{HL}$) satisfying (10), IC and EA’ is feasible and optimal. The minimal wage cost is $\pi_{\text{min}}$ given in (8). Any wage scheme with $\beta_{HH} - \beta_{HL} > 0$ yields a strictly larger cost, thus any JPE scheme is strictly inferior to IPE (and feasible RPE schemes).

The intuition for this result goes as follows: If the agents can renegotiate a spot price, they are able to avoid the disutility effects from peer pressure, since a spot price is equivalent to an IPE scheme. In order to implement JPE, the principal then has to compensate the agents for the peer pressure effect. But then JPE becomes more expensive than IPE or RPE, where no such effects exist. In other words: once the spot price becomes sufficiently tempting, the principal can no longer use JPE to exploit the effects of peer pressure, but has to compensate the agents for any disutility effects that team incentives provide.

## 5 Concluding remarks

In an interesting review of the history of employment relationships, Peter Cappelli (2000) argues that the last twenty years have seen a dramatic shift from traditional bureaucratic employment structures to ”inside contracting
systems (...) shaped by individualized incentives and pressures from outside labor markets. Along the same lines, Levin and Tadelis (2005) argue that greater competition in the labour market and changes in market information has made it less valuable to commit to the profit sharing plans of professional partnerships.

In this paper we offer a model that elucidates these developments. We have shown that compensation tied to peer performance can induce employee hold-up and obstruct the implementation of relational incentive contracts. The model presented may thus explain the tendency to use individual performance pay in human-capital-intensive industries. Tremblay and Chenevert (2004) and Appelbaum (1991) note that even if knowledge-based industries are characterized by teamwork, the challenge to retain the most critical resources increases the pertinence of rewarding individual performance. Our model supports this conjecture.

In addition, the model can contribute to explain why relative performance evaluation is used less in CEO compensation than agency theory suggests.20 Even though our model has a multilateral feature, i.e. one principal contracting with two agents, what drives our result is the agents’ temptations to renegotiate when not being paid according to absolute output. A CEO interpretation is therefore not unreasonable since they are in the position of holding up values ex post if not being paid a ”fair share” of their value added.

There is a large literature discussing human capital and problems of expropriation in modern corporations. Recent papers include Kessler and Lülfesmann (2006) who show how the firm can balance incentive provision between general and firm specific investments in human capital in order to mitigate the hold-up problem; and Rajan and Zingales (2001) who argue that human-capital-intensive industries will develop flat organizations with distinctive technologies and cultures in order to avoid expropriation. We complement this literature by showing how indispensable human capital affects the firm’s feasible incentive design.

Our model also complements the seminal paper by Holmström and Milgrom (1994). They show how asset ownership gives a firm the ability to restructure the incentives of those who join the firm (the employees). In particular, they show how a firm - by giving up control rights - loses the ability to balance incentives between various tasks. We show how the firm - by giving up control rights - loses the ability to exploit the advantages that

20 See Murphy (1999) who states that ‘the paucity of RPE in options and other components of executive compensation remains a puzzle worth understanding’. See also Aggarwal and Samwick (1999).
lie in designing peer-dependent incentives.

Appendix

Proof of Proposition 1

Consider first the principal’s enforceability constraint EP. The constraint binds when $\beta_{kl} + \beta_{lk} - \eta(Q_k + Q_l)$ is maximal. We can thus write the constraint as

$$\max \{2\beta_{HH} - 2\eta Q_H, \beta_{HL} + \beta_{LH} - \eta(Q_H + Q_L), 2\beta_{LL} - 2\eta Q_L\}$$

$$\leq \frac{2\delta}{1 - \delta} [\Delta q \Delta Q + E(s) - \pi(H, H, \beta)] \quad \text{(EP)}$$

When the EA constraints are binding for $\beta_{HH}$ and $\beta_{LL}$, we have $\beta_{HH} = \beta_{LL} = \frac{\delta}{1 - \delta} [E(s) - \pi(H, H, \beta) + c]$. Subtracting $2\beta_{LL} - 2\eta Q_L$ on both sides then yields (recalling $\beta_{HH} = \beta_{LL}$):

$$\max \{2(\beta_{HH} - \beta_{HH} - \eta \Delta Q), (\beta_{HL} - \beta_{LL} - \eta \Delta Q), 0\} \leq \frac{2\delta}{1 - \delta} [\Delta q \Delta Q - c]$$

We see that this is equivalent to the condition EP’ given in the text, because the EA constraints for $\beta_{HH}$ and $\beta_{HL}$ are here equivalent to $\beta_{HH} - \beta_{LL} - \eta \Delta Q \geq 0$, $l = H, L$.

Consider now statement (i) in Proposition 1. It follows from the geometry of Figure 1 that the minimal discount factor $\delta = \delta^*$ for which a bonus scheme satisfying IC and EP’ also satisfies EP’ is obtained when the kink of the EP’ curve in Figure 1 is positioned on IC, i.e. when EP’, IC and $2(\beta_{HH} - \beta_{HL} - \eta \Delta Q) = \beta_{HL} - \beta_{LL} - \eta \Delta Q$ hold jointly. The last two conditions yield

$$q_H(\beta_{HH} - \beta_{LL}) + (1 - q_H)(2(\beta_{HH} - \beta_{HH}) - \eta \Delta Q) = \frac{c}{\Delta q}$$

and hence $(2 - q_H)(\beta_{HH} - \beta_{HH}) = \frac{c}{\Delta q} + (1 - q_H)\eta \Delta Q$. Inserting this in EP’ yields the following condition for $\delta^*$

$$\left(\frac{c}{(2 - q_H)\Delta q} + \frac{1 - q_H}{2 - q_H} \eta \Delta Q\right) - \eta \Delta Q = \frac{\delta}{1 - \delta} [\Delta q \Delta Q - c]$$

This coincides with (11), and hence proves statement (i).

It remains to prove statement (ii). By definition of $\delta^*$ no wage scheme can satisfy IC and EP’ for $\delta < \delta^*$. The statement then follows when we show that EP’ is a necessary condition for implementability. To prove this, first note that EA implies
\[ \beta_{Lj} - \eta Q_L \geq \frac{\delta}{1 - \delta} [E(s) - \pi + c], \quad j = H, L, \quad (\pi = \pi(H, H, \beta)). \]

Condition EP implies
\[ 2(\beta_{HH} - \beta_{LH} - \eta \Delta Q) + 2(\beta_{LH} - \eta Q_L) = 2(\beta_{HH} - \eta Q_H) \leq \frac{2\delta}{1 - \delta} [\Delta Q \Delta Q - \pi + E(s)] \]

and
\[ (\beta_{HL} - \beta_{LL} - \eta \Delta Q) + (\beta_{LH} - \eta Q_L) + (\beta_{LL} - \eta Q_L) = (\beta_{HL} + \beta_{LL} - \eta Q_H - \eta Q_L) \leq \frac{2\delta}{1 - \delta} [\Delta Q \Delta Q - \pi + E(s)] \]

Using these three inequalities we see that EP’ follows. This completes the proof.

**Remark Proposition 1**

We here verify the statements made in the remark to Proposition 1. For any contract \( \beta \) with \( \beta_{LH} = \beta_{LL} \) we have
\[ \pi(\lambda, \kappa, \beta) = q_\lambda [q_\kappa \beta_{HH} + (1 - q_\kappa) \beta_{HL}] + (1 - q_\lambda) \beta_{LL} \]
and hence
\[ \pi(H, H, \beta) = \pi(L, L, \beta) + \pi(L, H, \beta) = q_H ([q_H \beta_{HH} + (1 - q_H) \beta_{HL}] - [q_L \beta_{HH} + (1 - q_L) \beta_{HL}]) + q_L ([q_L \beta_{HH} + (1 - q_L) \beta_{HL}] - [q_H \beta_{HH} + (1 - q_H) \beta_{HL}]) = (q_H - q_L)^2 (\beta_{HH} - \beta_{HL}) \]

When IC binds \( (\pi(H, H, \beta) - c = \pi(L, H, \beta)) \) we thus have
\[ \pi(L, L, \beta) - (\pi(H, L, \beta) - c) = (q_H - q_L)^2 (\beta_{HH} - \beta_{HL}) \]

This is negative for RPE contracts, hence efforts HH is then a unique equilibrium for the given contract. The expression is however non-negative for JPE or IPE contracts, hence efforts LL is then another equilibrium.

Next compare equilibrium payoffs. Note that for \( \beta_{LH} = \beta_{LL} \) we have
\[ \pi(L, L, \beta) - \pi(L, H, \beta) = q_L ([q_L \beta_{HH} + (1 - q_L) \beta_{HL}] - [q_H \beta_{HH} + (1 - q_H) \beta_{HL}]) = -q_L(q_H - q_L)(\beta_{HH} - \beta_{HL}) \]

Hence for a JPE or IPE contract with IC binding we have
\[ \pi(L, L, \beta) \leq \pi(L, H, \beta) = \pi(H, H, \beta) - c \]
with strict inequality for JPE. Thus the HH equilibrium yields a higher payoff than the LL equilibrium, and strictly so for a JPE contract.

**Verification of (12 - 13).**

We verify here that (12 - 13) hold for the schemes stated in Proposition 1 when \( \delta \geq \delta \). We have
\[ \pi - E(s) = \left( q_H (\frac{c}{S_k} + \eta Q_L - \frac{\delta}{\frac{S_k}{\lambda} - \eta \Delta Q}) q_L \right) - \eta (Q_L + \Delta Q q_L) = q_L (\frac{c}{S_k} + c - \delta(\frac{c}{\frac{S_k}{\lambda} - \eta \Delta Q}) q_L - \eta \Delta Q q_L) = (1 - \delta)(\frac{c}{\frac{S_k}{\lambda} - \eta \Delta Q}) q_L + c \]
This shows that \( \pi - E(s) > c \), hence (12) holds. We further have
\[ \pi - E(s) - c < (1 - \delta)(\frac{c}{\frac{S_k}{\lambda} - \eta \Delta Q}) q_L \]
Collecting terms involving $\pi$

Hence, de

This verifi

where the last inequality follows from $\delta < 1$ and $(2 - q_H)q_L < (2 - q_H)q_H < 1$. Hence we see that (13) holds.

**Verification of (14 - 15).**

Substituting from $\beta_{HH}$ from $(IC_1)$ in the expression for $\pi = \pi(H, H, \beta)$ yields

\[
\pi \geq \frac{\sigma + (1 - \sigma)q_H^2}{q_H + q_L} \left( \frac{c}{(1 - \sigma)\Delta q} - \left[ 1 - q_H - q_L \right] (\beta_{HL} + \beta_{ LH}) + [2 - q_H - q_L] \beta_{ LL} \right) \\
+ (1 - \sigma) \{ q_H (1 - q_H)(\beta_{HL} + \beta_{ LH}) + (1 - q_H)^2 \beta_{ LL} \}
\]

Hence, defining $\pi_J = \frac{\sigma + (1 - \sigma)q_H^2}{q_H + q_L} \frac{c}{(1 - \sigma)\Delta q}$ we have

\[
\pi \geq \pi_J + \left( (1 - \sigma)q_H (1 - q_H) - \sigma + (1 - \sigma)q_H^2 \right) \left( \frac{1}{q_H + q_L} - 1 \right) (\beta_{HL} + \beta_{ LH}) \\
+ \left( (1 - \sigma)(1 - 2q_H + q_H^2) + \sigma + (1 - \sigma)q_H^2 \right) \left( \frac{2}{q_H + q_L} - 1 \right) \beta_{ LL} \\
= \pi_J + \left( \sigma + (1 - \sigma)q_H - \frac{\sigma + (1 - \sigma)q_H^2}{q_H + q_L} \right) (\beta_{HL} + \beta_{ LH}) \\
+ \left( 1 - 2\sigma - 2(1 - \sigma)q_H + 2 \frac{\sigma + (1 - \sigma)q_H^2}{q_H + q_L} \right) \beta_{ LL}
\]

This verifies (14), since the coefficient for $(\beta_{HL} + \beta_{ LH})$ equals $\frac{q_H q_L - \sigma (1 - q_H)(1 - q_L)}{q_H + q_L} = \frac{p}{c}$.

Substituting then from EA for $\beta_{HL}, \beta_{ LH}, \beta_{ LL}$ in (14) we get

\[
\pi \geq \pi_J + \frac{p}{2} \eta \Delta Q + \left( \eta q_L + \frac{\delta}{1 - \delta} (E(s) - (\pi - c)) \right)
\]

Collecting terms involving $\pi$ and substituting for $E(s) = \eta(Q_L + (\sigma + (1 - \sigma)q_L) \Delta Q)$ then yields

\[
\pi \geq (1 - \delta) \left( \pi_J + \frac{p}{2} \eta \Delta Q \right) + (1 - \delta) \eta Q_L + \delta \left[ \eta (Q_L + (\sigma + (1 - \sigma)q_L) \Delta Q) + c \right] \\
= \left( \pi_J + \frac{p}{2} \eta \Delta Q + \eta Q_L \right) - \delta \left[ (\pi_J - c) + \frac{p}{2} \eta \Delta Q - \eta (\sigma + (1 - \sigma)q_L) \Delta Q \right] \\
= \pi_J + \frac{p}{2} \eta \Delta Q + \eta Q_L - \delta \left( \frac{\sigma + (1 - \sigma)q_L^2}{q_H + q_L} \right) - \frac{\sigma + (1 - \sigma)q_L^2}{q_H + q_L} \eta \Delta Q
\]
Solving this for \( h \) hence e yields the stated expression for \( \beta \) for the RHS equals \( \frac{\sigma + (1 - \sigma)q_L^2}{q_H + q_L} \) where the last equality follows from \( \pi_J - c = \frac{\sigma + (1 - \sigma)q_H^2}{q_H - q_L} (1 - \sigma) - c = \frac{\sigma + (1 - \sigma)q_L^2}{(q_H - q_L)(1 - \sigma)} c \) and

\[
\left( \sigma + (1 - \sigma)q_L \right) - \frac{p}{2} = \left( \sigma + (1 - \sigma)q_L \right) - \frac{q_H q_L - \sigma (1 - q_H) (1 - q_L)}{q_H + q_L} = \frac{\sigma + (1 - \sigma)q_L^2}{q_H + q_L}
\]

Hence we have

\[
\pi \geq \pi_J + \frac{p}{2} \eta \Delta Q + \eta Q_L - \delta \left( \frac{c}{\Delta q (1 - \sigma)} - \eta \Delta Q \right) \frac{\sigma + (1 - \sigma)q_L^2}{q_H + q_L}
\]

This verifies (15).

**Proof of Lemma 1**

Note first that \( \eta_1 \Delta q \Delta Q (1 - \sigma) < c \) for \( Q_L > 0 \), hence (4) is satisfied.

The derivation of (15) shows that for \( \eta \geq \eta_1 \) the minimal wage cost is given by \( \pi_m(\eta, \delta) \), and that the minimum is attained when IC binds and EA binds for \( \beta_{HL}, \beta_{LL}, \beta_{HH} \).

To verify the expression for \( \beta_{LL} \) note that (14) may be written as

\[
\pi \geq \pi_J + \frac{p}{2} ((\beta_{HL} - \beta_{LL}) + (\beta_{LL} - \beta_{HL})) + \beta_{LL}.
\]

When EA binds for \( \beta_{HL}, \beta_{LL}, \beta_{HH} \) the RHS equals \( \pi_m(\eta, \delta) \), and we thus have \( \pi_m(\eta, \delta) = \pi_J + \frac{p}{2} \eta \Delta Q + \beta_{LL} \). This yields the stated expression for \( \beta_{LL} \). Next, substituting for \( \beta_{IH} = \beta_{HH} = \beta_{HL} - \eta \Delta Q \) in \( IC_t \) and solving this for \( \beta_{HH} \) when the constraint binds then yields the stated expression for \( \beta_{HH} \). To see this, note that the substitution yields

\[
[q_H + q_L] \beta_{HH} + [1 - q_H - q_L] (2 \beta_{HL} - \eta \Delta Q) - [2 - q_H - q_L] (\beta_{HH} - \eta \Delta Q) = \frac{c}{(1 - \sigma) \Delta q}
\]

Solving this for \( \beta_{HH} \) yields the stated expression.

**Remark to Lemma 1**

We here verify the statements made in the remark to Lemma 1. From the assumption of perfect complementarity we have now \( \pi(H, L, \beta) = \pi(L, L, \beta) = \pi(L, H, \beta) \), and for a contract with \( \beta_{IH} = \beta_{LL} \) we have then

\[
\Delta \pi \equiv \{ \pi(H, H, \beta) - \pi(H, L, \beta) + \pi(L, L, \beta) - \pi(L, H, \beta) \} / (1 - \sigma)
\]

\[
= q_H [q_H \beta_{HH} + (1 - q_H) \beta_{HL}] + (1 - q_H) \beta_{LL}
\]

\[
- q_L [q_L \beta_{HH} + (1 - q_L) \beta_{HL}] - (1 - q_L) \beta_{LL}
\]

\[
= (q_H - q_L)^2 (\beta_{HH} - \beta_{HL}) + (q_H - q_L)(\beta_{HH} - \beta_{HL})
\]

The expression is positive for the JPE contract given in Lemma 1. When IC binds \( (\pi(H, H, \beta) - c = \pi(L, H, \beta)) \) we thus have

\[
\pi(L, L, \beta) - (\pi(H, L, \beta) - c) = \Delta \pi > 0,
\]

hence efforts LL is then another equilibrium.
Comparing equilibrium payoffs, we have $\pi(L, L, \beta) = \pi(L, H, \beta)$ by perfect complementarity and $\pi(L, H, \beta) = \pi(H, H, \beta) - c$ when IC binds. Hence $\pi(L, L, \beta) = \pi(H, H, \beta) - c$ for the contract given in Lemma 1. The two effort equilibria thus yield equal payoffs. (We may note that with less than perfect complementarity; $q_H > q_{HL} > q_L$, we would have $\pi(L, L, \beta) < \pi(L, H, \beta)$ and $\Delta \pi > 0$ for the optimal JPE contract, and hence a strictly higher payoff for efforts HH than for efforts LL.)

**Proof of Proposition 3**

We must show that the bonuses given by (16) satisfy EP for $\delta \geq \delta_2$. These bonuses satisfy $\beta_{HH} > \beta_{HL} = \beta_{LL} + \eta Q$ and $\beta_{LH} = \beta_{LL}$. This implies $2\beta_{HH} - 2\eta Q_H > 2\beta_{HL} - 2\eta Q_H = \beta_{HL} + \beta_{LH} - \eta (Q_H + Q_L) = 2\beta_{LL} - 2\eta Q_L$. We moreover have from EA $\frac{\delta}{1-\delta} (E(s) - \pi(H, H, \beta) + c) = \beta_{LL} - \eta Q$. So EP is here

$$\beta_{HH} - \eta Q_H \leq \frac{\delta}{1-\delta} [(1 - \sigma) \Delta q \Delta Q - c] + \beta_{LL} - \eta Q_L$$

Thus from (16) this inequality is

$$\frac{1}{q_H + q_L} \frac{c}{(1 - \sigma) \Delta q} - \eta \Delta Q \leq \frac{\delta}{1-\delta} [(1 - \sigma) \Delta q \Delta Q - c]$$

We see that $\delta_2$ is defined as the minimal $\delta$ satisfying this inequality. This completes the proof.

**References**


2080 Christian Bauer, Paul De Grauwe and Stefan Reitz, Exchange Rates Dynamics in a Target Zone – A Heterogeneous Expectations Approach, August 2007

2081 Ana Rute Cardoso, Miguel Portela, Carla Sá and Fernando Alexandre, Demand for Higher Education Programs: The Impact of the Bologna Process, August 2007

2082 Christian Hopp and Axel Dreher, Do Differences in Institutional and Legal Environments Explain Cross-Country Variations in IPO Underpricing?, August 2007


2084 Robert Fenge, Maximilian von Ehrlich and Matthias Wrede, Fiscal Competition, Convergence and Agglomeration, August 2007

2085 Volker Nitsch, Die Another Day: Duration in German Import Trade, August 2007

2086 Kam Ki Tang and Jie Zhang, Morbidity, Mortality, Health Expenditures and Annuitization, August 2007

2087 Hans-Werner Sinn, Public Policies against Global Warming, August 2007


2089 M. Alejandra Cattaneo and Stefan C. Wolter, Are the Elderly a Threat to Educational Expenditures?, September 2007

2090 Ted Bergstrom, Rod Garratt and Damien Sheehan-Connor, One Chance in a Million: Altruism and the Bone Marrow Registry, September 2007

2091 Geraldo Cerqueiro, Hans Degryse and Steven Ongenae, Rules versus Discretion in Loan Rate Setting, September 2007

2092 Henrik Jacobsen Kleven, Claus Thstrup Kreiner and Emmanuel Saez, The Optimal Income Taxation of Couples as a Multi-Dimensional Screening Problem, September 2007


2094 David B. Audretsch, Oliver Falck and Stephan Heblich, It’s All in Marshall: The Impact of External Economies on Regional Dynamics, September 2007

2096 Louis N. Christofides and Amy Chen Peng, Real Wage Chronologies, September 2007

2097 Martin Kolmar and Andreas Wagener, Tax Competition with Formula Apportionment: The Interaction between Tax Base and Sharing Mechanism, September 2007


2100 Gunther Schnabl and Andreas Hoffmann, Monetary Policy, Vagabonding Liquidity and Bursting Bubbles in New and Emerging Markets – An Overinvestment View, September 2007


2102 Marko Koethenbuerger and Ben Lockwood, Does Tax Competition Really Promote Growth?, September 2007

2103 M. Hashem Pesaran and Elisa Tosetti, Large Panels with Common Factors and Spatial Correlations, September 2007

2104 Laszlo Goerke and Marco Runkel, Tax Evasion and Competition, September 2007

2105 Scott Alan Carson, Slave Prices, Geography and Insolation in 19th Century African-American Stature, September 2007

2106 Wolfram F. Richter, Efficient Tax Policy Ranks Education Higher than Saving, October 2007

2107 Jarko Fidrmuc and Roman Horváth, Volatility of Exchange Rates in Selected New EU Members: Evidence from Daily Data, October 2007

2108 Torben M. Andersen and Michael Svarer, Flexicurity – Labour Market Performance in Denmark, October 2007


2110 Carlos Pestana Barros, Guglielmo Maria Caporale and Luis A. Gil-Alana, Identification of Segments of European Banks with a Latent Class Frontier Model, October 2007

2111 Felicitas Nowak-Lehmann D., Sebastian Vollmer and Immaculada Martínez-Zarzoso, Competitiveness – A Comparison of China and Mexico, October 2007
2112 Mark Mink, Jan P.A.M. Jacobs and Jakob de Haan, Measuring Synchronicity and Co-movement of Business Cycles with an Application to the Euro Area, October 2007

2113 Ossip Hühnerbein and Tobias Seidel, Intra-regional Tax Competition and Economic Geography, October 2007

2114 Christian Keuschnigg, Exports, Foreign Direct Investment and the Costs of Corporate Taxation, October 2007

2115 Werner Bönte, Oliver Falck and Stephan Heblich, Demography and Innovative Entrepreneurship, October 2007

2116 Katrin Assenmacher-Wesche and M. Hashem Pesaran, Assessing Forecast Uncertainties in a VECX Model for Switzerland: An Exercise in Forecast Combination across Models and Observation Windows, October 2007

2117 Ben Lockwood, Voting, Lobbying, and the Decentralization Theorem, October 2007

2118 Andrea Ichino, Guido Schwerdt, Rudolf Winter-Ebmer and Josef Zweimüller, Too Old to Work, too Young to Retire?, October 2007

2119 Wolfgang Eggert, Tim Krieger and Volker Meier, Education, Unemployment and Migration, October 2007

2120 Stefan Napel and Mika Widgrén, The European Commission – Appointment, Preferences, and Institutional Relations, October 2007


2122 Doina Maria Radulescu, From Separate Accounting to Formula Apportionment: Analysis in a Dynamic Framework, October 2007


2124 Kurt R. Brekke, Luigi Siciliani and Odd Rune Straume, Competition and Waiting Times in Hospital Markets, October 2007

2125 Alexis Dierer, Flexible Life Annuities, October 2007

2126 Johannes Becker and Clemens Fuest, Quality versus Quantity – The Composition Effect of Corporate Taxation on Foreign Direct Investment, October 2007

2127 Balázs Égert, Real Convergence, Price Level Convergence and Inflation Differentials in Europe, October 2007

2128 Marko Koethenbuerger, Revisiting the “Decentralization Theorem” – On the Role of Externalities, October 2007
2129 Axel Dreher, Silvia Marchesi and James Raymond Vreeland, The Politics of IMF Forecasts, October 2007

2130 Andreas Knabe and Ronnie Schöb, Subsidizing Extra Jobs: Promoting Employment by Taming the Unions, October 2007

2131 Michel Beine and Bertrand Candelon, Liberalization and Stock Market Co-Movement between Emerging Economies, October 2007

2132 Dieter M. Urban, FDI Technology Spillovers and Wages, October 2007


2134 David-Jan Jansen and Jakob de Haan, The Importance of Being Vigilant: Has ECB Communication Influenced Euro Area Inflation Expectations?, October 2007

2135 Oliver Falck, Heavyweights – The Impact of Large Businesses on Productivity Growth, October 2007

2136 Xavier Freixas and Bruno M. Parigi, Banking Regulation and Prompt Corrective Action, November 2007

2137 Jan K. Brueckner, Partial Fiscal Decentralization, November 2007


2139 Alan J. Auerbach, Michael P. Devereux and Helen Simpson, Taxing Corporate Income, November 2007

2140 Lorenzo Cappellari, Paolo Ghinetti and Gilberto Turati, On Time and Money Donations, November 2007

2141 Roel Beetsma and Heikki Oksanen, Pension Systems, Ageing and the Stability and Growth Pact, November 2007

2142 Hikaru Ogawa and David E. Wildasin, Think Locally, Act Locally: Spillovers, Spillbacks, and Efficient Decentralized Policymaking, November 2007

2143 Alessandro Cigno, A Theoretical Analysis of the Effects of Legislation on Marriage, Fertility, Domestic Division of Labour, and the Education of Children, November 2007

2144 Kai A. Konrad, Mobile Tax Base as a Global Common, November 2007