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Abstract:

Purpose: This research objective was to analyze factors affecting IT practitioners’ behavioral intentions in
adopting (BDA) using a combination of  Initial Trust Model (ITM), Unified Theory Of  Acceptance And
Use Of  Technology (UTAUT) AND Task-Technology Fit (TTF) Model acceptance models.

Design/methodology/approach: Using a cross sectional survey, empirical data were collected. A total
of  200 questionnaires were obtained and screened. 14 insufficient answers were subsequently discarded
leaving 186 valid structured data review questionnaires. Data was analizad using the Partial Least Square
Modeling  of  Structural  Equations  due  to one  of  the  best  software  for  verifying  structured  data  on
structural equations modeling (SEM). 

Findings: Our  findings  show that  two key factors determine behavioral  intention to adopt  BDA in
government agencies. Firstly, the assumption that the technology is going to produce great results raises
the expectation of  performance. TTF was the second determinant factor. Surprisingly, Initial trust, on the
other hand, had not been considered to be a key determinant of  behavioural intention and was found to
be adversely related to the BDA intention 

Research limitations/implications: These findings identify the crucial model, that would be useful to IT
officers  in public  agencies in making investment choices and designing non-adopter-friendly outreach
strategies because they have more barriers to acceptance than adopters and lead adopters in the reward
ladder. 

Practical implications: The findings suggest significant recommendations and consequences for BDA
systems practitioners and application developers, which could coincide with the successful implementation
of  BDA systems. This research gives practitioners an initial way to incorporate and endorse BDA activities
in their organization to make the most of  the advantages of  revolutionary technology, particularly within
public agencies.

Originality/value: This study's model is helpful and promotes a theory for further BDA research. By
utilizing the model, existing public agencies can know their own BDA capability, centered around activities
with specifically
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1. Introduction and Background of  the Study 
1.1. Introduction 

There have been many attempts of  definition for Big Data (BD). More or less BD refers to the large, diverse sets
of  information that grow at ever-increasing rates. Probably the most popular definition is by Laney (2001) which
introduces a model expressing the characteristics of  information involved can be expressed in the context of
“Volume” of  information, the “Velocity” or speed at which it is created and collected, and the “Variety” or scope
of  the data points being covered. Although Laney did not mention BD explicitly, the model later named as the 3V’s
was associated to the concept of  BD and use as its definition.

In an analysis of  data volume, Desjardins (2019), predicted by 2025, there are expectations for “463 exabytes” of
data to be generated globally each day, and 90 percent of  these data are unstructured. Alcácera and Cruz-Machado
(2019) who studied the growth of  the BD trend, mentioned that the managing of  large data besides high frequency
formats and forms was also closely related. Khan, Yaqoob, Hashem, Inayat, Mahmoud Ali, Alam et al. et al. (2014)
continued the concern that within the rapidly rising data medium is unstructured data. This scenario needs Big Data
Analytics (BDA) as a tool for faster decision-making processes. BDA can be referred to a complex process of
examining BD to uncover information. In BDA process, advanced analytics techniques will be used to manipulate
BD. BDA reflect  the  challenges  of  data  that  are  too vast,  unstructured and fast  moving  to be  managed by
conventional approaches. Likewise, in its BDA portal, Malaysian Administrative Modernisation and Management
Planning Unit (MAMPU, 2016) claims the growth of  emerging technologies and generates incentives to enhance
industry and government agency efficiency of  its services by providing innovative services never before existed. 

The  BD paradigm offers  many  advantages  and benefits  for  companies,  government  and  the  society.  Several
scholars have concentrated on BDA adoption in governmental entities (Kim, Choi & Byun, 2020; Löfgren, &
Webster, 2020; Pencheva, Esteve & Mikhaylov, 2020; Nantais, 2019 and Abdullah Sani, Zaini, Sahid, Noordin, &
Binti Baba, 2019) and explored the value of  BD, especially in private companies (i.e. Hasan, Popp & Oláh, 2020;
Ballantyne & Stewart, 2019; Mikalef, Pappas, Krogstie & Giannakos, 2018). Munné (2016) for example listed seven
potential benefits of  BD, which includes open government and data sharing, citizen sentiment analysis, citizen
segmentation and personalization while preserving privacy, economic analysis, tax agencies, smart city and Internet
of  things (IoT) applications and cyber security. While MAMPU (2016); Kubina, Varmus  and Kubinova (2015)
asserted BD can improve effeciency in a wide-ranging activities for public sector. OECD (2018) and Wang  and
Moriarty (2018) believed that BD would cultivate integrity and community wellbeing. For some researcher (such as
Kennedy, Moss, Birchall & Moshonas, 2015), they consider BD would reduce the use of  resources in the activities
of  public organizations.

It is therefore crucial to remain aware of  how BD roles are adopted in the public sector and how organizations can
gain advantage from BD. While BD and its role in the government agencies were further diligently considered,
writers such as Yunus (2018); Pencheva et al. (2020); Munné (2016), argues that the intention to use BD should also
help to plan and leverage currently unused data sets in the public sector.

In Malaysia, various agencies are beginning to realize the importance of  adopting data analytics in making smart
decisions (Paramasivam, 2016). Among them is the provision of  infrastructure and info structure to support public
data analytics by MAMPU (MAMPU, 2016). A broader perspective has been adopted by Ali, Mohamad & Sudin
(2016) who argued that MAMPU is a body responsible for promoting the modernization and digital transformation
of  the Malaysian government through BDA. Furthermore, World Bank Malaysia (2017) analyzed related policies
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and strategies, which are also being developed by MAMPU in conducting public data analytics through four pilot
applications, namely: “Price Control - Ministry of  Domestic Trade, Cooperatives and Consumerism (KPDNKK);
Sentiment  Analysis  -  MAMPU;  Crime  Prevention  -  Royal  Malaysian  Police  (PDRM)  and  Infectious  Disease
Prediction - Ministry of  Health Malaysia (MOH)”.

1.2. Research Gap

MAMPU has conducted pilot applications of  BDA involving four government agencies, however the progress of
BDA adoption in all government agencies is still low. In fact, the use of  BDA needs to be extended to all levels of
the ministries to be used as information to formulate effective programs (MAMPU, 2016) based on the “Public
Administration Transformation Circulars Bill. 1 of  2017 entitled Implementation of  Public Sector Public Data
Analysis  (DRSA) by the Modernization Unit  Administration and Management of  Malaysia  (MAMPU),  Prime
Minister’s Department”. Given the government's serious attention to BD, Raja Mohd Ali, Mohamad and Sudin
(2016) are very scarce in terms of  public sector preparatory for BD. A research by Paramasivam (2016) showed that
BDA programs foster creativity in public service to simultaneously meet the necessities of  the strategic reform
programme for a digital government, but only 44% have started to prepare for a digital strategy and think of  their
capabilities. By integrating strategies and BDA adoption factors, it assists the government to implement decisions
more effectively (Bahari, 2016) and creates new products and services from the database (Raguseo & Vitari, 2018),
which leads to critical national transformation agenda. Abbasi, Sarker and Chiang (2016) in a BD editorial called for
a research exploratory agenda on behavioral factors that influence organization’s to use BDA. An organization
needs to consider the factors that affect proposed usage of  BDA so that they can take effective steps to implement
it. Hence, the model developed in this study will reveal what factors influencing BDA adoption should government
agencies need to assess. 

2. Literature Review
2.1. Big Data and Big Data Analytics

Industry 4.0 is the fusion of  the physical and the virtual world. This digital revolution is marked by technology that
takes advantage of  BD and BDA to nurture decision-making systems. With the exponential speed in creation of
data over Internet, organizations find it difficult to store, transfer, segregate, analyzes and stored this data for their
best interests.  For optimal impact,  this huge amount of  data must be translated into actionable ideas. In this
process, BD classifies the data collected and draw relevant conclusions that help improve organizations operations. 

The “Big Data” term has been used since the 1990s (Madsen & Stenheim, 2016). Dough Laney in 2001 articulated
the now mainstream definition of  BD as the 3V’s namely Volume, Velocity and Variety. Then the other two
Veracity and Value got added to the model to make it 5V’s model. According to 5V’s model by Bello-Orgaz, Jung
and Camacho (2016), BD can be described based on its characteristics : 

Volume - the size of  BD. Data that can be considered BD or not is based on the volume.
Velocity - the speed at which the data is getting accumulated
Variety - refers to structured, semi structured and unstructured data
Veracity - the assurance of  quality/integrity/credibility/accuracy of  the data
Value - refers to how useful the data is in decision making. The value need to extract using proper BDA.

These paradigm is the most important elements to extract valuable information from data which also known as Big
Data Analytics. The term Big Data Analytics (BDA) covers advanced analytical techniques and technologies that
operate on BD to obtain enhanced insights and improve the decision making process (Malaka  & Brown, 2015).
Appropriate data processing and strategy to use BD technologies could expose  new strategic  knowledge and
facilitate in responding to emerging opportunities and challenges in a timely manner (Chen., Chen, Du, Li, Lu,
Zhao, S. et al., 2013) and facilitates an informed decision-making culture (Wang & Jones, 2017). In its systematic
analysis, Khan et al. (2014) found various kinds of  organized and non-organized social media data including blogs,
Facebook, Twitter and others. These have contributed to the creation and growth of  mass media, distributed,
limitless and invaluable (volume, range, pace, value) data amounting to terabytes and petabytes. The BD trend has

-271-



Journal of  Industrial Engineering and Management – https://doi.org/10.3926/jiem.3334

stimulated new technologies and open space and private companies to enhance service quality for the society, and
to  boost  corporate  efficiency  and government  performance  (MAMPU,  2016).  This  position  is  supported  by
Domingue.,  Lasierra,  Fensel,  van Kasteren,  Strohbach and Thalhammer (2016)  who argues  that  the  data  are
emerging trend was strongly linked to the output of  data in broad and high frequency formats and forms. It has the
capacity  to encourage  innovative  technologies  and to open up space for business  and government  bodies  to
increase the quality of  services that they have never considered possible. 

Some surveys have been performed to evaluate the situation of  the BD model in organizations. These are some of
the BD Surveys, which the Capgemini Consulting, 226 global leaders in Europe, North America and Asia Pacific
conducted in 2014. The results showed that most (35%) of  the surveyed participants were already in a partial
manufacturing stage where predictive data technology was already incorporated into their business activities while
some are in the idea preparation stage (29%), some have not yet been implemented (24%), and only 13% are
established (Capgemini Consulting, 2014).

BDA provides strategies and technologies for gathering, storing, transferring, analyzing and displaying vast volumes
of  structured and unstructured data (Erevelles, Fukawa & Swayne, 2016). Others (see Elragal & Klischewski, 2017;
MAMPU, 2020; Al-Shiakhli,  2019) emphasized the BDA as the use of  profound learning techniques on large
datasets, including data collection, analysis, prescriptive modelling, etc., as modern business intelligence practice.
Some other way of  thinking of  BDA is the method of  analyzing data sets so as, with the help of  advanced systems
and software, to draw conclusions about the information they produce (Stedman, 2017). Data science methods and
technologies in the industrial sectors are commonly used to allow organizations to make informed decisions and
science experts and researchers to validate or falsify science models, theories and hypotheses.

2.2. Assessing the Public Sector to Adopt Big Data Analytics

Longo and McNutt (2018) discussed how BD could change the public agencies data analytics (DA) strategy. DA is
the evaluation of  solutions for public agencies issues. The traditional data analysis is characterized by conventional
quantitative analysis methods used in the 70s and 80s (Longo & McNutt, 2018). However, BD, supported by the
modern-day  technology,  can enhance public  agencies.  Günther,  Rezazade,  Huysman and Feldberg (2017) and
MAMPU (2017) concluded by highlighting some of  the issues associated with adopting BD, one notably that
government has to build enough capacity for an appropriate application data analytics in government bodies. This
can be accomplished by providing training to the public employees (OECD, 2018). Similarly, Schintler and Kulkarni
(2014) found other potentials or threats in the public service leveraging BD. The benefit includes provision of
useful information, and detailed, precise and prompt decision-making data (Pencheva et al.,  2020; World Bank
Malaysia, 2018; MAMPU, 2017). However, using BD comes with some notable challenges. The fact that BD are
usually  skewed,  too  complex  (Sivarajah,  Kamal  & Weerakkody,  2017),  and tend to be  missing  some relevant
information; are in brevity, BD tend to be biased in some cases (McFarland & McFarland, 2015). A set of  BD
might have lost its contextual value when they are being processed, reshuffled, repurposed and reinterpreted going
through the phase of  being supplied to the end users (Schintler & Kulkarni, 2014).

As far as the theoretical and practical data usage of  government departments, it provides a solid foundation for
BDA (Sivarajah et al., 2017). BDA tools must therefore be incorporated into the study of  public agencies. One of
the challenges identified by Giest (2017) and Ingrams (2019) is limited institutional support for BD management
and capacity within the government. As highlighted by MAMPU (2017), when the government has low level of
analytical capacity, they would have to source for additional stakeholders with the right skill sets. Furthermore,
UNESCO (2017) opined that the issue of  capacity can be solved by training government workers in data analytics
or simplifying the ambiguities involved in analyzing BD for policy decision making. Walker and Brown (2019)
agreed that using BD in policymaking should be at the problem identification stage, where data serves as an
evidence to gauge the severity of  a social problem. BD should also serve as the basis for policy makers in setting
their priorities; should be considered at the root cause analysis stage for social problems (Sivarajah et al., 2017) and
factors influencing intent to adopt need to be explored systematically as done by different scholars, as condensed in
Table 1.
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Authors Method Object of  Study Findings (Influencing Factors)

Shahbaz, Gao, Zhai, 
Shahzad and Hu (2019) 

Survey Health Institutions Task-Technology Adoption Paradigm 

Maroufkhani, Wan Ismail 
and Ghobakhloo (2020)

Survey Small- and medium-sized 
enterprises (SMEs)

Technology and organization are 
determinants for BDA adoption

Schüll and Maslan (2018) Online 
survey

German companies in different 
sectors

TOE framework as BDA adoption 
enablers

Cabrera-Sánchez, and 
Villarejo-Ramos (2019)

Survey Companies in different sectors Behavioural intent to use BDA in 
companies

Behl, Dutta, Lessmann, 
Dwivedi and Kar, (2019).

Case study E-commerce company 11 enablers of  adoption of  BDA tools

Sam and Chatwin (2019). Survey Organization in different sectors TOE readiness to adopt BD

Walker and Brown (2019) Case study Telecommunication organizations TOE and BDA adoption model

Hiruni and Piyavi (2020) Survey Apparel sector TOE and TAM model influences user 
atitude to adopt BDA

Table 1. Summary of  Relevant Research on Factors Influencing Intent to Adopt BDA

2.3. Existing Models

The main influences in this work were the Initial Trust Model (ITM) (McKnight & Chervany, 2006) the Unified
Theory of  Acceptance and Use of  Technology (UTAUT) (Venkatesh, Morris, Davis & Davis, 2003), as well as the
Task Technology Fit (TTF) (Goodhue & Thompson, 1995) model, which were used in predicting the behavioral
intentions towards BDA (Shahbaz, et al., 2019). 

2.3.1. Initial Trust Model (ITM)

A person’s desire to meet his/her needs without having previous experience or accuracy and relevant information
implies the meaning of  initial trust (Kim & Prabhakar, 2004 and Gao & Waechter, 2017). The simple, scalable, and
expected advantages, such as service quality, are linked to initial confidence creation (Koufaris & Hampton-Sosa,
2004). When users have little to no history in accepting new technologies, the initial trust plays a significant role
(Shahbaz et al., 2019). Consequently, these users seek insight which ensures reliable data and analysis (KPMG,
2016). The position of  initial e-commerce trust is correlated with areas such as online shopping (Jibril, Kwarteng,
Appiah-Nimo, 2019) and mobile banking services (Lin, Wang & Hung, 2020) that have been thoroughly researched
in this field. Mahfuz, Khanam and Hu (2019) employed the ITM to create a model that describes mobile banking
adoption to customers in Bangladesh.

Researchers have highlighted diverse initial trusts influence factors that could be described in two major categories.
The  first  category  relates  to  individual  personality  traits  such  as  the  propensity  to  trust  that  represents  the
individual’s natural inner potential. In the preceding analysis, a good predictor for initial trust is trust propensity
(Kaabachi, Mrad & O’Leary, 2019). The personal inclination directly affects initial trust, which is supported by
Heidari, Moosakhani, Alborzi, Divandari and Radfar’s (2018) findings. The second category is structural assurance.
The trust is focused on the favorable outcomes of  other parties’ future actions (Zhou, 2013) and on their ability to
be  vulnerable.  Trust  typically  consists  of  three  convictions:  ability,  integrity  and  generosity  (Zhou,  2013).
Confidentiality  has been shown to have profound consequences for the use by users in a  range of  services,
including Online Health Consultation Services (Gong, Han, Li, Yu & Reinhardt, 2019), online banking (Kaabachi et
al. 2019), social networking (Naqvi, Jiang, Miao & Naqvi, 2020), and public e-services (Alabdallat, 2020). 

As data science emerges in the last couple of  years, trust in BDA area becomes more important. For example,
Shahbaz et al. (2019) have demonstrated Positive influence of  the trust and strength in the information system on
BDA conduct intentions.  The trust  in  technology,  reviewed by  Madhlangobe (2018),  has a  positive effect  on
intended use of  BDA while Debussche, Cesar and Moortel (2019) stress “the important aspect of ” confidence “in
the context of  BD is confidence because stakeholders believe in honesty in the process of  gathering, treating and

-273-



Journal of  Industrial Engineering and Management – https://doi.org/10.3926/jiem.3334

analyzing BD.” It is from an analytical point of  view Woolley (2019) that analyses comply with ethical standards and
meet the information requirements and maintains public trust in the mechanism of  decision taking.

2.3.2. Unified Theory of  Acceptance and Use of  Technology (UTAUT)

Cao & Niu (2019) conducted a survey, which explains the determinant factors affecting users to take Alipay as one
of  payment platforms in China. This research includes the theory and UTAUT on context awareness. Context,
ubiquity, social impact, performance expectation, expected effort, perceived risk and the Alipay user acceptance are
all constructs. Efficiency and effort expectancy act as a mediation construct for Alipay app acceptance from context
to  ubiquity.  The  context  has  a  positive  influence  on  customers'  acceptance  through  mediation  effort  and
performance expectations as a result of  path analysis, while ubiquity has influence too.

Yang,  Feng  and MacLeod (2019)  also integrated UTAUT and Connected  Classroom Climate  (CCC)  in  their
research.  The findings  show that actions,  social  impact and CCC substantially  influence the Cloud classroom
adoption. In their field of  research, Kurt and Tingöy (2017) aimed at investigating to what degree students accept
and  use  virtual  or  online  school  learning  environments.  The  findings  show  that  behavioral  intent  of  the
performance expectancy variables is significantly affected.

Ngampornchai and Adams (2016) carry out a study aimed at finding out how many Thai students can accept e-
learning and how they respond to e-learning. The research variables were adapted from the UTAUT and Moore
and Benbasat’s (1991) models.  The findings indicate a significant relationship between achievement and effort
expectancy. Social influence also has a positive relationship. This is evidenced by the students’ statement that their
parents are happy to have their child enrolled in an online course. In addition, e-learning acceptability is often
connected to the year of  school. Senior students tend to be more responsive to e-learning, even if  only a few of
them take online classes. The relevance of  this study is also its use of  the UTAUT model, but there is still a
shortcoming as it included only one item to measure performance expectancy influence variables.

2.3.3.Task-Technology Fit (TTF) Model 

A technology which in TTF enables a person to accomplish his or her tasks (Spies, Grobbelaar & Botha, 2020) is
defined  and  crucially  influenced  by  the  interplay  between  task  characteristics  and  technology  functionality
(D'Ambra, Wilson & Akter, 2013). Data quality, data location, access authorisations, data compatibility, easy use /
training, timeless manufacturing, system reliability, user information system relationships are the typical dimensions
considered when measuring fit as described by Goodhue and Thompson (1995). Characteristics of  the task and
technology  decide  TTF,  which  contributes  to  the  information  system being  adopted  and used  (Goodhue  &
Thompson, 1995).  Several researchers have employed the TTF model.  Said (2015) used TTF to examine the
performance effect determinants of  knowledge management system. Liebenberg et al. (2018) applied the updated
TTF model to analyze the variables impacting the insurance industry adoption of  mobile commerce (Lee, Cheng &
Cheng,  2007).  Klopping  and  McKinney  (2004)  used  a  hybrid  approach  that  merged  TTF  and  technology
acceptance models to test e-commerce adoption. 

Effective information system implementation fits the definition of  the purpose for which the innovation is used
and on an acceptable linkage between technology and its objective. Goodhue and Thompson (1995) explained TTF
decomposition explores the user’s information system specifications, which ultimately have an effect on individual
results. The TTF model reflects a significant positive impact for smartphones in the digital library environment of
tasks and technologies as revealed by Vongjaturapat’s (2018) study. Technology means the integration of  different
supporting activities (i.e. computers and applications) for these tasks. Previous research by Bibri & Krogstie, (2017)
defined specific role dimensions (e.g. storage, data aggregation, analysis, data management and surveillance) applied
to a variety of  technological aspects that met the needs of  individuals in BDA technology. Task and technologies
also have a huge effect on the TTF capacity to predict success of  users hailing from digital textbook service study
(Rai & Selnes, 2019). If  the individual demands for success were not met; creative information technology and
program would be inopportune (Zhou, Lu & Wang, 2010). Recognizing the BDA program TFF is also essential, as
it contributes to public organizations implementing the program
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In recent research, TTF has analyzed the efficiency of  the user’s technology and group-level decision-making
process to assess the performance of  various organizational settings of  the information system (i.e., massive Open
Online  courses  [MOOCs]  (Heidari  et  al.,  2018);  BDA  and  the  digital  library  (Omotayo  &  Haliru,  2020).
Accordingly, we conclude that the successful implementation of  BDA by public agencies depends substantially on
balancing technology with the user role requirements, which previous researchers have not examined. In their
survey, Rai and Selnes (2019) conceptualized TTF and even the integration of  technology with a number of  related
tasks that help in achieving the development goal in an organization.

3. Hypothesis and Research Model
The conceptual model for this study was chosen from Oliveira, Faria, Thomas and Popovič’s (2014) analysis, which
used the composite theoretical paradigm of  the initial confidence paradigm, the TTF model, and a coherent theory
of  UTAUT to forecast acceptability of  mobile banking among final consumers (Oliveira et al. 2014).

3.1. Designing the Conceptual Model

As for every emerging technology, BDA performs a significant position in longevity of  innovation and efficiency
(Rialti, Zollo, Ferraris & Alon, 2019). The survey instrument and analysis model are developed to test the relation
between the concepts of  the ITM model, the TTF model, and the UTAUT. Since BDA facilitates the protecting of
government agencies’  transaction data,  IT professionals’  confidence in  BDA technology is  a  crucial  factor in
adopting this technology. The confidence is a core topic in BDA, as demonstrated by Schneider, Handali and vom
Brocke (2018). It can help to improve confidence in BDA by explaining “blackbox” models, demonstrated models’
transferability,  and structural rigidity in terms of  data adjustments to quality or contents. The TTF and initial
assurance models are the basis in this study to assess BDA system adoption in combination with the original trusted
model to analyze the IT professionals’ attitude in modifying the trusted model.

BDA and intelligent contracts are viewed as useful tools to government agencies (Mithas, Tafti, Bardhan, & Goh,
2012). The survey methodology and analysis model have been developed in determining connections respectively
the principles of  the confidence model, the task-application model and the coherent system acceptability and usage
principle (UTAUT). Since BDA is responsible for protecting transaction details and the intelligent contract is used
for the execution of  public services transactions, the user’s confidence in the BDA technology is a key element in
the acceptance of  such technologies in government agencies (MAMPU, 2016). Given that BDA affects the security
paradigm of  the users, this transition involves a shift in the mindset of  users, as public agencies were historically
responsible for building trust; now the trust is cryptographic due to the existence of  BDA and the elimination of
intermediaries (OECD, 2018). Of  the same cause, the model of  the study consists of  a task-technology match
model,  and an original  confidential  model  under  which the TTF model and ITM were used to measure the
effectiveness of  BDA technology as a financial method to analyze consumer behaviour towards modifying the
confidential trend.

The UTAUT system plays  a  minor  role  in  the  study paradigm because  of  the  presumed existence  of  BDA
technology. The calculation of  the UTAUT platform adoption rate is not an effective technique. The purpose to
perform is one of  the acceptance variables of  this equation,  selected as the dependent variable.  Of  the four
UTAUT  principles  (Venkatesh  et  al.,  2003),  only  a  performance  expectation  concept  was  used  to  test  the
hypothesis. The assumption of  BDA as a measure of  the profitability of  the enterprise contributed to improved
corporate success. The success appraisal component analyzed employee efficiency, operational performance, and
customer satisfaction (Vitari & Raguseo, 2019). Perceptions of  effort and social impact have disrupted the study
because the respondents have no realistic experience of  this application. Moreover, the TTF theory asserts that the
system  will  be  used  by  the  user  if  the  technical  features  meet  task  requirements,  based  on  Goodhue  and
Thompson’s (1995) theory. It is also possible to adopt this technology if  the user finds technology as useful, simple
and innovative, but if  it does not meet the requirements, its required tasks and does not improve job performance,
it may not be adopted as discovered by Zhuang, Wu, Chen and Pan (2017). The user should therefore not only have
to believe that such innovation is efficient and helpful but also that the technology features will conform to the
necessary tasks.
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Among the four UTAUT principles (Venkatesh et al., 2003) the theory has been verified only through a principle of
performance expectation.  Prior  work shows that  anticipation of  resut and its  performance outcomes are the
determining  factors  of  behavioral  intent.  For  BDA,  this  could  lead  people  to  believe  for  employees  to  use
conventional working practices when they trust that BDA technologies and applications will not help them operate
better  or  perform more efficiently.  Expectations  of  commitment  and social  impact  have disrupted the  study
because the respondents have no realistic experience of  this application. It has also been observed that promoting
circumstances directly influences the adoption of  this definition (Venkatesh et al., 2003). The study dimension of
the model was therefore not used.

Hypothesis 1

Structural assurance provides assurance that the BDA could be carried out in a protected and secure way that
protects users from data loss or exposure to privacy by maintaining protective and technological structures [3].
Trust is related to structural assurance as found from McCole, Ramsey, Kincaid, Fang and Li (2019) investigate in
the situation of  true e-service (online betting). Higher levels of  systemic assurance will help BDA users conquer
fear of  revealing sensitive data broadly and raise their level of  confidence in such data. The summaries of  the
International Telecommunication Union (ITU) (2018) reports on “BD, machine learning, consumer protection and
privacy”, that the large quantity of  data held and transmitted by BD players creates risks of  violation of  data
security, and thus of  privacy and trust for consumers. Right to privacy can be protected in different ways by using
technologies to enhance privacy (PETs).

H1. Structural assurances in the BDA have a positive effect on the initial trust.

Hypothesis 2

Through previous interpersonal trust study, the tendency to trust has indicated faith and trust through actions.
Alarcon, Lyons and Christensen (2016) have used a revamped version of  the dilemma duties of  the inmate to
discuss  the  relationship  of  loyalty  and  trust  both  in  common and new ways.  The  confidence  tendency  was
calculated using a revised Mayer and Davis’ (1999) confidence scale and perceived trustworthiness Fiduciary scale
edition. Heidari et al. (2018) found the the initial trust significantly influced by personal propensity to trust among
innovators  familiar  with  the  blockchain technology  accounting for  222 subjects.  Researchers  have highlighted
diverse initial trusts influence factors that could be described in two major categories. The first category relates to
individual personality traits such as the propensity to trust that represents the individual’s natural inner potential. In
the preceding analysis, a good predictor for initial trust is trust propensity (Kaabachi et al., 2019). The personal
inclination directly affects initial trust, which is supported by Heidari et al. (2018) findings. The second category is
structural assurance.

H2. The personal propensity to trust in the BDA technology has a positive effect on the initial trust.

Hypothesis 3

The trust degree begins at zero before an individual undertakes interactions and relationships (Lewicki & Bunker,
1996). Falahat, Lee, Foo and Chia (2019) argued that individuals are in trust to decide if  online exploration or
transaction is necessary. Initial trust is the initial step when there is a lack of  immediate information, credibility and
knowledge of  BDA (Sbaffi & Rowley, 2017 and Falahat et al., 2019). Initial trust is the introductory stage. Sbaffi
and Rowley (2017) also proposed an initial trust model that individuals will use to decide whether to explore or deal
online especially with BD. Initial trust and perceived utility as values, according to the principle of  reasoned action
(TRA),  can  influence  behavioral  motives  (Yu & Lee,  2019).  Initial  trust  may  also help  to  mitigate  perceived
vulnerability and danger and encourage deliberate use. It was observed that perceived utility was a major factor
impacting  initial  usage  and  persistent  usage  (Venkatesh  & Davis,  2000).  Many  studies  have  documented  the
influence of  initial trust in behavioral motives and their presumed utility (Okello & Gilson, 2015) and Talwar et al.,
2020a). Possible IT professionals find better decisions on analytics or technology that could dictate whether or not
they may use BDA in the near term. Initial trust is willingness to rely on things, which makes individuals believe the
risks and uncertainties of  trading (Smithson, 2018). In order to resolve risk perceptions of  IT professionals and
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persuade IT professionals to negotiate with them, government agencies therefore should have appropriate trust in
this first level, which is notably crucial for the performance of  BDA.

H3. Initial trust has a positive impact on the user’s intention in accepting the BDA technology in government agencies.

Hypothesis 4

Technologies  are  characterized  as  “devices  that  people  use  to  accomplish  their  tasks.”  “Software  applies  to
computing programs in the sense of  Information System (hardware, Technology, software and support services to
users (trainings, help lines, etc.)) is provided to enable users to carry out their tasks” (Goodhue & Thompson, 1995:
page 216). The model of  TTF emphasized the significant of  adjusting to the specifications imposed by individual
needs the capabilities and qualities of  technology (Vongjaturapat, 2018) and consistently Schindler, Burkholder,
Morad and Marsh (2017)  critical  review of  the  literature  when they  found the  characteristics  of  technology
(accessibility, response time) can influence technology use and user preferences. Goodhue and Thompson (1995)
proposed that user reviews would not be arbitrary, but rather represent the realistic characteristics of  the relevant
system  and  facilities.  Goodhue  and  Thompson’s  (1995)  interpretation  of  task-technology  disregards the
interdependence of  tasks. 

This study has therefore customized the TTF to analyze Compatibility between the roles of  IT practicers and BDA,
as the model would be used to assess the use of  BDA as clarified from a task perspective. It is expected that in the
situation  that  they  perform their  tasks  with  minimum costs,  optimum productivity  and  performance,  the  IT
practitioners are more favorable to use BDA (Mikalef, Boura, Lekakos & Krogstie, 2019). The adoption model for
Task-Technology Fit (TTF) indicates that the customer should approve a new system when it is effective enough to
perform routine tasks (O'Connor, Andreev & O'Reilly, 2020). Acceptance of  the current information structure thus
depends  entirely  on  the  everyday  routine  activities  of  the  staff  in  the  organization.  The  task  features  and
technology features decide the task-technological fit, which contributes to the information system being adopted
and used (Goodhue & Thompson, 1995). TTF model was employed by several researchers. Wang and Lin (2019)
found TTF is  significantly  influenced by BDA's  technology features  in  mobile  cloud healthcare.  Likewise,  as
evidenced by Shahbaz et al. (2019) technology features have major effects on TTF 's ability to provide BDA in
healthcare. 

H4. The technological features of  the BDA have a positive effect on the task-technology fit.

Hypothesis 5

TTF into the degree of  technology defined by Goodhue and Thompson (1995). Whether or not BDA technology
will  help users to carry out their job, the task-to-tech fitness needs to be observed at the time of  application
(Laugesen & Hassanein, 2017; Wu & Chen, 2017; Tam & Oliveira, 2016). The TTF into this study: how users
utilize the BDA features to carry out government service tasks. BDA-related task features are generated on a very
large scale and many multinationals process and analyze them so that insights can be found, and organizations can
be improved (Lehrer, Wieneke, Vom Brocke, Jung & Seidel, 2018). The task features have a positive impact on the
TTF from different studies as confirmed by (eg. in BDA setting (Wang & Lin, 2019 and Shahbaz et al. 2019);
smartphones setting (Vongjaturapat, 2018 and Bere, 2018); cloud computing setting (Khidzir, Ghani & Guan, 2017
and Yoo, & Kim, 2019) blockchain setting (Heidari et al., 2018). An important task feature of  BDA is advanced
analytics  with  complex  applications,  such  as  predictive  modelling,  statistical  algorithms and high-performance
analysis systems. This study presents the preceding assumption:

H5. The task features of  BDA have a positive impact on the task-technology fit.

Hypothesis 6

The efficient use of  an IT system depends on the role to be performed and whether the job and the systems are
sufficient. As explained in Goodhue and Thompson (1995), TTF decomposition examines the information system
requirements of  the user, which ultimately affects each individual’s performance. The integration of  a range of
support activities to fulfil these tasks is the technology (i.e. computers, applications, etc.). Latif, Tunio, Pathan,
Jianqiu, Ximei and Sadozai’s (2018) finding contribute to a variety of  technological criteria that meet the individual’s
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needs (e.g. non-routines, coexistence, data access, and quantitative data analytics). TTF capability is derived from
Task and technology to predict users’ performance from various perspectives (Rai & Selnes, 2019). Innovative
software and system technology would be unsuccessful if  the performance criteria for a given task were not met
(Shahbaz  et  al.  2019).  Moreover,  Shahbaz et  al.  (2019)  discovered  that  the  TTF corresponds  significantly  to
improving the behavioral intentions of  the BDA system in the healthcare industry. Interestingly, TTF proves to be
significantly associated to the adoption of  cloud computing in Khidzir et al., 2017 research. It is also essential to
achieve the BDA program task-technology match because it helps government agencies implement the appropriate
program and strategy.

H6. The task-technology fit has a positive effect on users’ behavioral intent in adopting BDA in government agencies.

Hypothesis 7

Performance expectancy sheds light on understanding the importance of  the emerging technologies and is one of
the most prominent behavioral intentions. The estimation of  results in the UTAUT tests a person’s confidence that
the system is useful  and advantageous to the user  (Venkatesh et al.  2003).  Oliveira et  al. (2014) consider the
predicted  performance  in  the  UTAUT as  the  expected  performance  in  the  technology  adoption  model  and
consideration it as a critical part of  the proposal to the technology acceptor (Oliveira et al., 2014). The statistically
direct relationship in the context of  performance expectancy and behaviour BDA intention is confirmed by several
studies (Cabrera-Sánchez & Villarejo-Ramos, 2019; Chao, 2019; Queiroz, & Farias, 2019).

H7. The performance expectancy will positively affect the user’s behavioral intent in accepting the BDA in government agencies.

Figure 1. Research Framework

3.2. Malaysian Public Agencies as the Study Population 

Malaysia  has prioritized data science as a  national  plan and is  well  equipped to leap over other countries by
incorporating it into a program that leads to more evidence-driven decision-making organizations (MAMPU, 2016).
In  this  regard,  a  pilot  project  aimed  at  improving  public  sector  IT  climate  landscape  was  declared  by  the
government of  Malaysia to introduce the Analitis Data Raya Sektor Awam (ADRSA) involving multiple ministries
(Helmi, 2018). This program encourages creativity in government services while meeting the essential needs of  the
national digital government modernization agenda. Incorporating data from various sources helps the government
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to implement decisions more efficiently, creates new database products and services, shares information and results,
leading to a critical national transformation agenda. The Ministry of  Communications and Multimedia (MCMC)
has  led the  implementation of  BDA in Malaysia,  in  collaboration with  MAMPU and Malaysia  Development
Corporation (MDeC), and established BDA for Malaysia (MAMPU, 2016). 

The Microsoft study in the 2016 Asia Data Culture survey revealed that 85% of  policymakers in Malaysia believed
it is essential for business to make use of  data, but only 44% have started to prepare for a digital strategy. The
Microsoft survey comprises 940 small and large business leaders in 12 Asian markets. 45 of  them came from
Malaysia alone (Paramasivam, 2016). Most of  those from Malaysia agreed with the cultural advantages of  BDA, but
there are obstacles to be overcome. Using BDA, Malaysia Airport Berhad, coupled with the right communication
strategies, found the total number of  positive items in customer feedback management was calculated at 72K
compared to the negative 27K items, which is significant in providing better passenger experience through new
customer engagement channels such as social media (The Multimedia Development Corporation (MdeC), 2016).
Furthermore, Lagisatu.com asserts that the benefit of  BDA adoption is the delivery of  timely insights from the vast
amount of  data.  Similarly,  Paramasivam (2016) found approximately 88% of  Malaysian businesses confidently
reported BDA will  determine their  success in the industry.  Clearly,  the industry has begun to understand the
importance of  IT graduates and skilled manpower (talent capabilities) in the field of  data analysis. MAMPU (2016)
claimed if  organizations understand and collect the data in connection with their trade or business, they can analyze
and gain value significantly from it as well as are able to estimate trends and to anticipate market growth.

4. Research Design
4.1. Data Collection and Analysis

A two-part questionnaire was conceived. In the first section, the eight constructs presented in the research model
were measured and adopted by using 33 items (see Table 2). The eight mechanisms have been classified as (1)
Behavioral Intent, (2) Initial Trust, (3) Performance Expectation, (4) Personal Propensity, (5) Structural Assurance,
(6) Task Features, (7) Technology Fit, and (8) Technological Features. Various items were measured against each
construct. There was a 5-point Likert self  - report scale to quantify the constructs. The Likert scale comprised of  5
answers  from  “strongly  disagree”  (1)  to  “strongly  agree”  (5).  Part  two  of  the  questionnaire  included  the
respondents’  demographic information.  It  gathers fundamental  information on the respondent's  attributes for
example gender, age, and work experience (year).

We piloted the questionnaire to improve its quality before the actual survey. The key aim of  the pilot test was to
empirically test the instrument's reliability by checking that all observed variables are accurate and reliable (Hair,
Black, Babin & Anderson, 2010). Reliability was tested for every construct based on the alpha of  Cronbach for
which the threshold was 0.7 (Hair et al., 2010). 35 IT professionals responded in the pilot study. On the basis of  the
Cronbach Alpha classification, the reliability ranged from 0.731 to 0.901. The authors found that the alpha values
from Cronbach reached 0.7 for all variables. Thus, the instrument is valid dan reliable for the actual survey. The
questionnaire was reviewed to be accurate and functional after the correct reliability was verified for all measured
constructs.

Using a cross sectional survey, empirical data were collected. Two hundred IT professionals from Information
Management departments’ government agencies were selected randomly. Having the experience, having heard, and
the practice of  ICT for daily tasks as well as BDA were acceptable for all IT professionals involved. All respondents
have been notified of  the research and all of  them are volunteers and have been assured that their answers are kept
confidential, that their confidentiality is maintained and that their responses are used only for the research purposes.
Respondents participated in the survey in 15-20 minutes. Given the information of  the BDA respondents, a total
of  200 questionnaires form were obtained and screened. Fourteen insufficient answers were subsequently discarded
leaving 186 valid structured data review questionnaires.
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Variables Number of  Items Reference

Behavioral Intention 5 Kim, Ferrin and Rao (2009)

Initial Trust 4 Kim et al. (2009)

Performance Expectation 4 Zhou et al. (2010)

Personal Propensity 4 Mayer and Davis (1999)

Structural Assurances 4 Cheskin (1999)

Task Features 4 Zhou et al. (2010)

Task-Technology Fit 4 Zhou et al. (2010)

Technological Features 4 Zhou et al. (2010)

Demographic 3 -

Table 2. Research Constructs

4.2. Data Analysis

The Partial Least Square Modeling of  Structural Equations is one of  the best software for verifying structured data
on structural equations modeling (SEM). In the earliest phases of  theory construction, if  not yet complete the
theoretical model and its measurement, the PLS retrieval is particularly effective in data analyses (Hair, Black, Babin,
Anderson & Tatham, 2006). The PLS model examines besides identifies (1) the measurement model and (2) the
conceptual  design for its  reliability  and validity.  PLS regression was employed in this  research to analyse and
confirm the envisaged model and the relationship between hypothesized structures. The 186 samples were 128, that
is 68.8% were males and 31.2% were females. There were 70 respondents in the first 21-29-years range, i.e., 37.6%
per  cent  of  the  sample  and  the  second  30-39-years  group  had  60  respondents,  i.e.  32.3%  of  the  sample.
Respondents from the 40-49-years group constituted 53 or 28.5% of  the sample and 3 or 1.6% of  the sample are
50 years old and older.

The following clusters of  working experience were considered. In the group of  government departments, 62
respondents or 33.3% had 6 - 10 years of  experience. There were 38 participants with 6-10 years' experience. It
resulted in a total of  38, i.e. 20.4%, followed by 36 respondents, 1 to 5 years of  experience in jobs each. 7.5% or 14
of  those who replied had working experience for 21 to 25 years, while 6.5% (n=12) had been working for 26 to 30
years. Finally, 1.1% or 2 respondents had job experience of  more than 30 years.

4.2.1. Validity and Reliability Of  The Measurement Model

Convergence validity (CV) and Internal dependability (ID) analysis as well as and discriminatory validity (DV) were
performed in the model of  measurement, while composite reliability (CR) and Cronbach's alpha (CA) values across
all  variables  were  measured  for  internal  reliability.  The  CV measured  the  average  extracted  variance  (AVE).
Therefore, 3 most prevalent assessment indicators were chosen, namely AVE, CA and CR as proposed by (Fornell
& Larcker, 1981). Table 2 presents the item loading set, CA, AVE and CR results.

The approximate loads ranging from 0.763 to 0.976 in Table 3 are therefore more elevated than the acceptable level
(Hair et al., 2010). The reliability of  the structure stipulates how reliable a system is evaluated by its dimensions and
evaluated using CA and CR. The alpha Cronbach value obtained from the TF values of  0.889 to the IT values of
0.958 and CR from 0.923 for the EP to the IT values of  0.970. All constructs surpassed the suggested cut-off  of
0.7 for both measures, which suggests an extremely good internal reliability, with Fornell & Larcker (1981) and
supported by Hair et al. (2010). As displayed in Table 3, the estimated latent construct factor loading was incredibly
relevant and reaching from 0.726 to 0.9676 (p<.05). The AVE range for each construct ranged from 0.751 (PE) to
0.889 (IT), with a CV indication above 0.5 as suggested in Fornell and Larcker, (1981) which showed that there was
no problem with construction cross loading.

The normal distribution of  the AVE of  all latent structures has been matched. to its interconstructive correlation to
evaluate the DV. In order to have a successful DV (Fornell & Larcker, 1981), the square root for the AVE of  a
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building should exceed its correlations with other constructions. Moreover, Henseler (2017) suggested that diagonal
values are higher in columns and rows than off-diagonal values. As can be seen in Table 3, each building had an
AVE square root that surpassed interconstructive correlations (shown diagonally with bold values) and thus showed
an adequate DV level.

Variables
Number 
of  Items Alpha value α

Average Variance
Extracted (AVE) Item loading

Composite Reliability
(CR)

Behavioral Intention 5 0.945 0.821 0.851-0.938 0.958

Initial Trust 4 0.958 0.889 0.882-0.976 0.970

Performance
Expectation 4 0.889 0.751 0.763-0.925 0.923

Personal Propensity 4 0.933 0.837 0.726-0.972 0.953

Structural Assurances 4 0.953 0.876 0.910-0.955 0.966

Task Features 4 0.900 0.762 0.850-0.889 0.928

Task-Technology Fit 4 0.908 0.783 0.803-0.938 0.935

Technological Features 4 0.945 0.859 0.891-0.957 0.961

Table 3. Construct Reliability, Validity and Loadings Result
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Behavioral Intention 0.90

Initial Trust 0.240 0.94

Performance Expectation 0.461 0.302 0.86

Personal Propensity 0.354 0.392 0.297 0.91

Structural Assurances 0.473 0.282 0.435 0.269 0.93

Task Features 0.320 0.253 0.345 0.417 0.380 0.87

Task-Technology Fit 0.438 0.266 0.399 0.256 0.404 0.434 0.88

Technological Features 0.599 0.556 0.491 0.511 0.510 0.437 0.528 0.92

Table 4. Discriminant Validity (Fornell-Larcker's test)

4.2.2. Statistical Analysis and Hypotheses Testing

Path (β) and T-statistics were checked for relations in dependent variables and independent variables. With PLS regression, we
have found that six assumptions are significant in estimating the path relationships of  each research pair between all seven
paths. The bootstrapping was done to check the value of  path coefficients in the internal model (number of  iterations: 499).
Figure 2 displays each relationship’s route coefficient with the corresponding p-value. Greater t-values that 1.96 at 0.05 point is
significant. Regarding UTAUT models, performance expectation (PE) was significantly positive for the BDA implementation
of  behavioral intent (BI) (β = 0.325, p < 0.05). Hypotheses 7 has therefore been supported. Findings on initial trust (IT) were
also significantly positive for personal prosperity to trust (PPT) (β = 0.341, p < 0.05) and structural assurances (SA) (β = 0.191
p < 0.05) of  the IT Model, thereby supporting hypotheses 1 and 2. TTF Model variables, technological feature (TF) (β = 0.419,
p < 0.05) and task feature (Tf) (β = 0.251, p < 0.05), both of  which were important antecedents for the task-fit technology
(TTF), were supported. Last but not least, TTF was a significant BDA BI determinant (β = 0.291, p < 0.05), supporting
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Hypothesis 6. However BI BDA was not affected by IT in government agencies as (β = 0.065, p = 0.263), hence Hypotheses 3
was rejected. All analyses are as illustrated in Table 5 and Figure 2.

Original
Sample

(O)

Sample
Mean
(M)

Standard
Deviation
(STDEV)

T Statistics 
(|O/STDEV|) P Values

Initial Trust → Behavioral Intention 0.065 0.072 0.058 1.120 0.263

Performance Expectation → Behavioral Intention 0.325 0.326 0.078 4.138 0.000

Personal Propensity → Initial Trust 0.341 0.345 0.054 6.349 0.000

Structural Assurances → Initial Trust 0.191 0.194 0.071 2.687 0.007

Task Features → Task-Technology Fit 0.251 0.254 0.060 4.203 0.000

Task-Technology Fit → Behavioral Intention 0.291 0.288 0.071 4.077 0.000

Technological Features → Task-Technology Fit 0.419 0.419 0.065 6.414 0.000

Table 5. Significant Specific Indirect Effects

Figure 2. Research Model (Path Coefficients and P-Values)

5. Discussion
The findings of  the study show two key determinant factors of  behavioral intention to use BDA in Malaysian
government agencies. The assumption that the technology is going to yield decent results raises the performance
expectancy, as seen in past studies (Cabrera-Sánchez & Villarejo-Ramos, 2019; Brünink, 2016; Chao, 2019; Queiroz,
& Farias, 2019) who found that expected results have positive and significant repercussions on BDA adoption. This
indicates perception of,  as has been shown in previous  studies,  the implementation of  BDA (better  decision
making,  competitiveness,  improve  services,  strategic  planning,  new  innovation  in  services  etc.)  will  produce
successful results if  adoption rises (Yu, 2012).  The respondents of  the study expect BD to assist in advancing
public demands for government services. They develop predictive models for innovative products and services by
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segmenting key features in service or product from the old and new testaments and by shaping the correlation
between these characteristics and their business performance.

As previous studies show, technology task fit (TTF) has important consequences for the decision to use BDA
(Bozan, Parker, & Davey, 2016). The current study also analyzed TTF, with positive results on BDA adoption
behavioral plans, showing that system characteristics should be compliant with the specific task of  the user to
effectively take up a BDA program. Furthermore, the findings which support previous studies (e.g. Shahbaz et al.,
2019; Wang & Lin, 2019;  Khidzir, Diyana, Ghani, Guan & Ismail, 2017) prove that the task and the technological
features influence the compatibility of  the TTF, which decides the users’ intention to implement BDA. The IT
professionals in Malaysian government agencies intend to plan BDA because they anticipate that BDA technology
fit is capable of  integrating statistics, spatial analysis, semantics, digital learning and visualisation. Similarly, in order
to make correlations and concrete observations, technology fit is required to evaluate models, compare various
government data types and sources.

In view of  these aims, this study highlighted effective outcomes and meaning for the practical implementation of
the BDA frameworks and empirical directions (for future studies). This research focused on trust, because it was
found  to  be  of  great  concern  to  system users.  However,  trust  does  not  affect  the  behavioral  intention  of
implementing BD in government agencies, therefore it contradicts and is not consistent with previous studies (eg.
Shahbaz et al. 2019;  Queiroz & Pereira, 2019; Alalwan, Dwivedi & Rana, 2017). It could be clarified that this
discrepancy is due to the difficulty of  the government agencies in Malaysia and its departments to protect the data
privacy of  the public. Hence, the agencies concerned must identify specific boundaries for the use of  personal
information. Moreover, when government agencies collect or manage public data, it is very challenging to comply
with the legislation and other laws, which leads to doubt in the trust of  BD. As MAMPU (2016) and Schneider,
Handali and vom Brocke (2017) clearly mentioned, trusting data generation systems of  public entities like Twitter
and Facebook is difficult,  as they have many machine-run undead accounts. Trust can be based on policy or
integrity  that  can  be  accomplished  by  gathering,  planning,  processing,  storing  and  communicating  data.
Furthermore, the findings for initial trust are important because it can be a potential barrier in the execution of
BDA is underlined in the current study. The trust variable will act as a base for further studies and to gain deeper
understanding of  BDA study deployment.

Also,  perhaps, the notion of  ‘trust’  in BDA in government agencies in Malaysia is beyond data accuracy and
security. Since trust is something intangible, it is difficult for IT professionals to focus on trust and believe that it
will become a less relevant factor in value proposition of  data and analytics. Thus, it is something unmanageable
that  will  make  them  move  forward  with  less  confidence,  affects  their  decision  making  and  their  customer
relationships. This finding shows that more focus on the determinants of  initial trust in BD and other technology
implementation in government agencies is necessary.

The research has also shown a detrimental effect of  technological features and task features on the technology task
fit in government agencies. We can therefore say that the findings correspond to all hypotheses of  Klopping and
McKinney (2004) who used a hybrid approach that merged TTF and TA models to test e-commerce adoption
(Klopping & McKinney, 2004). The use of  mobile banking was studied by Zhou et al. (2010) utilizing an adaptive
TTF  paradigm  and  the  common  philosophy  of  application  adoption  and  usage  (Zhou  et  al.,  2010).  The
characteristics of  BDA are advanced analytics that include complicated functions with features such as estimation
methods, data mining and, if  any, high-power analytics systems. Thus, this feature can directly support TTF in
government agencies as the Malaysian government is serious about investing in technology facilities.

To secure the infrastructure and the way it provides services, a personal trend to trust BD providers and products is
necessary. The key objective is  to ensure the confidentiality,  completeness, and quality of  BD protection.  BD
collected in the cloud from a number of  sources including the IoT (Internet of  Things) has a number of  personal
views on physical and logical security. Cloud storage should be protected because the user information risks insider
attacks, cyber fraud and unsafe access. Personal confidence can therefore affect confidence in BDA management.

Structural assurances are collected and processed in the increased volume of  data produced, which must be relying
on the  source  and methods  to  collect  them over  the  entire  life  cycle.  Trust  considerations  about  collection,
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organisation, access and analysis of  data are also expressed (MAMPU, 2016). BD needs to examine the structure of
authenticity and credibility when considering a professional IT’s perspective of  the trust in large data, whether to
store, socialize, buy, sell or transact information, as it can be gathered from profitable commercial organizations,
which are business oriented platforms, and to check the validity of  and legitimacy of  the data gathered. Personal
inclination of  BDA can affect confidence, reputation and communication of  data through collection, supply, data
calculation and storage.

This study found that IT professionals are still aware that there is an inclination for using BDA technology in their
everyday tasks including decision making, planning, identifying problems and needs of  the community, and this
tendency is well established. Therefore, the tendency to believe is in the early belief  category. 

In addition,  BDA provides the ability  to process information securely and reduce operational  risks and labor
shortages. Individuals do not risk making decisions and the work processes become more efficient and structured.
Therefore, IT professionals may recognize that structural assurance affects their initial trust. Computer processing
power is required to understand and view patterns in the data to assist in decision-making and problem solving. 

6. Conclusion
This work examined the factors influencing the propensity of  government agencies to use the BDA by using TTF,
UTAUT, and initial ITM. Based on the findings, it can be understood that BDA is starting to be utilized by the
respondents, and this trend is favorable. The personal willingness to trust is therefore successful. Moreover, BDA
provides safe access to data and reduces operating risks and minimizes decision errors. Individuals are also not at
risk in their decision making, planning and predicting. 

In most previous research, the advantages, consequences and opportunities for BDA were only highlighted because
BDA is at the early adoption and a relatively new subject. Several scholars studied BDA and the latest studies
focused on a certain viewpoint or simply highlighted TAM, UTAUT, TFF, and ITM theory separately. This is the
first  BDA study to propose a model combining UTAUT, TTF and ITM theories as a predictor probably of
comport mental intentions to use BDA. Therefore, convergence and application of  all these BDA adoption ideas
add new Insights into emerging literature. This study's model is helpful and promotes a theory for further BDA
research. By utilizing the model, existing public agencies can know their own BDA capability, centered around
activities  with  specifically  tailored  outcomes,  organization  dynamics,  resources,  skills  and  potential  services.
Government agencies can identify, within their own organization, the most common inhibitors to constructing and
implementing an effective BDA and plan to mitigate these accordingly.

The study has also made various practical contributions. The findings suggest significant recommendations and
consequences for BDA systems practitioners and application developers, which could coincide with the successful
implementation of  BDA systems. Connecting BDA system functions and technology features to the necessary
tasks is critical. It is the same for system performance expectancy. Such strategy will yield more effective outcomes
for practitioners when implementing BDA systems. This research gives practitioners an initial way to incorporate
and endorse BDA activities in their organization to make the most of  the advantages of  revolutionary technology,
particularly within public agencies.

The need to control government data and activities in real time also makes the task features fit into the task
technology. With BDA, policy programs can be enforced and funded. Therefore, task-technology adaptation is
effective for the behavior of  the users. Finally, the limited number of  skilled IT practitioners with required BDA
and IT skills has brought about the attractiveness of  BDA to facilitate analysis by reducing workforce costs and
automating the processes. Despite the time and skills  of  BD using analytics,  success expectations have had a
positive influence on the conduct of  users
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