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#### Abstract

We document two novel stylized facts on European integration and cohesion. First, we show that the interregional income distribution, measured as GDP per capita at the NUTS-3 level, is bimodal for all considered years. Second, we demonstrate that this mixture of two log-normal distributions provides an excellent fit for this interregional distribution in all considered years. We put forward two meso-level interpretations of these stylized facts, based on heterodox growth theory: The log-normality of the individual clusters hints at a stochastically multiplicative process, where growth is strongly path-dependent. This can be derived from maximum entropy considerations. However, the bimodality in the income distributions also implies two separate growth mechanisms. We show that the high-variance log-normal distribution governs the dynamics at both tails of the income distribution, which might be interpreted as the core and periphery and the low-variance variant the bulk of the distribution, thus interpretable as a semi-periphery.
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## 1 Introduction

In 1999, eleven member states of the European Union fixed their exchange rates, a first step twards the introduction of the first Euro bills in 2002 (Raymond, 1999). To implement a common monetary within a currency area, roughly uniform development of these regions is necessary for policy to be adequate for all regions. The (newer) theory of optimum currency areas pioneered by de Grauwe (2018) has emphasized the role of shock absorption capabilities that allow for homogeneous development even in the presence of asymmetric shocks. Empirical studies on regional inequality have typically focused on correlational patterns between business cycles at the country-level. By contrast, our focus is more granular and emphasizes the role of distributional regularities at the NUTS-3 level. We document that the regional income distribution (measured as GDP per capita) is bimodal in its bulk with a long upper tail. The short time-series length for which we have complete data on European regions prohibits the use of any of the standard econometric techniques to examine growth processes. Instead, we deduce a plausible data generating process from the stationary distribution we observe to still shed light on the time development of European regions that we cannot directly observe (Schulz and Milaković 2021. We show that a plausible data generating process regarding this distributional pattern is stochastically multiplicative growth composed of two volatility regimes. If we consider realized volatility to be a proxy for shock absorption capabilities, this finding highlights the role of regional resilience and multiplicative path-dependent growth. We thus provide a readily usable way to measure shock absorption capabilities that are also not directly observable. In this sense, European regions appear to be far from the benchmark, and e.g., regional convergence of fiscal policies might be necessary to homogenize shock absorption capabilities across regions and facilitate cohesion. Our major contribution based on this finding is a taxonomy of regions based rigorously on first principles that does not rely on arbitrarily fixed fractions of average EU GDP, as is now used in EU cohesion policy (European Parliament and Council of the European Union, 2021).

Traditional dependency theory emphasizes the taxonomy of countries falling either in the 'core' or in the 'periphery', with the economic development in the periphery being "conditioned by the development and expansion of" the core (Dos Santos, 1970, p. 231). The main hypothesis is that this asymmetry is due to differences in the industrial composition of core and peripheral countries: While peripheral countries tend to produce primary goods like raw materials that are rather easily substitutable, the core countries produce sophisticated industrial products with much less scope for substitution. This leads to much more intense competition for peripheral than for core countries, letting the terms of trade for the periphery deteriorate. They receive less and less manufactured goods in (unequal) exchange for their primary goods (Prebisch, 1950; Singer, 1950).

We build on this classification to argue that primary goods producers face much more volatile growth paths than industrial producers since they are also much more exposed to fluctuations in world market prices. We argue further that highly developed producers with high output might also face volatile growth, since their production of, e.g., cars is based on long and diversified supply chains (Acemoglu et al., 2012; Elliott et al., 2022). Financial hubs might also face rather high volatility, since financial markets are typically much more volatile than 'real economy' markets.

However, while typical studies on core-periphery patterns typically rely on country-level data, we focus on European regions. This is an attempt to answer the "challenge of granularity" (Gräbner and Hafele, 2020, p. 7), i.e., the problem that the country level of aggregation masks important heterogeneity at the subnational level. Most prominently, as our analysis will also show, some regions in the North of Italy can plausibly be defined as part of a highly industrialized core, while the Southern 'Mezzogiorno' is not as developed and can thus more plausibly considered to be peripheral. Our results highlight that this is indeed an important oversight of country-level studies with the success of common monetary policy crucially relying also on homogeneous development within countries. Our rigorous taxonomy might thus aid in tailoring policies for specific regions and regional development.

Our analysis focuses on differences in the second moment of growth rate distribution by assuming equal expected growth rates. We show that this parsimonious assumption in conjunction with multiplicative growth gives rise to the observed distributional patterns. The assumption of multiplicative growth is sufficient to generate a strongly skewed distribution of GDP levels, as it features a rich-get-richer phenomenon and, thus, path-dependent growth (Gibrat, 1931; Kalecki, 1945). Random multiplicative growth also known as the law of proportionate effect in the literature (Gibrat, 1931) implies that the expected growth rate of a given region does not depend on its GDP, i.e., growth is scale-independent. Scaleindependent growth is for example, explained by capital reallocation with capital flowing to regions with excess profit capabilities and thus equalizing rates of return and thus a reasonable starting point (Schulz and Milaković, 2021). Our explanatory attempt thus focuses not only expected growth but growth volatility. This is not to say that the traditional explanations within dependency theory focusing on first moments are necessarily false when applied to the regional level. We only argue that volatility and the ability of regional economies to absorb shocks are very fruitful and neglected dimension to explain interregional disparities.

The remainder of this paper is organized as follows: In section 2, we introduce our basic theoretical models and show how both a Geometric Brownian motion with heterogeneous volatility components and a maximum entropy program leads to a mixture of two log-normal components. In the following section 3, we describe the dataset we use to test our theoretical predictions and our estimation methods. We apply these methods in section 4 to show that we indeed find a mixture of two log-normal densities for the overall distribution of regional EU GDP per capita levels that can be used to rigorously categorize regions into a core, semiperiphery, and periphery region. We conclude and discuss the implications of our findings in the final section 5 .

## 2 Model

### 2.1 Geometric Brownian Motion

The above qualitative discussions lend themselves to being formalized as growth following two distinct Geometric Brownian Motion (GBM) processes. Path-dependent growth characterized by the multiplicative dynamics, while the structural taxonomy according to core, semi-periphery, and periphery implies different volatility regimes. In particular, both core and periphery are assumed to follow growth processes with relatively high volatility, albeit for very different reasons: While the core counties exhibit industrial structures with a focus on finance, natural resources, and the automotive sector, the reliance of peripheral counties on raw materials and thus world prices make those growth processes more volatile.

We formalize this argument by postulating that core and peripheral countries $i$ follow a GBM process $H$ with high volatility. In contrast, semi-peripheral counties $j$ follow a GBM process $L$ with low volatility. Assuming equal drift terms $\mu$ for simplicity, this implies these two differential equations:

$$
\begin{equation*}
d Y_{i}^{H}(t)=\mu Y_{i}^{H}(t)+\sigma^{H} d W_{t} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
d Y_{j}^{L}(t)=\mu Y_{j}^{L}(t)+\sigma^{L} d W_{t} \tag{2}
\end{equation*}
$$

with $t \geq 0, W$ as Wiener increments and $\sigma^{H}>\sigma^{L}$

Since the stationary distribution of any $Y$ for any initial value $Y(0)$ with $t$ sufficiently large converges to a log-normal distribution (Gibrat, 1931, Kalecki, 1945), we expect that the resulting distribution of our economy characterized by $N^{H} \in \mathbb{N}$ counties of type $H$ and $N^{L} \in \mathbb{N}$ counties of type $L$ will follow a mixture of two log-normals. The higher volatility in
the growth of type $H$ counties by $\sigma^{H}>\sigma^{L}$ will eventually manifest as counties being pushed towards the upper and lower tails of the overall distribution of $Y$, with the low volatility counties populating the remaining segment between these two tails. This is what we indeed observe simulating a discretized version of (1) and (3) with $N^{H}=N^{L}=500$, initial value equal for all $i$ and $j$ as $Y(0)=1, \mu=0.01, \sigma^{H}=0.3$ and $\sigma^{L}=0.05$ after 1,000 time steps.


Figure 1: The density of simulated GBM with two volatility types (left panel) and the inclusion probability in the estimated log-normal component with high variance.

### 2.2 Maximum Entropy

The Maximum Entropy approach, introduced by Jaynes (2019) and based on Shannon (1948), differs from the traditional methods in economics. Any researcher who wants to derive a distributional form for a variable must explicitly state all underlying assumptions contribut-
ing to the model. This transparency is not only necessary for the approach itself; it is also honest towards the research community as it discloses all theories and contributes to full transparency. Only explicitly stated assumption find their way into the final functional form as Maximum Entropy leads to the least-informed possible distribution.

Based on a first visual inspection of the data, the bimodality of the GDPpc distribution is striking. Therefore, we consider a two-component mixture distribution to adequately capture the underlying data generating process. The Gaussian distribution of the logarithmic GDPpc appears to be particularly plausible as it comes from two important properties of the area under observation. First, we rule out that GDPpc in itself is the result of additive growth: Income levels are not reassigned for every period but rather depend on the level in previous periods, indicating the relevance of capabilities that are already in place. Second, as long as this multiplicative growth process has a finite variance in growth rates without any further constraints (Thurner et al., 2018), we will observe a log-normal distribution. Even when growth rates are mesokurtic, the resulting stationary distribution features a fat tail.

As Shannon's entropy is defined by

$$
\begin{equation*}
H(x)=-\int_{-\infty}^{\infty} p(x) \times \log p(x) d x \tag{4}
\end{equation*}
$$

and the probability density $p(x)$ has to integrate to unity, the Maximum Entropy problem is well defined and can be solved by applying a Lagrangian.

$$
\begin{align*}
\mathcal{L}\left(p(x), \lambda_{i}\right) & =-\int_{-\infty}^{\infty} p(x) \times \log p(x) d x-\lambda_{1}\left(\int_{-\infty}^{\infty} p(x) d x-1\right)  \tag{5}\\
& -\lambda_{2}\left(\int_{-\infty}^{\infty} p(x) \log x d x-\mu\right)-\lambda_{3}\left(\int_{-\infty}^{\infty} p(x)(\log x-\mu)^{2} d x-\sigma^{2}\right)  \tag{6}\\
& =H\left(p^{\star}(x)\right) \tag{7}
\end{align*}
$$

Apart from the normalization constraint for all probability density corresponding to $\lambda_{1}$, the
two constraints with Lagrange multipliers $\lambda_{2}$ and $\lambda_{3}$ relate to the logarithm of the random variable $x$ or GDPpc in question and thus to the relevant growth rates. The two constraints with multipliers $\lambda_{2}$ and $\lambda_{3}$ can thus be interpreted as defining a common expected rate of growth (constraint no. 2) and the growth rate distribution having fixed finite variance (constraint no. 3). We show in Appendix A that this optimization problem is solved by the probability density function $p(x)$ of a log-normal distribution. Here we also show that the standard deviation of growth rates expressed in constraint no. 3 relates directly to the standard deviation of the emerging log-normal distribution, much like for the GBM specification. The mixture of two log-normal densities thus also emerges for the maximum entropy programme, whenever we suppose differently volatile stochastically multiplicative growth processes.

If we were to change the constraints for the maximum entropy program, we derive a different distributional form (Golan, 2017). Assuming that the data has a well-defined finite mean and variance would, for example, lead to a Gaussian normal distribution. If we remove the assumption of a well-defined variance to allow for a large variation in the data and require the data to be positive, we would derive the exponential distribution. Since all of the here presented options are plausible, we test all six combinatorial possibilities to fit the data.

As the Principle of Maximum Entropy is not just compatible but rather an overarching framework for Bayesian analysis, we estimate the models using Bayesian methods (Giffin and Caticha, 2007). We provide the $95 \%$ credibility interval for all estimations if not stated differently.

Applying the maximum entropy approach to empirical data, the outcome of political decisions and evolutionary trends provides a researcher with a broader range of analytical tools than a frequentist or Bayesian analysis could do. As the observed (and estimated) distribution is the one maximizing entropy, we know that our model is complete and does not lack essential features. A supra-national entity that would (or at least attempt to) redistribute all income equally over all people would counteract the systemic development and
lead to a different distributional form, but not change the fundamental dynamics themselves. This has far-reaching consequences for any political discussion and analysis as resources must be invested to overcome the current state and development if desired (Abel, 2014).

We classify constraints as systemic but policy measures as changes within the system. The constraints of a system are general and define the environment in which political decisons can be made. An analogy for this would be a car racetrack: The conditions of the system define the track, guardrails limit the possibilities of what is possible for the cars. Regulations, however, define the rules of the race as they set speed limits and define unsportsmanlike behavior. How the cars and driver behavior on the racetrack therefore depends on the systemic conditions and in-system regulations. Similar reasoning can be applied to our understanding of the EU regional system: Regions develop according to fundamental constraints that we interpret as reflecting different industrial compositions, leading to differences in realized volatility. We consider these to be systemic. Policy can directly intervene by redistributive measures but will have to do so in every period, since the fundamental constraints will lead the system to the same stationary distribution we observe. Only industrial policy that focuses directly on industrial composition and specialization patterns has the potential to change these fundamental constraints, making constant redistribution perhaps less necessary. We will return to this aspect in Section 5 .

## 3 Data and Method

The European Union provides exhaustive data for the socio-economic environment in its member states and regions. This data is available at different levels of granularity to allow for an improved and coherent insight across all members, candidates, and countries that are part of the European Free Trade Agreement (EFTA). Those NUTS¹ levels define the level of disaggregation. While NUTS 1 includes the whole country for smaller countries, larger countries are separated into several NUTS-1 regions. France, for example, reports for 14

[^1]regions and oversea departments, Germany for its 16 states. NUTS-2 is the next smaller administrative level, and NUTS-3 is the smallest non-local administrative unit. For most countries, data available on NUTS 3 level represents county-level data.

In our analysis, we rely on the Gross Domestic Product data at market prices per capita (GDPpc) on a NUTS-3 level. The data has been downloaded from the official Eurostat homepage and is labeled with the data-code nama_10r_3gdp. For consistent estimates, we concentrate on a coherent period of time for which data coverage does not change. As for nearly all departments in France data for 2014 and before is not available, and data for 2019 and later has in general not been released, our analysis concentrates on the years 2014-2018. Those years also represent a relatively quiet period of macroeconomic shocks on the European continent, covering the time between the debt crisis and the turbulent and unprecedented times of Covid-19.

For all our estimations, we use the R-package rstan, provided by the Stan Development Team (2021). In a first step, we determine the most likely structural form for the distribution of GDPpc. We provide standard econometric tests and informational indicator to specify which model suits the available data best. As we can identify the bimodal empirical distribution as a two-component mixture distribution, we can assign each NUTS 3 region based on Bayes Theorem a probability to belong to one or the other component. In a third and final step, we use the characteristics of a region with respect to its volatility regime and absolute value in GDPpc to provide an indicator for the different clusters of core, semi-periphery, and periphery. To our knowledge, such a county-level indicator based on empirical data has not been presented in the literature yet.

## 4 Results

### 4.1 One Mixture

As previously mentioned, we estimate a two-component mixture distribution based on the visually observed bimodality. We test the assumptions of two log-normal, two normal, two exponential, and the mixture of two different distributions against the empirical data. Overall, this gives us six possible theoretical distributions as the testing procedure remains agnostic about the order in which those distributions may appear.

It is not our goal to verify a predetermined assumption about the nature of the data but rather derive the most likely solution. Table 1 presents our effort to test all six possible distributions against the empirical data. We concentrate on the most common tests in the statistical literature, the Kullback-Leibler divergence (KLD), Kologoroff-Smirnov (KS), Anderson-Darling (AD), Cramér-von Mises (CvM), as well as AIC and BIC to account for the different amount of parameters in the models.

For nearly all years and tests, the two log-normal mixture model (LN/LN) provides the most accurate description for the underlying data. The fit of the LN/LN remains statistically significant for all years and tests at the 1 percent significance level (see Table 2). This significance level is also achieved for the two cases where the AD test prefers the mixture of two Gaussian distributions above the LN/LN model.

|  | KLD | KS | AD | CvM | AIC | BIC |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 2015 | LN/LN | LN/LN | LN/LN | LN/LN | LN/LN | LN/LN |
| 2016 | LN/LN | LN/LN | N/N | LN/LN | LN/LN | LN/LN |
| 2017 | LN/LN | LN/LN | LN/LN | LN/LN | LN/LN | LN/LN |
| 2018 | LN/LN | LN/LN | N/N | LN/LN | LN/LN | LN/LN |

Table 1: In 22 out of 24 cases, the mixture of two log-normal distributions provides the best fit to the empirical data.

Estimating the parameter for all four years shows minor fluctuations of the distributional form throughout the years. Especially the mixing parameter $\theta$ remains roughly constant,
indicating that no significant disturbances to the structure of the economic environment occurred. Analyzing a longer time period might be beneficial to address structural developments that are beyond this paper's scope. Figure 2 illustrates the different location of the two components and the previously introduced stylized fact of two different variances, significantly higher for the first component. This testifies to the robustness of our argument that also implies stable economic conditions based on volatility.


Figure 2: The parameter over time for the first LN component (top), the second LN component (middle), and mixing parameter (bottom). We also provide the $95 \%$ credibility interval to outline the stability and significant differences between the two components.

Besides providing statistical evidence, we want to highlight the accuracy of the LN/LN

| KS |  |  |  | AD |  | CvM |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 2015 | 0.342232 | $(* * *)$ | 0.467545 | $(* * *)$ | 0.59341 | $(* * *)$ |  |
| 2016 | 0.437714 | $(* * *)$ | 0.465474 | $(* * *)$ | 0.597986 | $(* * *)$ |  |
| 2017 | 0.379998 | $(* * *)$ | 0.339621 | $(* * *)$ | 0.43011 | $(* * *)$ |  |
| 2018 | 0.499479 | $(* * *)$ | 0.437892 | $(* * *)$ | 0.63037 | $(* * *)$ |  |

Table 2: For none of the years and selected tests, the mixture of two log-normal distributions can not be rejected at a 1 percent significance level.
model compared to the empirical data in Figure 3. The theoretical fit of the LN/LN model is striking, showing that our model indeed seems to capture the empirical data-generating process well.


Figure 3: The densities of GDPpc for all regions with fit for log-normal-log-normal mixture (2015-2018).

### 4.2 Two Regimes of Volatility

Since we observe a two-component mixture for one dataset, assigning each observation a probability to be part of one of those two distributions is possible. As we know that a
specific region is part of the dataset, we also know that the probability that region A is in distribution LN1 is the counterprobability that the region is in distribution LN2. This allows us to assign each region to a probability regime based on the likelihood that the specific region belongs to the underlying distribution. In a final step, we assign an observation to the distribution to which it more likely belongs, implying a cut-off probability of 0.5 .

Inspired by the work of Scharfenaker and Semieniuk (2015), we apply Bayes' theorem to determine to which component of the mixture distribution (LN1 or LN2) each observation $c$ belongs:

$$
\begin{align*}
p(L N 1 \mid c) & =\frac{p(c, L N 1)}{p(c)}  \tag{8}\\
& =\frac{p(L N 1) p(c \mid L N 1)}{p(L N 1) p(c \mid L N 1)+p(L N 2) p(c \mid L N 2)}  \tag{9}\\
& =\frac{\phi_{1} L N\left(c \mid \mu_{1}, \sigma_{1}\right)}{\phi_{1} L N\left(c \mid \mu_{1}, \sigma_{1}\right)+\phi_{2} L N\left(c \mid \mu_{2}, \sigma_{2}\right)} \tag{10}
\end{align*}
$$

As we estimated the parameter of the mixture distribution, it is straightforward to plug in the estimated values and determine the probability for each observation belonging to LN1 and LN2 vice versa. What we observe for all years is a U-shaped relation between the GDPpe and probability belonging to LN1. Figure 4 illustrates how regions with a high or low GDPpc belong to LN1, while regions with a medium-range GDPpc belong to LN2.

As shown in Section 2.1, this indicates that two regimes of volatility must classify the NUTS 3 regions in Europe. A high volatility cluster consisting of low and high GDPpc, separated by a low volatility cluster covering the middle GDPpc regions.

### 4.3 Three Clusters of Inequality

In a final step, we consider the two regimes of volatility and the absolute value of GDPpc for the NUTS 3 regions in Europe to determine a data-driven indicator for a small-level separation into core, semi-periphery, and periphery. As we have separated all regions into two

(a)

Figure 4: Probability of each region to be part of LN1, depending on income. For all four years, we see a clear U-shaped behavior.
regimes of volatility in the previous step, we use of the fact that high and low GDPpc regions are in the same component of the mixture model. We, therefore, classify high volatility/high GDPpc regions as the core, low volatility regions independent of their GDPpc as semiperiphery, and high volatility/low GDPpc regions as periphery. We, therefore, use the ends of the U-shaped graph to indicate periphery and core, which are, in line with the literature (Zhao, 2021), separated by the semi-periphery in the lower U-shape of the graph.

This allows us to present a data-driven overview of the regional European economic structure. For an optimal visual representation, Figure 5 is color-coded, representing the different structural components ${ }^{2}$.

Regions that are classified as the core come with considerably more petite surprise. Their high degree of integration into the world economy through their leading economies like finance, automotive sector, or oil, a high GDPpc comes to the cost of high volatility. Examples here are Luxembourg, Wolfsburg, Munich, and Milano. The industrial compositions of these regions are perhaps equally outward-looking than the peripheral ones and dependent on

[^2]
(a)

Figure 5: Visualization of the regions under consideration and their classification into core, semi-periphery, or periphery for the year 2018. The maps for all other years under consideration are presented in Appendix B, as low variation over time can be observed.
international commodity and capital markets. However, these regions appear to be net beneficiaries from the relatively high induced volatility. Particularly those regions specializing in financial products should experience volatile growth paths since volatility in financial markets is typically one order of magnitude higher than in commodity or service markets
(Mundt et al., 2014). The semi-periphery, however, is composed of regions in central Europe that are known for their high economic performance but not necessarily for specialization into a specific product. A larger variety of industries in those regions might balance external shocks from the world market in individual industries. It is also possible that these regions do not feel the same exposure to world market shocks to the core industries, as their involvement in those industries is secondary by purely supplying input factors. Finally, the peripheral countries will tend to produce primary products and are thus much less able to absorb external shocks. This is because substitutability of primary goods is generally high, leaving producers of these goods with a relatively low market power and thus very exposed to price developments on the world market (Prebisch, 1950; Singer, 1950).

## 5 Discussion and Political Implications

The short period of observation does not allow for an in-depth evaluation of the efforts by the European Union to create parity in living standards. It does, however, allow for warnings towards any such policies. It is crucial to take the different characteristics in Europe into account and how those regions are connected. Besides the GDPpc for a region, it is important to consider the volatility this region faces in its economic structure. A region in the south of Spain might be more similar to Poland rather than a region in the north of the country with respect to the structural foundation. This different capability to absorb economic shocks within a single country, but similar capability to other regions in Europe must be incorporated into any economic policy.

While much of the literature has focused on the expected rate of growth on a national level (Gräbner et al., 2020), our approach is more granular. It underlines the importance of the second moment of growth rate distributions, i.e., volatility. We show that stochastically multiplicative growth, either formalized by a Geometric Brownian Motion or by solving the corresponding maximum entropy program, can replicate the observed distributional patterns
with the minimal additional assumption that there are structural differences in volatility between regions. Our reduced-form representations are far from a full-fledged growth model; still, we argue that such a full-fledged regional growth model must be observationally equivalent to the stochastic representation we propose.

As previously mentioned, the applied Maximum Entropy and GBM approach rejects any potential claims that the current political framework of the EFTA ensures or even promotes a uniform standard of living across its regions. As the observed distribution is derived under the assumption of GDPpc which depends on and mesokurtic developments of income level, a redistribution effect that correlates with the GDPpc in a specific region can be ruled out. Such a redistribution would essentially amount to progressive taxation. This becomes intuitively clear when considering the implications of the Maximum Entropy approach as under the given constraints, no other emergent stationary distribution than a log-normal distribution is possible. For our postulated theoretical data-generating process, any specific realization of growth rates will eventually (asymptotically) diverge to a lognormal distribution.

This point cannot be stressed enough, as it highlights the difference between systemic and within-system changes. While constant redistribution does not address the fundamental data-generating process, it changes the outcome by active intervention. If the process of redistribution ends, the distribution of GDPpc will again be (asymptotically) log-normal. This observation lends itself directly to a taxonomy of policy measures: Any temporary redistributive scheme will not change the systemic nature of the growth process with the lognormal as an attractor and is thus fundamental unable to provide equality across regions. By contrast, policies that alter the constraints of the system, e.g. by appropriate industrial policy or an entrepeneurial state activity, can in principle generate any stationary distribution of regional income levels. Our results suggest that such changes to the system have to address the capability to absorb shocks in all NUTS 3 regions by equalizing the industrial composition and therefore the volatility regime.

Our investigation has not just provided new and additional insight into the inequality between different regions in Europe but also contributes to the problematic and often coarsegrained differentiation of regions into growth and performance-orientated regimes. Specifically, we provide a data-driven approach that classifying all regions on a NUTS 3-level in a core, semi-periphery, and periphery framework. We hope that our work will contribute to more informed discussion and policies to achieve a more uniform standard of living in Europe.
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## A Solution to the Maximum Entropy Problem

We do not want to simply state the problem and solution to the Maximum Entropy problem but also explicitly outline the detailed process to derive the solution.

$$
\begin{aligned}
\mathcal{L}\left(p(x), \lambda_{i}\right) & =-\int_{-\infty}^{\infty} p(x) \times \log p(x) d x-\lambda_{1}\left(\int_{-\infty}^{\infty} p(x) d x-1\right) \\
& -\lambda_{2}\left(\int_{-\infty}^{\infty} p(x) \log x d x-\mu\right)-\lambda_{3}\left(\int_{-\infty}^{\infty} p(x)(\log x-\mu)^{2} d x-\sigma^{2}\right)
\end{aligned}
$$

We can neglect the second secondary constraint, here indicated by $\lambda_{2}\left(\int_{-\infty}^{\infty} p(x) \log x d x-\mu\right)$. The reason for that is that it is incorporated into the third secondary constraint where we define the second moment based on the first moment (?). We, therefore, have left:

$$
\begin{aligned}
\mathcal{L}\left(p(x), \lambda_{i}\right) & =-\int_{-\infty}^{\infty} p(x) \times \log p(x) d x-\lambda_{1}\left(\int_{-\infty}^{\infty} p(x) d x-1\right) \\
& -\lambda_{3}\left(\int_{-\infty}^{\infty} p(x)(\log x-\mu)^{2} d x-\sigma^{2}\right)
\end{aligned}
$$

First order solutions:

$$
\begin{aligned}
\frac{\partial \mathcal{L}}{\partial \lambda_{1}} & =\int_{-\infty}^{\infty} p(x) d x-1 & & \stackrel{!}{=} 0 \\
\frac{\partial \mathcal{L}}{\partial \lambda_{3}} & =\int_{-\infty}^{\infty} p(x)(\log x-\mu)^{2} d x-\sigma^{2} & & \stackrel{!}{=} 0 \\
\frac{\partial \mathcal{L}}{\partial p(x)} & =-\log (p(x))-1-\lambda_{1}-\lambda_{3}(\log (x)-\mu)^{2} & & \stackrel{!}{=} 0
\end{aligned}
$$

We can rearrange $\frac{\partial \mathcal{L}}{\partial p(x)}$ to define $p(x)$ :

$$
p(x)=\exp \left(-1-\lambda_{1}-\lambda_{3}(\log (x)-\mu)^{2}\right)
$$

Plugging this into the normalization constraint $\int_{-\infty}^{\infty} p(x) d x=1$ gives us:

$$
\begin{aligned}
\int_{-\infty}^{\infty} p(x) d x & =\int_{-\infty}^{\infty} \exp \left(-1-\lambda_{1}-\lambda_{3}(\log (x)-\mu)^{2}\right) d x \\
& =1
\end{aligned}
$$

In order to solve the problem we substitute $z$ for $\sqrt{\lambda_{3}}(\log (x)-\mu)$, so that:

$$
\begin{aligned}
z & =\sqrt{\lambda_{3}}(\log (x)-\mu) \\
z^{2} & =\lambda_{3}(\log (x)-\mu)^{2} \\
d z & =\sqrt{\lambda_{3}} \frac{1}{x} d x \\
\Rightarrow d x & =\frac{x}{\sqrt{\lambda_{3}}} d z
\end{aligned}
$$

Applying this substitution gives the following expression:

$$
\begin{aligned}
\int_{-\infty}^{\infty} p(x) d x & =\int_{-\infty}^{\infty} \exp \left(-1-\lambda_{1}-\lambda_{3}(\log (x)-\mu)^{2}\right) d x \\
& =\int_{-\infty}^{\infty} \exp \left(-1-\lambda_{1}-z^{2}\right) \frac{x}{\sqrt{\lambda_{3}}} d z \\
& =\frac{\exp \left(-1-\lambda_{1}\right) x}{\sqrt{\lambda_{3}}} \int_{-\infty}^{\infty} \exp \left(-z^{2}\right) d z \\
& =\frac{\exp \left(-1-\lambda_{1}\right) x}{\sqrt{\lambda_{3}}} \sqrt{\pi}
\end{aligned}
$$

The last step in the previous equations is the application of the Gaussian integral. The Gaussian integral solves $\int_{-\infty}^{\infty} \exp \left(-z^{2}\right) d z$ for $\sqrt{\pi}$. We can now write and rearrange:

$$
\begin{aligned}
p(x) & =\exp \left(-1-\lambda_{1}\right) x \sqrt{\frac{\pi}{\lambda_{3}}} & \stackrel{!}{=} 1 \\
\frac{1}{x} \sqrt{\frac{\lambda_{3}}{\pi}} & =\exp \left(-1-\lambda_{1}\right) &
\end{aligned}
$$

We can use this result and plug it into the secondary constraint, which defines the second moment:

$$
\begin{aligned}
\sigma^{2} & =\int_{-\infty}^{\infty} p(x)(\log x-\mu)^{2} d x \\
& =\int_{-\infty}^{\infty} \exp \left(-1-\lambda_{1}-\lambda_{3}(\log (x)-\mu)^{2}\right)(\log x-\mu)^{2} d x \\
& =\frac{1}{x} \sqrt{\frac{\lambda_{3}}{\pi}} \int_{-\infty}^{\infty} \exp \left(-\lambda_{3}(\log (x)-\mu)^{2}\right) d x
\end{aligned}
$$

We again substitute $z=\sqrt{\lambda_{3}}(\log (x)-\mu)$ and receive:

$$
\begin{aligned}
\sigma^{2} & =\frac{1}{x} \sqrt{\frac{\lambda_{3}}{\pi}} \int_{-\infty}^{\infty} \exp \left(-\lambda_{3}(\log (x)-\mu)^{2}\right) d x \\
& =\frac{1}{x} \sqrt{\frac{\lambda_{3}}{\pi}} \int_{-\infty}^{\infty} \exp \left(-z^{2}\right) \frac{z^{2}}{\lambda_{3}} \frac{d z}{\sqrt{\lambda_{3}}} \\
& =\frac{1}{x \lambda_{3} \sqrt{\pi}} \int_{-\infty}^{\infty} \exp \left(-z^{2}\right) z^{2} d z \\
& =\frac{1}{x \lambda_{3} \sqrt{\pi}} \frac{\sqrt{\pi}}{2} \\
& =\frac{1}{2 x \lambda_{3}}
\end{aligned}
$$

We now have a solution for $\lambda_{3}$, which is $\frac{1}{2 x \sigma^{2}}$, which we can plug into our previous calculations:

$$
\begin{aligned}
\exp \left(-1-\lambda_{1}\right) & =\frac{1}{x} \sqrt{\frac{\lambda_{3}}{\pi}} \\
& =\frac{1}{x \sigma \sqrt{2 \pi}}
\end{aligned}
$$

We now have all the necessary parts to express the solution for $p(x)$ :

$$
\begin{aligned}
p(x) & =\exp \left(-1-\lambda_{1}-\lambda_{3}(\log (x)-\mu)^{2}\right) \\
& =\frac{1}{x \sigma \sqrt{2 \pi}} \exp \left(-\frac{(\log (x)-\mu)^{2}}{2 \sigma^{2}}\right)
\end{aligned}
$$

The final equation is the probability density function for the log-normal distribution, and we have completed our goal.

## B Maps of belonging



Figure 6: Visualization of the regions under consideration and their classification into core, semi-periphery, or periphery for the year 2015.

(a)

Figure 7: Visualization of the regions under consideration and their classification into core, semi-periphery, or periphery for the year 2016.

(a)

Figure 8: Visualization of the regions under consideration and their classification into core, semi-periphery, or periphery for the year 2017.
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