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Abstract

We consider a market with indivisible objects, called houses, and money. On this market,
each house is initially owned (or rented) by some agent and each agent demands precisely
one house. The problem is to identify the complete set of direct allocation mechanisms that
can be used to reallocate the houses among the agents. The focus is on price mechanisms,
i.e., mappings of preference profiles to price equilibria, that are strategy-proof and satisfy
an individual rationality condition. We prove that the only mechanism that satisfies these
conditions is a price mechanism with a minimal equilibrium price vector. The result is not
true in full preference domain. Instead, we identify a smaller domain, that contains almost
all profiles, where the result holds.

1 Introduction

This paper analyzes a market with indivisible objects, called houses, and money. There is the
same finite number of agents and houses, and each agent demands precisely one house. Each
house is primarily assigned to an agent, and we think of the primary assignment as a distribution
of endowments, i.e., that each agent initially owns a house. Other interpretations are also pos-
sible, for instance that each agent rents a house, owned by a local government authority, and a
market is opened where the houses can be sold to those who are renting.1

We examine the problem to identify a specific set of direct allocation mechanisms that can be
used to reallocate the houses among the agents. Our focus is on price mechanisms, i.e., mappings
of preference profiles to price equilibria, that are also strategy-proof and satisfy an individual
rationality condition. Here, individual rationality means that an agent buys a house only if this is
a weakly better alternative than the option to keep the house that she owns (or continue renting
the house she currently lives in). Unfortunately, the characterization problem has no solution in

1This interpretation was thoroughly discussed by Andersson, Ehlers and Svensson (2016) in connection to the
“Right to Buy Act” in the U.K. Housing Act 1980.
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the full preference domain. As a consequence, one of the main tasks in the paper is to reduce
the preference domain, partly to obtain a solution, partly to make the restriction of the domain
in such a way that it makes the reduction “negligible.” The latter means that the characterization
result is true for “almost all” profiles in the full preference domain.

Andersson, Ehlers and Svensson (2016) analyzed price mechanisms in the same setting as the
one considered in this paper. They demonstrated that a minimum price mechanisms is strategy-
proof on a restricted preference domain that contains almost all preference profiles. They also
showed that the mechanism is manipulable in the full preference domain if the number of agents
is strictly greater than three. The present paper considers the more fundamental question of char-
acterizing the entire class of strategy-proof price mechanisms. The main finding demonstrates
that there is a restricted domain, containing almost all preference profiles, such that this class
contains only one mechanism, namely the minimum price mechanism.

The seminal contribution by Hurwicz (1972) showed the manipulability of Walrasian price
mechanisms in classical exchange economies with divisible commodities. As explained in the
above, this conclusion also holds on the full preference domain in our model with indivisible
objects and money, but the minimum price mechanism is the only non-manipulable (equilib-
rium) price mechanism on a restricted domain containing almost all profiles. This is also a key
difference to the literature discussed below which always considers the full preference domain.

The strategy-proofness property of the minimum price mechanism is well-known from a
number of papers analyzing equilibrium in two-sided housing markets, i.e., markets where buy-
ers and sellers are distinct groups and, hence, buyers do not initially own houses. Vickrey’s
(1961) second-price auction model with one house and a number of bidders is one example
where strategy-proofness is achieved. In generalizations to multi-object models, e.g., Demage
and Gale (1985), Leonard (1983), Sun and Yang (2003), it is shown that the minimum price
mechanism satisfies strategy-proofness.2 The characterization problem for two-sided markets is
analyzed in, e.g., Miyake (1998), Morimoto and Serizawa (2014), Svensson (2009). The findings
are that the minimum price mechanism is the only possible one.

The characterization problem is also analyzed in Ma (1994) in a housing market without
money where each agent initially owns one indivisible good. It is shown that the only mechanism
that satisfies strategy-proofness and is onto is the core mechanism. Here, the assignment is
given by Gale’s top trading cycle principle. A similar result is found in Miyagawa (2001) who
characterizes the class of mechanisms that are strategy-proof, individual rational, non-bossy3 and
onto in a model with money.

Like the present paper, Miyagawa (2001) studies a housing market where each agent owns

2For recent one-sided strategy-proofness results in trading networks with money, see e.g. Hatfield, Kojima and
Kominers (2017), Jagadeesan, Kominers and Rheingans-Yoo (2018), and Schlegel (2018). See also Fleiner et al.
(2019) for trading networks with frictions.

3A mechanism is non-bossy if an agent cannot change the outcome of the mechanism for others without changing
the outcome for himself (Satterthwaite and Sonnenschein, 1981).
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one house and can buy another at a given price. However, the non-bossy condition implies that
such mechanisms are characterized by a matrix (pah) of fixed prices, i.e., prices not related to
agents’ preferences. An agent a pays pah when he receives house h and leaves his own house.
Budget-balance is achieved when pah = ph − pa for some price vector p. Also here, the assign-
ment is obtained from Gale’s top trading cycle principle.

A main difference between the problem considered by Miyagawa (2001) and ours is the non-
bossiness condition. It is an appealing condition, but it excludes a number of useful mechanisms,
e.g., the Vickrey second-price mechanism and its generalizations to multi-objects models. Non-
bossiness does not exclude strategy-proofness and budget-balance but price equilibrium. In our
model, price equilibrium and strategy-proofness are fundamental properties, and, as a conse-
quence, we have to give up non-bossiness and budget-balance. Hence, in general, with fixed
prices allocation inefficiency prevails, while with non budget-balance inefficiency in the form of
“waste” of money occurs.

Note, finally, that one interpretation of our model is a two-sided market where the houses are
owned, e.g., by a local government authority, and the agents are primarily renting the houses.
If the sum of the selling prices exceeds the sum the agents pay, there is simply a positive profit
for the seller. But the minimum price mechanism minimizes this profit. Alternatively, the gap
between selling and buying prices can be seen as a transaction tax, or in a labor market interpre-
tation, taxes on wages.4

The remaining part of this paper is organized as follows. Section 2 introduces the formal
model together with assumptions and definitions that are used throughout the paper. The main
theorem is given in Section 3, while the concept of a “negligible” subset of preference profiles is
defined in Section 4. The entire Section 5 is devoted to the proof of the main theorem. Section 6
provides a foundation for the use of price mechanisms. The proofs of all lemmas are provided in
the Appendix.

2 The Formal Model

Let A = {1, 2, . . . , n} be a finite set of agents and H = {1, 2, . . . , n} a finite set of houses. The
endowment of agent a ∈ A is house h ∈ H if h = a. We consider a market where endowments
can be reallocated through a system of equilibrium prices, i.e., a market where each agent can
buy a most preferred house. In this market, there are two types of prices, a vector of fixed selling
prices p ∈ Rn and a vector p ∈ Rn of buying (equilibrium) prices.

We have two different interpretations of the endowments in mind. The first one, call it Eo,

entails that each agent a owns house h = a. Agent a receives p
a

when selling house h = a, and
pays ph when buying house h 6= a. The second one, call itEr, entails that there is an owner of the
houses different from the agents a ∈ A, while each agent a rents house h = a. The owner wants

4Taxation in matching markets is also studied in Dupuy, Galichon, Jaffe and Kominers (2017). The focus of their
analysis is, however, efficiency, and not incentive properties as in our study.
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to sell the houses to the group of renting agents, but not necessarily house a to agent a. However,
agent a has a particular right to the house she is renting; she can continue to rent “her” house,
but she has also the option to buy her house to the fixed price p

a
(see also footnote 1). The fixed

price vector p defines the owners’ reservation prices in Eo as well in Er. The common feature
in the two interpretations of endowments is that continuing to own or rent the “own” house is a
fixed alternative in contrast to buying another house, where the price that the agent has to pay
depends on the market valuation. In an reallocation process, individual rationality means that an
agent never is assigned an alternative that is worse than her fixed alternative.

A reallocation of the endowments is given by an assignment µ that is a bijection µ : A→ H.

A state is a pair x = (µ, p) of an assignment and a feasible price vector. Here, xa = (µa, p)

means that agent a is assigned house µa at the price vector p.
We assume that the sellers’ reservation prices p constitute a lower bound on feasible prices,

p ≥ p. Since the lower bound is fixed in the analysis, without loss of generality, let p
h

= 0 for
all h ∈ H.

Each agent a ∈ A has rational preferences Ra on houses and prices, i.e., on bundles of type
(h, ph) ∈ H × R. To simplify notation, let (h, p) ≡ (h, ph), i.e., by (h, p) we mean house
h at price ph in price vector p. Preferences are further assumed to be strictly monotonic, i.e.,
(h, p′h)Pa (h, ph) if p′h < ph, for all houses h ∈ H − {a}, while constant for the own house,
i.e., (a, p′a) Ia (a, pa) for all pa, p′a ∈ R. The reason for assuming price independence of the own
house is simply that an agent a always pays the reservation price p

a
= 0 for the own house, and

this reservation price is independent of the price vector p that specifies the buying prices. Finally,
preferences are assumed to be continuous and boundedly desirable. Continuity means that for
all h ∈ H, the sets {ph ∈ R : (h, ph)Ra (h, p′h)} and {ph ∈ R : (h, p′h)Ra (h, p)} are closed for
all p′h ∈ R. Bounded desirability means that if the price of a house is sufficiently high, the agents
will strictly prefer to keep the house they are currently living in rather than buying some other
house, i.e., (a, p)Pa(h, ph) for each agent a ∈ A and for each house h ∈ H for ph sufficiently
high. However, we do not exclude the case that an agent a ∈ A does not demand a particular
house h ∈ H − {a} to any price ph, i.e., (a, 0)Pa (h, ph) for all ph.

For a ∈ A, the set of rational, monotonic, continuous and boundedly desirable preferences
on H × R defined in this way is denoted Ra. A (preference) profile is a list R = (Ra)a∈A of
agents’ preferences. The set of profiles is denoted R, where R = ×a∈ARa, and where agent a’s
preferences are in the setRa. The notationR−a is used for the setR−a = ×a′∈A−{a}Ra′ .

Definition 1. For R ∈ R, a state x = (µ, p) is a weak equilibrium state if (i) for all a ∈ A,

xaRa(h, p) for all h ∈ H and (ii) µa = a and pa > 0 only if xa′Ia′(a, p) for some a′ 6= a. It is
an equilibrium state if it also satisfies (iii) the number of houses h ∈ H such that h = µa = a is
minimal among all states satisfying (i) and (ii) with price vector p.

Condition (i) is the usual equilibrium condition, i.e., at prices p each agent has been assigned a
most preferred alternative. Note also that the assignment is individually rational since if µa = a,
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agent a pays 0. Condition (ii) is introduced to avoid trivial price vectors. Since an agent’s utility
of the own house does not depend on the price of his house, any sufficiently high price would
be an equilibrium price without condition (ii) in cases where an agent prefers his own house to
all other houses. That trade is better than no trade is reflected by condition (iii). This condition
does not directly influence the utility of the agents. However, if there is an external owner of the
houses and the agents primarily are renting, then the profit of the owner is weakly larger when a
house is sold to an agent not renting it than to the agent that rents it.5

For a given profile R ∈ R, the set of equilibria is denoted ER and the set of corresponding
equilibrium price vectors ΠR. Hence, p ∈ ΠR precisely when there is a state (µ, p) ∈ ER.
Moreover, the set of all equilibrium states is denoted E , where E = ∪R∈RER. Note also that the
sets ER are nonempty.6

3 The Main Result

This section demonstrates that a mechanism which is strategy-proof must be a minimum price
mechanism. The result is not true on the entire domain R. Instead, we identify a domain that
contains “almost all” profiles, denoted by R̊, where the result holds. This domain is formally
defined in the next section together with another important domain, denoted by R̃, that was
considered by Andersson, Ehlers and Svensson (2016).

Before we can state the main result, we need to define a (minimum) price mechanism and a
few concepts related to manipulability.

Definition 2. A price mechanism, or for short a mechanism, is a mapping f : R → E of profiles
to equilibrium states such that f(R) ∈ ER for all R ∈ R.

A mechanism f is manipulable at a profile R ∈ R by an agent a′ ∈ A if there is a profile
(R′a′ , R−a′) ∈ R such that for f(R) = x and f(R′a′ , R−a′) = x′, x′a′Pa′xa′ . Let R̆ ⊂ R be a sub-
set of profiles. The mechanism f is strategy-proof on the domain R̆ if no agent can manipulate
at any profile R ∈ R̆. Note that if f is strategy-proof on a domain R̆ and (Ra, R−a) ∈ R̆, then a
cannot manipulate by using any preferences R′a with (R′a, R−a) ∈ R.

The use of a minimal price vector will be central in the main characterization result. Let
R ∈ R̆ and denote by pm ∈ ΠR a price vector that is minimal in ΠR, i.e., if p ∈ ΠR and p ≤ pm

then p = pm.

Definition 3. A mechanism f is a minimum price mechanism on the domain R̆ ⊂ R if for all
R ∈ R̆, f(R) = x ∈ ER and x = (µ, pm) with pm minimal in ΠR.

Andersson, Ehlers and Svensson (2016) demonstrated that if the number of agents is strictly
greater than three, a minimal price vector is not necessarily unique on the domain R and the

5A similar condition is part of the “efficiency condition” in Morimoto and Serizawa (2015).
6See Andersson, Ehlers and Svensson (2016, Proposition 1).
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minimum price mechanism is manipulable on the domain R. They also showed that a mini-
mal price vector is unique on a reduced domain R̃ and, furthermore, that the minimum price
mechanism is strategy-proof on the domain R̃.

Our objective is to characterize the set of all strategy-proof mechanisms on a domain, denoted
R̊, containing almost all profiles in R. As already stated in the above, the sets R̃ and R̊ will be
defined in next section, but they are related as follows: R̊ ⊂ R̃ ⊂ R. We are now ready to
present our main result whose proof can be found in Section 5.

Theorem 1. Let f be a price mechanism. There is a domain R̊ ⊂ R such that R ∈ R̊ for almost
all R ∈ R, and the following holds: f is strategy-proof on R̊ if and only if f is a minimal price
mechanism on R̊.

Theorem 1 shows that a mechanism which is strategy-proof on the domain R̊must be a minimum
price mechanism on this domain. For the other direction, we use Theorem 2 in Andersson,
Ehlers and Svensson (2016) that shows that minimum price mechanisms are strategy-proof on
the domain R̃ and note that R̊ ⊂ R̃ (see Section 4). Hence, on the domain R̊, minimum price
mechanisms completely characterize the class of strategy-proof price mechanisms.

Note that Theorem 1 is the first characterization result which is obtained for a domain con-
taining almost all profiles (see the discussion in the introduction section). Furthermore, the result
does not hold on the full domain. The latter conclusion follows since any minimal price mecha-
nism is manipulable on the domain R (see Andersson, Ehlers and Svensson, 2016, Proposition
2).

Remark 1. The result in Theorem 1 may be used to support a (normative) definition of fair-
ness. In a market model with private ownership net trades are considered fair primarily because
no agent envies any other agent’s net trade. However, in general no envy is not sufficient as
a fairness criterion. First, no envy is not sufficient for obtaining a unique allocation and sec-
ond, fairness should reasonably be based on agent’s true preferences. According to Theorem 1,
the outcome of the minimal price mechanism is envy free and non-manipulable. It is also the
only price mechanism that satisfies those two conditions. Hence, the outcome of the minimal
price mechanism seems to be a strong candidate for a definition of (procedural) fairness. The
foundation for the use of price mechanisms in general is further discussed in Section 6.

4 Construction of the Subset of Profiles R̊

The purpose of this section is to construct a reduced preference domain R̊ ⊂ R, and show that
the subsetR− R̊ ⊂ R can be considered “negligible.”

The idea with the concept of a negligible subset S ′ of a set S is that the number of elements
in S ′ is “small” compared to the number of elements in S. For example, that the set S contains
an uncountable number of elements while the number of elements in S ′ is countable. With a
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measurable set, S may have a positive measure while the measure of S ′ is zero. The presumption
for the analysis is that agents’ true preferences are exogenously given by nature. If a set of
preference profiles can reasonably be considered improbable to be the outcome of the natural
lottery, that set is here considered negligible.

We will define the domain R̊ ⊂ R in two steps. In Subsections 4.1 and 4.2, we define the
subsets R′ ⊂ R and R′′ ⊂ R, respectively, and show that both these subsets are considered
negligible. Given the constructions of R′ and R′′, we define R̊ = R − (R′ ∪ R′′). Clearly,
R′ ∪R′′ is negligible, meaning that almost all profiles R ∈ R belong to R̊. By the constructions
ofR′ andR′′, it will also follow that R̊ ⊂ R̃ ⊂ R. The latter conclusion holds since R̃ = R−R′
(see Subsection 4.1).

4.1 Construction of the Subset of ProfilesR′

To construct the subset R′ ⊂ R, the set of profiles R̃ ⊂ R where no two houses are “connected
by indifference” will be important.7 To define this concept formally, let S be the set of sequences
s = (hj, aj)

q
j=1 of distinct houses hj ∈ H and distinct agents aj ∈ A such that h1 = a1, hj 6= aj

for all j such that 1 < j ≤ q and hj+1 6= ajfor j < q.

Definition 4. For a given profile R ∈ R, two distinct houses, h′, h′′ ∈ H, are connected by
indifference if there is a sequence s ∈ S, and a corresponding price vector p ∈ R

n
+, such that

h′ = a1 and h′′ = aq, and (hj, p)Iaj(hj+1, p) for 1 ≤ j < q and (hq, p)Iaq(aq, p). The subset of
R where no two houses are connected by indifference, at any profile, is denoted by R̃.

Note that for all such price vectors in Definition 4, prices phj
, 1 < j ≤ q, are uniquely determined

by continuity and monotonicity of the preferences.
Let R ∈ R be a profile and a ∈ A an agent, and denote by Rcon

aR the set of preference
profiles R′a ∈ Ra such that there are two houses h′, h′′ ∈ H, with h′′ = a, that are connected
by indifference at the profile (R′a, R−a). From Definition 4, it now follows that R̃ = R − R′,
where:

R′ = {R ∈ R : Ra ∈ Rcon
aR for some a ∈ A}.

We can think of a profile inR′ as the outcome in two steps of the natural lottery, where, for some
agent a, the first outcome is R−a and the second is Ra ∈ Rcon

aR . Now, if Rcon
aR can be considered

negligible, we can also consider R′ negligible since there is only a finite number of agents and
houses.

We next demonstrate that Rcon
aR can be considered negligible. Note first that if R′a ∈ Rcon

aR ,
there is a sequence s = (hj, aj)

q
j=1 and a corresponding price vector p ∈ Rn

+ such that h′ = a1,

7The concept of “connected by indifference” was first used in Andersson and Svensson (2014). They used a
slightly different version compared to the one presented in this paper.
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h′′ = aq = a, (hj, p)Iaj(hj+1, p) for 1 ≤ j < q and (hq, p)Ia(a, p). The price phq is uniquely
determined by the profile R but independent of preferences Ra. Let now preferences R′a be
represented by utility functions u′ah, where u′ah(p) is the agent’s willingness-to-pay for house
h ∈ H. The indifference (hq, p)I

′
a(a, p) prevails if and only if u′aa(p) = phq . When preferences

are chosen by nature, it is reasonable to assume that u′aa(p) 6= phq is the case for most preferences
Ra ∈ Ra. Since there is only a finite number of sequences s ∈ S, we thus consider the set Rcon

aR

negligible. It then follows, by the above arguments, that alsoR′ can be considered negligible.

4.2 Construction of the Subset of ProfilesR′′

The idea underlying the construction of the subset R′′ is similar as the one used to construct R′
in the previous subsection, but the construction of the set R̂con

aR is somewhat more involved. The
whole point is again to define a set:

R′′ = {R ∈ R : Ra ∈ R̂con
aR for some a ∈ A},

and demonstrate that R̂con
aR can be considered negligible. It then follows, using the same argu-

ments as in the previous subsection, that alsoR′′ can be considered negligible. The set R̂con
aR will

be defined in three steps. First, we define utility functions ua and ûa that represent preference
relations denoted by Ra and R̂a, respectively. Second, we observe that the profiles R̂a and Ra

can be related through a function gaR. Third, the set R̂con
aR is constructed using the function gaR.

Let R ∈ R̃ be a profile and xm = (µm, pm) ∈ ER an equilibrium where pm is minimal in
ΠR.8 Let preferences Ra for agent a ∈ A be represented by a utility function uah where uah(p)

for h ∈ H is the agent’s willingness-to-pay for house h, and define ūa = maxh∈H uah(pm). Let
now preferences R̂a for agent a ∈ A be represented by a utility function ûah according to (i)
ûaa(p) = ūa and (ii) ûah(p) = uah(p) for all h 6= a. Note also that the definition of preferences
R̂a is independent of the particular utility representation ua of preferences Ra.

Now, preferences R̂a and Ra can be related according to ûa = gaR(ua), i.e., the function
gaR changes the value of agent a’s own house, h = a, to be the maximal value at the (unique)
minimal price vector, while other utilities are unchanged.

In the following, let the preference relations Ra and R̂a be represented by ua and ûa, respec-
tively. For each agent a ∈ A and profile R ∈ R̃, let R̂aR be the set of preferences:

R̂aR = {R̂a ∈ Ra : ûa = gaR(ua) and Ra ∈ Ra}.

Define R̂con
aR according to:

R̂con
aR = {Ra ∈ Ra : R̂a ∈ Rcon

aR where ûa = gaR(ua)}.
8Note that by Andersson, Ehlers and Svensson (2016, Theorem 1), pm is unique when R ∈ R̃.
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Given that the set R̂con
aR has been defined, it only remains to demonstrate that the set R̂con

aR can
be considered negligible. If R′a ∈ R̂con

aR , there is a sequence s = (hj, aj)
q
j=1 and a corre-

sponding price vector p ∈ R
n
+, such that h′ = a1 and h′′ = aq = a, and (hj, p)Iaj(hj+1, p)

for 1 ≤ j < q and (hq, p)Îa(a, p), where preferences R′a and R̂a are represented by u′a and
ûa = gaR(u′a), respectively. The price phq is uniquely determined by the profile R but inde-
pendent of preferences Ra. The indifference (hq, p)Î(a, p) prevails if and only if ûaa(p) = phq .

Here, ûaa(p) = maxh∈H uah(pm) = ūa since the minimal price vector pm is the same at profiles
R and (R̂a, R−a) according to Lemma 3 in Section 5. When preferences are chosen by nature, it
is reasonable to assume that uaa(p) = ūa 6= phq is the case for most preferences Ra ∈ Ra. Since
there is only a finite number of sequences s ∈ S, we consider the set R̂con

aR negligible.

4.3 Illustration with Quasi-Linear Preferences

This subsection illustrates the negligible subset of profiles for quasi-linear preferences. For
each agent a ∈ A, preferences over bundles (h, p) are quasi-linear if there exists real numbers
(vah)h∈H such that Ra is represented by the utility function uah(p) = vah − ph. Let Qa ⊂ Ra

denote the set of all quasi-linear preferences, and Q = ×a∈AQa denote the set of profiles of
quasi-linear preferences. Let now Q̃ = Q∩ R̃, and similarly for Q′,Q′′ and Q̊.

Note that any Ra ∈ Qa has a representation of values (vah)h∈H and by adding the same con-
stant to all these values induces the same quasi-linear preferences. Below we use the canonical
representation of Ra where vaa = 0. Using this convention, Qa corresponds to Rn−1 and Q to
R
n(n−1).

Let R ∈ Q be a profile of quasi-linear preferences. Suppose that houses h1 and hq+1 are
connected by indifference, i.e., that there exist sequences of distinct agents (a1, . . . , aq) and
distinct houses (h1, . . . , hq+1), and a price vector p such that:

(i) h1 = a1 and hq+1 = aq,

(ii) va1h1 = va1h2 − ph2 and vaqhq − phq = vaqhq+1 ,

(iii) vajhj
− phj

= vajhj+1
− phj+1

for 2 ≤ j ≤ q − 1.

Summing all left-hand sides and all right-hand sides yields:

q∑
j=1

(vajhj
− vajhj+1

) = 0. (1)

Note that (1) is independent of the price vector p and this is a hyperplane in Rn(n−1) with measure
zero in Q. As the set of houses and the set of sequences is finite, it follows that Q′ has measure
zero in Q and Q′ is negligible. Now, Q̃ = Q−Q′.
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For the construction of Q′′, let R ∈ Q̃. Now if R ∈ Q′′, then for some a ∈ A we have
Ra ∈ Q̂a and R̂a ∈ Qcon

aR where for ūa = max{0,maxh∈H vah − pmh } the preference relation R̂a

is quasi-linear with v̂ah = vah − ūa for all h 6= a (and v̂aa = 0). Using the same construction as
in the above, if houses h1 and hq+1 = a = aq are connected by indifference, conditions (i)–(iii)
hold, and by summing all left-hand sides and all right-hand sides we get:

q∑
j=1

(vajhj
− vajhj+1

) = ūa. (2)

Note that the equality holds since v̂aqhq = vaqhq − ūa, and condition (2) is independent of the
price vector p. Furthermore, any profile R ∈ Q̃ has a unique minimum price vector pm and
we may denote by Q̃|ūa the set of profiles of quasi-linear preferences where agent a’s maximal
utility from pm is equal to ūa ∈ R+. Now, again the profiles satisfying (2) is a hyperplane in
R
n(n−1) and this set is negligible in Q̃|ūa . This remains true for the profiles in Q̃|ūa satisfying (2)

for some sequence ending at house a (as the set of houses and the set of sequences is finite), and
they are a negligible set in Q̃|ūa .

Let ū = (ūa)a∈A ∈ R
n
+ and Q̃|ū = ∩a∈AQ̃|ūa denote the set of profiles in Q̃ where any

agent a’s utility from pm is equal to ūa. Then from the above it follows that the profiles in Q̃|ū
satisfying (2) for some agent a is a negligible set in Q̃|ū. As any profile in Q̃ belongs to exactly
one Q̃|ū, the set Q′′ −Q′ is negligible in Q̃.9

Hence, it follows that Q′ ∪ Q′′ is negligible in Q and Q̊ = Q − (Q′ ∪ Q′′) has measure
one in Q. Finally, we remark that Theorem 1 remains true for Q̊, i.e., if we restrict mechanisms
to the quasi-linear domain, then Q̊ any strategy-proof mechanism must be a minimum price
mechanism.

5 Proof of Theorem 1

To prove Theorem 1 some lemmas are useful. Lemma 1 is an important consequence of a condi-
tion called the “minimal price condition,” Lemma 2 is a characterization of minimal price vectors,
while Lemma 3 shows upon an invariance property of minimal prices when some preferences are
changed. The proofs of these lemmas can be found in the Appendix.

Definition 5. Let R ∈ R̃ be a profile and x = (µ, p) a weak equilibrium at the profile R. Then
the state x satisfies the minimal price (MP) condition if for each nonempty set S ⊂ {h ∈ H :

ph > 0}, there is a house h ∈ S and an agent a ∈ A, a 6= h, such that µa 6∈ S and xaIa(h, p).

Note that the MP condition is not satisfied at x if ph > 0 for all h ∈ H.
9Note that in the construction of R̊, after eliminatingR′ it is sufficient to eliminateR′′ −R′ whereR′′ −R′ =

{R ∈ R̃ : Ra ∈ R̂con
aR for some a ∈ A}.
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Definition 6. Let R ∈ R be a profile and x = (µ, p) and x′ = (µ′, p) two weak equilibria where
p ∈ ΠR. A sequence (aj)

t+1
j=1 of agents aj ∈ A, different for j ≤ t but at+1 = a1, is called a

trading cycle at x if hj = µaj and µ′aj = hj+1 for all j. If, in addition, also hj+1 6= aj for all j
and hj = aj for some j, the trading cycle is strong.

Clearly, if (aj)
t+1
j=1 is a strong trading cycle at x, then x cannot be an equilibrium since, in that

case, trade cannot be maximal at all weak equilibrium states at prices p.

Lemma 1. Let R ∈ R̃ be a profile and x and x′ two weak equilibria, where the corresponding
price vectors satisfy: p, p′ ∈ ΠR and p′ ≤ p, p′ 6= p. Assume that x satisfies the MP condition.
Then there exists a strong trading cycle (aj)

t+1
j=1 at state x.

Lemma 2. Let R ∈ R̃ be a profile. A price vector p is minimal in ΠR, if and only if, for each
equilibrium (µ, p) ∈ ER, the MP condition holds.

Lemma 3. Let R ∈ R̃ and let pm be a minimal vector in ΠR. Then, for all R̂a ∈ R̂aR − R̂con
aR ,

pm is a minimal vector also in ΠR̂, where R̂ = (R̂a, R−a).

Proof of Theorem 1. Suppose that the mechanism f is strategy-proof, but not a minimal price
mechanism. Then there is a profile R ∈ R̊ such that f(R) = x ≡ (µ, p) and p ≥ pm, p 6=
pm, where pm is minimal in ΠR. Hence, there is a house h ∈ H such that ph > pmh ≥ 0.

Without loss of generality, let p1 > pm1 ≥ 0. Then, by Definition 1(ii), there is an agent a′ ∈ A,
a′ 6= h = 1, such that xa′Ia′(1, p). Note that the case µa′ = 1 is not excluded. Further, by
monotonicity, it follows that xma′Pa′xa′ , since xma′Ra′(1, p

m)Pa′(1, p)Ia′xa′ . Finally, let Sa′ = {h ∈
H : (h, pm)Ia′x

m}. If h = a′, then h 6∈ Sa′ from xma′Pa′xa′ .

Suppose now that agent a′ manipulates by using preferences R′a′ ∈ R̂a′R − R̂con
a′R. Then

R′ = (R′a′ , R−a′) ∈ R̊ and, by Lemma 3, pm is minimal in ΠR′ .

Let f(R′) = x′ ≡ (µ′, p′) and µ′a′ ≡ h′. Then p′ ≥ pm and h′ ∈ Sa′ ∪ {a′} by the definition
of R′a′ . In addition, it follows directly that x′a′Pa′(h, p

′) for all h 6∈ Sa′ ∪ {a′}.
We will prove that x′a′Pa′xa′ . In such a case, agent a′ can manipulate which contradicts

our presumption. Let the utility function ua′ represent preferences Ra′ , and consider the util-
ity difference (ua′h′(p

′) − ua′1(p)) ≡ α + β, where α = (ua′h′(p
m) − ua′1(p)) and β =

(ua′h′(p
′)− ua′h′(pm)). Clearly, x′a′Pa′xa′ if and only if α + β > 0.

Consider first the case when h′ 6= a′. Then h′ ∈ Sa′ . We know that xma′Pa′xa′ , so ua′h′(pm) >

ua′1(p) and, hence, α > 0. We also have x′ ∈ ER′ , and at equilibrium u′a′h′(p
′) ≥ u′a′a′(p

′) = ū.

Further, when h′ ∈ Sa′ and h′ 6= a′ then ua′h′(pm) = u′a′h′(p
m) = ū, so β ≥ ū − ū = 0. Hence,

α + β ≥ α > 0. Then a′ can manipulate if h′ ∈ Sa′ , so h′ = a′ must be the case.
Suppose now that h′ = a′, and consider the following two cases: (i) p′ = pm and (ii) p′ ≥ pm,

p′ 6= pm.

(i) Suppose that p′ = pm. Let (aj)
t+1
j=1 be a sequence of agents that constitutes a trading

cycle (from µ′ to µm) at the equilibrium x′ such that a1 = a′, µm
aj

= µ′aj+1
for j ≤ t, and
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µm
at+1

= µ′a1 . Clearly, there is such a cycle when p′ = pm since pm ∈ ΠR′ , i.e., xm is a weak
equilibrium at the profile R′. Denote by hj houses µ′aj . Then h1 = a1. If µm

aj
= µ′aj+1

= aj
for some j > 1, i.e., hj+1 = aj, then houses h1 and hj+1 are connected by indifference and
the profile does not satisfy the “not connected by indifference condition.” Hence, for each
trading cycle µm

aj
6= aj for j > 1. Since µ′a′ = a′, this means that the trade at µm is larger

than the trade at µ′. Hence, x′ = (µ′, pm) cannot be be an equilibrium and, hence, cannot
be the outcome of the mechanism f. Thus, it cannot be the case that p′ = pm.

(ii) Suppose that p′ ≥ pm, p′ 6= pm. Let also a′ = a1, R′a′ = R1
a1 , and R1 = (R1

a1 , R−a1).
Suppose now that agent a2 6= a1 manipulate with preferencesR2

a2 ∈ R̂a2R1−R̂con
a2R1 . Then,

R2 = (R1
a1 , R

2
a2 , R−{a1,a2}) ∈ R̊ and, by Lemma 3, pm is minimal in ΠR2 . The outcome of

this profile is f(R2) = x2 ≡ (µ2, p2) and µ2
a2 ≡ h2. Then p2 ≥ pm and h2 ∈ Sa2 ∪ {a2}

by the definition of R2
a′ . Now, just as in the above, there will be two cases: (i) p2 = pm and

(ii) p2 ≥ pm, p2 6= pm. But case (i) cannot not prevail, by the above conclusion, so it must
be case (ii).

Now, we can repeat the above analysis a number of times with a sequence A′ = (aj)
k
j=1 of

different agents. Let k be maximal, meaning that there is an agent ak+1 6= h and ak+1 6= aj,

j ≤ k, such that xk
ak+1Iak+1(h, pk). But then ak+1 can manipulate by using preferences Rk+1

ak+1 ∈
R̂ak+1Rk − R̂con

ak+1Rk , which is a contradiction to k being maximal. Hence, pk = pm must be
the case. But then we have case (i) above, which cannot be an equilibrium since trade is not
maximal. In conclusion, the mechanism f must be a minimal price mechanism. �

6 Foundation of Price Mechanisms

This section provides a foundation for the use of price mechanisms. Recall that a state x is a
pair (µ, p) where µ : A → H is a bijection and p ≥ p = 0. Let X denote the set of all states.
Given profile R, a state x = (µ, p) is fair (under profile R) if for all a ∈ A, xaRa(h, p) for all
h ∈ H . Note that fairness incorporates individual rationality since xaRa(a, p), and envy-freeness
because xaRa(h, p) for all h 6= a.

A social choice correspondence is a mapping F : R → X associating with each profile R a
non-empty set of states F (R). We require the following properties on a social choice correspon-
dence F :

Essentially Single-Valuedness. For all R ∈ R and all x, y ∈ F (R) we have xaIaya for all
a ∈ A.

Pareto Indifference. For all R ∈ R, all x ∈ F (R), and all y ∈ X , if xaIaya for all a ∈ A, then
y ∈ F (R).

Fairness. For all R ∈ R and all x ∈ F (R), x is fair (under profile R).

12



Essentially single-valuedness means that all chosen states are welfare equivalent. Pareto indiffer-
ence means that any state, which is welfare equivalent to a chosen state, should also be chosen.
In addition, we say that F is manipulable at R if there exists a ∈ A and R′a such that for some
x′ ∈ F (R′a, R−a) we have x′aPaxa for all x ∈ F (R). Furthermore, F is strongly manipulable at
R if there exists a ∈ A and R′a such that x′aPaxa for all x′ ∈ F (R′a, R−a) and all x ∈ F (R).

Note that a price mechanism f always associates a unique state with each profile, which we
denote below by f(R). We say that f and F are welfare equivalent if and only if for all R ∈ R
and all x ∈ F (R), we have xaIafa(R) for all a ∈ A.

Theorem 2. If f is a price mechanism, then there exists a unique welfare equivalent social
choice correspondence F satisfying essentially single-valuedness, Pareto indifference and fair-
ness. Furthermore, for any profile R, if f is manipulable at R, then F is manipulable at R.

Proof. The first part follows directly, for any R ∈ R, by setting F (R) = {x ∈ X : xaIafa(R)

for all a ∈ A}.
For the second part, letR ∈ R, a ∈ A and (R′a, R−a) ∈ R. Suppose that fa(R′a, R−a)Pafa(R),

i.e., that f is manipulable at R. Then by welfare equivalence of f and F and Pareto indif-
ference of F , we have f(R′a, R−a) ∈ F (R′a, R−a) and xaIafa(R) for all x ∈ F (R). Hence,
fa(R

′
a, R−a)Paxa for all x ∈ F (R), and F is manipulable at R.

Theorem 3. If F is essentially single-valued, Pareto indifferent and fair, then there exists a
unique (in terms of welfare) welfare equivalent price mechanism f . Furthermore, for any profile
R, if F is strongly manipulable at R, then f is manipulable at R.

Proof. For the first part, let F be essentially single-valued, Pareto indifferent and fair. LetR ∈ R
and x = (µ, p) ∈ F (R). If for some h ∈ H , µh = h, ph > 0 and xaPa(h, p) for all a ∈ A with
µa 6= h, then decrease ph to p′h such that for some a ∈ A, xaIa(h, p′h) and µa 6= h or p′h = 0.
Let p′ be the obtained price vector and x′ = (µ, p′). Then for all a ∈ A, x′aIaxa and by Pareto
indifference of F , x′ ∈ F (R). Now, x′ satisfies (i) and (ii) of Definition 1, i.e., x′ is a weak
equilibrium state. If x′ does not satisfy (iii), then there exists x′′ = (µ′, p′) satisfying (i) and (ii)
in Definition 1, where trade is maximal. But then, by fairness applied to x′ and x′′, we obtain
x′aIax

′′
a for all a ∈ A. Again, by x′ ∈ F (R) and Pareto indifference, we have x′′ ∈ F (R). Now

we set f(R) = x′′. But then f is a price mechanism.
For the second part, let R ∈ R, a ∈ A and (R′a, R−a) ∈ R. Suppose that x′aPaxa for all x′ ∈

F (R′a, R−a) and all x ∈ F (R), i.e., that F is strongly manipulable at R. By welfare equivalence
of f and F and Pareto indifference, we have f(R) ∈ F (R) and f(R′a, R−a) ∈ F (R′a, R−a).
Hence, fa(R′a, R−a)Pafa(R) and f is manipulable at R.

Let R̆ ⊂ R be a subset of profiles. The social choice correspondence F is weakly strategy-proof
on the domain R̆ if no agent can strongly manipulate at any profile R ∈ R̆. We now obtain the
following corollary to Theorems 1–3.
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Corollary 1. Let F be a social choice correspondence satisfying essentially single-valuedness,
Pareto indifference and fairness. There is a domain R̊ ⊂ R such that R ∈ R̊ for almost all
R ∈ R, and the following holds: if F is weakly strategy-proof on R̊, then F is welfare equivalent
to the minimum price mechanism on the domain R̊.

Finally, we note that the “no trade mechanism,” obtained by setting prices high enough such
that each agent prefers keeping her endowment, satisfies all properties in Corollary 1 except for
Pareto indifference. The no trade mechanism also satisfies conditions (i) and (ii) in Definition 1,
by setting prices high enough such that for any house at least one agent is indifferent between
keeping his endowment and buying the house, i.e., it chooses for any profile a weak equilibrium
state.

Appendix: Proofs of Lemmas

Lemma 1. Let R ∈ R̃ be a profile and x and x′ two weak equilibria, where the corresponding
price vectors satisfy: p, p′ ∈ ΠR and p′ ≤ p, p′ 6= p. Assume that x satisfies the MP condition.
Then there exists a strong trading cycle (aj)

t+1
j=1 at state x.

Proof. Let H ′ = {h ∈ H : p′h < ph} and H ′′ = H − H ′. Then, H ′ 6= ∅ since p′ 6= p.
Furthermore, H ′′ 6= ∅ since H ′′ = ∅ means that ph > p′h for all h, and hence, ph > 0 for all h,
which is not consistent with the MP condition (for S = N ).

Let now hj = µaj and define a first part (aj)
k
j=1 of the sequence (aj)

t+1
j=1, where hj ∈ H ′ for

all 1 ≤ j < k ≤ t while hk ∈ H ′′, in the following way:

• Let h be an arbitrary house in H ′ and consider a sequence (h′i)
k′
i=1, where h′1 = h and h′i,

i < k′, are different houses in H ′, while h′k ∈ H ′′. Also let (a′i)
k′
i=1 be the corresponding

sequence of agents, where µa′i
= h′i. Further, the sequence has to satisfy: for each q < k′

and set {h′i}
q
i=1, xa′q+1

Ia′q+1
xa′j for some j ≤ q and h′j 6= a′q+1. The sequence (h′i)

k′
i=1 is

obtained recursively in the following way:

• Let h′1 = h. If we have obtained the sequence for q houses, i.e., the sequence {h′i}
q
i=1,

then, according to the MP condition, there is a house h′r ∈ {h′i}
q
i=1 and an agent, say a′q+1,

with a′q+1 6= h′r, such that µa′q+1
6∈ {h′i}

q
i=1 and xa′q+1

Ia′q+1
(h′r, p). Then let h′q+1 = µa′q+1

. If
h′q+1 ∈ H ′′ stop, and let k′ = q + 1, otherwise continue. The sequence stops at some time
k′ since H is finite. Note that h′q+1 cannot stop in H ′ since the MP condition implies that
H ′′ 6= ∅.

• The sequence (h′i)
k′
i=1 clearly contains a subsequence (h′ij)

k
j=1 such that (a′ij)

k−1
j=1 are differ-

ent agents and xa′j+1
Ia′j+1

xa′j for 1 ≤ j < k. Then, define the sequence (hj)
k
j=1 as hj = h′ij

and aj = a′ij .
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We next define the second part (aj)
l
j=k of the sequence (aj)

t+1
j=1. To do this, denote the houses

associated with (aj)
l
j=k by (hj)

l
j=k, and note that hk ∈ H ′′ by the above construction. Let now

ak+1 ∈ A be given by µ′ak+1
= µak = hk ∈ H ′′. Continue to define aj, j ≥ k + 1 in a similar

way, i.e., µ′aj+1
= µaj = hj ∈ H ′′. The sequence ends at hl if hl ∈ H ′.

Before continuing to define the sequence (aj)
t+1
j=1, we note that al 6= ai for all i, k ≤ i < l. To

see this, assume that al = ai for some i, k ≤ i < l. Then i = k because of the rule µ′aj+1
= µaj .

Furthermore, xalIalxal−1
since p′hl−1

= phl−1
. But then x′alIalxal . Further, xakIakxak−1

, p′hk−1
<

phk−1
and ak 6= hk−1 so, by monotonicity, (hk−1, p

′)Pakxak . But then x′akPakxak , contradicting
x′alIalxal when al = ak. Hence, this case cannot prevail.

Note next that since the sequence (hj)
l
j=k ends at hl ∈ H ′, by construction, we can expand

the sequence (hj)
l
j=1 to a sequence (hj)

k′
j=1, k′ > l, in the same way as (hj)

k
j=1 was constructed,

where hj ∈ H ′ for l ≤ j < k′ and hk′ ∈ H ′′. Moreover, all hj are different for 1 ≤ j ≤ k and
l ≤ j ≤ k′ by the construction.

Further expansion to (hj)
l′
j=1, is obtained by the rule µ′aj+1

= µaj = hj ∈ H ′′, for k′ ≤ j ≤ l′.

In this way, we further continue the expansion to a sequence (hj)
r
j=1. The expansion of the

sequence is stopped at the first agent ar such that ar = ai for some i < r. Then we have a cycle
(aj)

r
j=i where all agents are different for i ≤ j < r and ar = ai. In addition, xajIajxaj−1

, for
i < j ≤ r, and xa1Ia1xar . Moreover, the sequence satisfies:

1. If hj ∈ H ′ and hj−1 ∈ H ′′ then, by monotonicity, hj = µaj = aj .

2. hj 6= aj−1 for all j, since if hj−1 = aj′ for some j′ then hj′ and hj′′ are connected by
indifference where j′′ satisfies hj′′ ∈ H ′ and hj−1 ∈ H ′′. This is not consistent with the
“not connected by indifference condition.”

Finally, given points 1 and 2 above, and after a renumbering, the cycle (aj)
r
j=i constitutes a strong

trading cycle.

Lemma 2. Let R ∈ R̃ be a profile. A price vector p is minimal in ΠR, if and only if, for each
equilibrium (µ, p) ∈ ER, the MP condition holds.

Proof. We first prove that the MP condition is a necessary condition. For this purpose, let x =

(µ, p) ∈ ER be an equilibrium and suppose that the MP condition is not satisfied at x. Then there
is a nonempty set S ⊂ {h ∈ H : ph > 0} such that there is no h ∈ S and a ∈ A, with h 6= a and
µa 6∈ S, such that xaIa(h, p). This means that all agents a ∈ A, with µa 6∈ S and a 6= h, strictly
prefer xa to (h, p) for all h ∈ S. On the other hand, for a = h the utility of h is independent of
ph. Then there is a price vector p′ ∈ ΠR such that p′ ≤ p, p′ 6= p (Alkan, Demange and Gale,
1991). Hence, p cannot be a minimal price vector in ΠR.

We next prove that the MP condition is a sufficient condition. Suppose that the MP condition
is satisfied at an equilibrium x = (µ, p) ∈ ER but that p ∈ ΠR is not minimal in ΠR. Then there
is an equilibrium x′ = (µ′, p′) ∈ ER such that p′ ≤ p, p′ 6= p. Then, according to Lemma 1, there
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is a strong trading cycle (aj)
t+1
j=1. But then trade cannot be maximal at x. To see this, let a state x′′

be defined as: for all a 6∈ {aj}tj=1 let x′′a = xa, and for a ∈ {aj}tj=1 let x′′aj+1
= x′aj for 1 ≤ j ≤ t.

It then follows directly from Definition 6 that x′′ is a weak equilibrium and that trade is larger
at x′′ than at x. This is a contradiction to x being an equilibrium. Hence, the MP condition is
sufficient for p being a minimal price vector.

Lemma 3. Let R ∈ R̃ and let pm be a minimal vector in ΠR. Then, for all R̂a ∈ R̂aR − R̂con
aR ,

pm is a minimal vector also in ΠR̂, where R̂ = (R̂a, R−a).

Proof. Let xm = (µm, pm) ∈ ER and let R̂a be represented by a utility function ûa. Since
xm ∈ ER, it follows directly from the definition of ûa that xm is a weak equilibrium given R̂
and, hence, x̂ = (µ̂, pm) ∈ ER̂ for some assignment µ̂. If pmh = 0 for all h ∈ H , we are done.
If pmh > 0 for some h ∈ H, let S ⊂ {h ∈ H : pmh > 0} and S 6= ∅. Such a set S exists since
pmh > 0 for some h ∈ H. Then, by the necessary part of Lemma 2, the MP condition holds at x,
i.e., there is a house h ∈ S and an agent a′ ∈ A, a′ 6= h, such that µm

a′ 6∈ S and xa′Ia′(h, pm). If
a′ = a, then also x̂aÎa(h, pm) by the construction of ûa. Hence, the MP condition is satisfied at
x̂ ∈ ER̂. Then, by the sufficiency part of Lemma 2, pm is a minimal vector in ΠR̂.
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