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Abstract

There has been a long debate about the role of industry structure in the literature on why
some regions successfully achieve economic growth, while other regions stagnate or
decline. This paper provides an empirical analysis in which we, based on a cluster analysis,
develop a taxonomy for regional growth. In a second part of the study, we explore how
specialization and entrepreneurship are meaningful to discriminate between the different
types of regions. Our results suggest that regional entrepreneurship and industry diversity
characterized by relatedness are key elements in understanding why some regions are
leading while others lag behind. The suggested taxonomy is argued to contribute with a
nuanced perspective that can enhance discussions about improvements of regional
development policies and to further empirical analysis on the topic.

Keywords: Regional development, Entrepreneurship, Diversity, Taxonomy

Introduction
Already, Adam Smith (1776) made an inquiry into the nature and causes of the wealth

of nations. Substantial, conceptual, and empirical research have thereafter focused on

the matter of why geographic regions differ in their economic development. Economic

historians have documented a strong correlation between regional growth and geo-

graphic agglomeration of economic activities (see for instance Hohenberg & Lees,

1985). In this tradition, a vast number of empirical studies have tried to understand

the role of industrial concentration and specialization, in terms of the so-called

Marshall-Arrow-Romer (MAR) externalities (Marshall, 1890), and economic and social

diversity leading to knowledge spillovers between different sectors, in terms of the so-

called Jacobs externalities (Jacobs, 1969). Later research has integrated arguments to

demonstrate how agglomeration and regional growth reinforce each other (see for in-

stance Feldman & Audretsch, 1999; Acs, 2002), but at the same time concluded that

the importance of aforementioned externalities remains unsolved (Glaeser, 2000). Fol-

lowing the theoretical development in the field of studies about regional growth, we

learn that economic progress rarely is evenly distributed in space and that regional

conditions might differ dramatically (Hirschman, 1958). Still, most attempts to
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empirically investigate these questions presume the potential to use regression models

and to assume linearity.

In this paper, we first set out to develop a taxonomy for regional growth. Following

the EU policy discourse (e.g., European Commission, 2017a) and by applying cluster

analysis, we provide an empirical classification of Swedish functional regions in terms

of leading, stagnating, and lagging regions. Besides being frequently adopted in policy

contexts, the concepts of leading and lagging regions also appear in theoretical eco-

nomic research (Batabyal & Nijkamp, 2014a, 2014b) as well as in empirical studies

(Terluin, 2000; Terluin, 2003). We argue that empirical analysis could gain from using

a regional measure that is categorical instead of continuous since we argue that the

quantitative scale of regional growth reflects meaningful qualitative differences which

have value for theoretical and policy development. We also argue that a categorical

analysis of regional growth can bring new detail and understanding which can be useful

for further development of linear models.

In a second part of the paper, we provide an empirical analysis that explores

how different regional characteristics underpin our proposed taxonomy. We draw

on perspectives from economic geography and regional economics, in particular

work that is rooted in the endogenous growth theory (Romer, 1986, 1990) which

emphasizes knowledge creation and spillovers as a source of growth. This literature

suggests that knowledge externalities (e.g., De Groot, Poot, & Smit, 2016; Frenken,

Van Oort, & Verburg, 2007; Glaeser, Kallal, Scheinkman, & Shleifer, 1992) and re-

gional capacity for entrepreneurship (e.g., Acs, Braunerhjelm, Audretsch, & Carls-

son, 2009; Audretsch & Keilbach, 2004a) may influence the observed regional

growth disparities, through harnessing human capital and new ideas. The relevance

of a region’s industry structure has been examined at length in previous work on

the so-called “MAR vs. Jacobs” controversy (see De Groot et al., 2016). The MAR

abbreviation refers to theories by Marshall (1890), Arrow (1962), and Romer

(1986), which emphasize spatial clustering and within-industry knowledge spillovers

as beneficial for innovation and growth, thus favoring regional specialization. In

contrast, Jane Jacobs (1969) argued that important knowledge spillovers occur be-

tween rather than within industries, and she thus favored a diversity of regional in-

dustries instead of specialized clusters. As these theories have conflicting

implications for regional innovation and growth, an empirical literature has

emerged which considers if diversified or specialized industry structures are more

conducive to knowledge spillovers that enhance innovation and growth. An exten-

sive review by De Groot et al. (2016) shows that the available empirical evidence is

mixed. Entrepreneurship research has contributed with the insight that the entre-

preneur serves as a conduit for the spillover and commercialization of knowledge

(e.g., Acs et al., 2009; Acs, Audretsch, & Lehmann, 2013; Braunerhjelm, Acs,

Audretsch, & Carlsson, 2010). In this paper, we contribute to the literature on re-

gional knowledge externalities and entrepreneurship using an unconventional em-

pirical approach. We employ multiple discriminant function analysis to predict

whether a region is lagging or not, based on regional characteristics such as re-

gional specialization and entrepreneurship. We argue that regional industry struc-

ture and regional entrepreneurship together are important determinants for the

regional growth groups extracted in the first part of the study.
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The paper is structured as follows. The “Study one: A taxonomy for regional growth”

section provides the first study where we develop and empirically assess a taxonomy

for regional growth. We then proceed to our second study in the “Study two: Linking

regional economic specialization and entrepreneurship to the regional growth tax-

onomy” section where we examine how regional industry structure and regional entre-

preneurship together are important determinants for the regional growth clusters

developed. We discuss our results and findings in the “Results” section and conclude

with implications for research and policy.

Study one: A taxonomy for regional growth
Although interest for regional growth dates back, there has been a substantial de-

velopment of theories starting in the 1950s. Some theories were conceptualized

with the aim to investigate the economic determinants of development and the

mechanisms that enable a system to grow and achieve higher rates of output,

greater levels of per capita income, lower unemployment rates, and higher levels of

wealth. These theories made analytical modeling of the growth path possible, as-

suming that it is possible to express and model linear relationships of supply and

demand conditions with economic outputs. A large number of factors have been

revealed to trigger regional growth processes. Capello (2011) mentions for instance:

increased demand for locally produced goods; greater local production capacity; a

more abundant endowment of local resources and production factors; and a larger

amount of savings available for investments in infrastructures and technologies

intended to increase the efficiency of production processes.

While this development has been important for furthering our knowledge about what

enables a system to grow and achieve higher rates of output, there is still a potential

that we overlook the qualitative differences between a region that grows from a region

that declines. As a response, we suggest an alternative to linear models of regional

growth that could further our understanding of what differentiates between groups of

regions and thereby contributes to knowledge and policy design for regional develop-

ment and growth. We propose and perform a cluster analysis of Swedish functional

analysis regions to provide an example of how a typology could be generated.

Research methods and data

Our sample consists of all 60 functional analysis (FA) regions in Sweden. Our main

source of data is a database on Swedish regions (rAps-RIS) which is provided by

the Swedish Agency for Economic and Regional Growth. FA regions are “subre-

gions” that essentially reflect local labor markets. An important aspect of this re-

gional classification is that FA regions are not administrative units; the

classification is instead based on functional aspects and mainly reflects commuting

behavior (Tillväxtanalys, 2015). The classification is used in regional analyses by for

example the Swedish Agency for Growth Policy Analysis (Tillväxtanalys, 2013) and

in the official regional statistics. The current classification was introduced in 2015.

It replaced a version from 2005 in accordance with the strategy to revise the FA

regions every 10 years to maintain their analytical relevance (Tillväxtanalys, 2015).
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Official statistics on FA regions are thus currently supplied in accordance with the

2015 classification. Figure 1 illustrates a map of the current FA regions.

The 2015 revision resulted in a decreased level of geographic disaggregation, from 72

to 60 FA regions in the current version. This may potentially increase intraregional dis-

parities, particularly as some regions comprise several agglomerations that are dispersed

over large areas. While acknowledging this, we choose to rely on the official classifica-

tion as the Swedish Agency for Growth Policy Analysis emphasizes that FA regions are

“…intended to facilitate regional analyses,” by providing an “…appropriate geographic

classification” based on local labor markets (Tillväxtanalys, 2015).

Time period

We consider the time period of 2010 to 2015. The period is restricted to these

years for two reasons. First, our empirical approach requires access to detailed sec-

toral employment data, which is affected by a break in the time series since

Fig. 1 Functional analysis regions in Sweden (FA2015-classification). Source: Swedish Agency for Economic
and Regional Growth
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Statistics Sweden introduced a new industry classification (SNI2007) in 2008. Sec-

ond, since we are interested in studying regional economic growth, we consider

the implications of the financial crisis in 2008/2009. Figure 2 illustrates the devel-

opment of Sweden’s GDP, measured at market prices. As shown, there was a clear

downturn in overall output in 2008/2009. The Swedish Agency for Growth Policy

Analysis (Tillväxtanalys, 2013) finds that the global financial crisis had a notable ef-

fect on Swedish regional economies, which is reflected in the fact that only one FA

region achieved positive employment growth between 2008 and 2009. The negative

impacts were particularly pronounced in regions with large shares of manufacturing

industry. However, according to the same source (ibid), there has been a rapid re-

covery in the majority of Sweden’s FA regions, which appears to be reflected in

the GDP development displayed in Fig. 2. In their analysis from 2013, the Swedish

Agency for Growth Policy Analysis found that every FA region had achieved

growth in the rate of employment since 2009.

Against this background, we argue that it is appropriate to restrict the time

period under study so that the very turbulent years of the financial crisis (2008

and 2009) are excluded. We thus opt to use 2010 as our base year, and we con-

sider regional growth trajectories until 2015. Admittedly, this leaves us with a short

time period which is still characterized by macroeconomic turbulence following the

crisis, as well as potentially exacerbated and accelerated rates of structural change

(Tillväxtanalys, 2013). In this regard, regional economic growth trajectories imme-

diately following the crisis may reflect resilience.

Clustering procedure

In this paper, one of our objectives is to explore a lagging-leading region dichotomy.

The European Commission (2017a) defines two specific types of lagging regions: low-

growth regions and low-income regions. Both types are classified based on regional

GDP per capita at PPS (purchasing power standards) relative to the EU average. Since

Fig. 2 Sweden’s GDP at market prices (MSEK (MSEK = Million Swedish crowns (currency))). Source: Statistics Sweden
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our focus in this paper is on the relationship between Swedish FA-region growth trajec-

tories and regional characteristics such as industry structure, we adopt a growth-based

measure1, which is computed to reflect the relative differences between Swedish re-

gions. Thus, our classification does not indicate whether an FA region would be classi-

fied as lagging or not in an EU context. We compute two common indicators of

regional performance and use them as clustering variables: (1) the growth of gross re-

gion product (GRP, i.e., regional GDP) per capita between 2010 and 2015 and (2) the

population growth in percent, again reflecting the change between 2010 and 2015. In a

sense, this indicator controls for per capita changes in regional GDP that are due to

demographic development rather than change in aggregate economic output. Regional

population growth is also intended to capture qualitative differences between regions,

such as the different amenities that make certain regions attractive places to live in.

Table 1 summarizes the clustering variables.

The clustering procedure is performed in two steps using SPSS. We follow the com-

mon advice to use hierarchical and non-hierarchical procedures in tandem (e.g., Hair

Jr., Black, Babin, & Anderson, 2014; Ketchen Jr. & Shook, 1996). First, we employ hier-

archical clustering with Ward’s method to explore an appropriate number of clusters.

We use the squared Euclidean distance as a measure of similarity. We then examine a

cluster solution using non-hierarchical (k means) clustering and perform one-way

ANOVA tests for significant differences between clusters for each variable.

Analysis

We begin by performing a cluster analysis to explore if groups of FA regions can be

identified and understood in a meaningful way based on their different growth trajec-

tories between 2010 and 2015. Our results suggest that three groups can be distin-

guished in the data (agglomeration coefficients are provided in Appendix). We then

proceed to non-hierarchical clustering (k means) where we impose a three-cluster solu-

tion. A stable solution (i.e., further iterations do not change cluster centroids) is

achieved in five iterations. The three clusters consist of n1 = 31, n2 = 14, and n3 = 15

FA regions. Table 2 reports the cluster means and the results from an ANOVA which

indicates significant differences of means across the clusters. Post hoc tests (provided

in Appendix) show that means are significantly different from each other across all

clusters and variables.

Figure 3 illustrates the distribution of cluster means in the solution. GRPGr repre-

sents the growth of regional GDP (gross region product) at market prices between

2010 and 2015 and PopGr represents population growth in the same period. As a

Table 1 Variables included in the cluster analysis, n = 60

Variables Measured as Meana Std. dev. Min Max

•GRP per capita growth (nominal) 2010-2015 %* 0.115 0.169 −0.411 0.438

•Population growth 2010-2015 %* 0.008 0.033 −0.084 0.081

*Note that percentages are reported in decimal form here, i.e., 1 = 100%
aMean change across all regions during 2010-2015.

1We note that the literature contains example of alternative measures for classification. Terluin (2000) and
Terluin (2003) use a classification of leading and lagging EU regions based on their non-agricultural employ-
ment growth.
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reference, the growth of Sweden’s GDP calculated from the producer side was approxi-

mately 19%.

The clustered groups of FA regions can be described as follows:

1. A group of slow-growing, stagnant FA regions (n = 31), where production values

as measured by gross region product increased, but at a slower pace than GDP.

Their population development has been almost stationary during 2010-2015.

2. A group of declining, or lagging FA regions (n = 14), whose economies have

contracted during the period, in addition to exhibiting a negative population

development.

3. A group of fast-growing, leading regions (n = 15) who are outperforming national

GDP-growth. These FA regions have also enjoyed population growth during the

period.

Figure 4 illustrates the distribution of mean group values for GRP- and population

growth between 2010 and 2015. The bubbles are scaled to reflect the sum of gross re-

gion product in 2015 within each group. As the figure shows, the leading regions gener-

ated approximately 75% of Sweden’s GDP in 2015. The regions classified as stagnant

generated about 22%, while the lagging regions generated a mere 3%.

Figure 5 provides a map where the regional growth trajectories of Swedish FA regions

between 2010 and 2015 are plotted. We emphasize that the labels of stagnant, lagging,

and leading regions should not be interpreted as qualitative assessments. This termin-

ology simply reflects quantitative outcomes in nominal gross region product and popu-

lation growth during the observed period.

The second stage of the analysis aims to explore why we observe these disparities

in regional growth. We can however note generally that the majority of the regions

that are classified here as “lagging” are located in what is sometimes referred to as

the northern periphery2. These regions tend to be small in terms of population size

with limited economic diversity, often relatively specialized on primary production

such as mining, forestry, agriculture, and energy production. Their gross region

product is therefore often sensitive to price fluctuations such as the downturn in

metal prices between 2011 and 2016 (see for example commodity price data re-

ported by the IMF, 2020) and their labor markets are limited. According to the re-

sults of our cluster analysis, Lycksele in northern Sweden is a typical representative

of such a region. In contrast, the “leading” regions include Sweden’s three large

Table 2 Results of k-means cluster analysis

Variable Mean values by cluster number

1 2 3 F p

GRPGr 0.148 -0.142 0.28 140.155 0.000

PopGr 0.006 -0.020 0.038 17.410 0.000

Cluster sample size 31 14 15

2The EU has used this terminology, for example in their “Northern Periphery and Arctic Programme 2014-
2020.”
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metropolitan regions Stockholm, Gothenburg and Malmö, and the regions adjacent

to them. These three metropolitan regions are characterized by economic diversity

including large knowledge-intensive sectors. About 49 percent of Sweden’s popula-

tion resided in these metropolitan regions in 2010. We also note that Umeå is the

only northern region which is classified as “leading” according to the cluster ana-

lysis. Umeå is a comparatively large urbanization with a sizeable knowledge-

intensive sector, not least due to its university and hospital which are both large

relative to other northern regions in Sweden. Unlike most northern regions, Umeå

achieved a population growth of several percent during the observed period 2010-

2015. Lastly, the regions classified as “stagnant” are more difficult to characterize

in terms of key differences. They tend to be mid-sized and have relatively diversi-

fied economies, but are typically not located adjacent to a metropolitan region.

Fig. 3 Cluster means

Fig. 4 FA-region groups (mean values) by growth trajectory (2010-2015), bubbles scaled to reflect total sum
of GRP in 2015
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Fig. 5 Spatial distribution of lagging, stagnant, and leading regions in Sweden according to cluster
analysis (2010-2015)
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Karlstad is a typical representative of such a region, according to our cluster

analysis.

To proceed to the second stage of our analysis, we require that (1) our cluster ana-

lysis identifies groups that are significantly different from each other, and that (2)

groups (clusters) can be understood in a meaningful way. Since these criteria are ful-

filled, we can now examine the differences between groups further to explore the role

of various regional characteristics in understanding differences in regional development

outcomes. In the second part of the study we examine to what extent regional

specialization and entrepreneurship are important to discriminate leading, stagnating,

and lagging regions from each other.

Study two: Linking regional economic specialization and entrepreneurship to
the regional growth taxonomy
Regional growth theory offers different perspectives on specialization as either ad-

vantageous or potentially detrimental to regional growth. Broadly, these theories

consider the presence and importance of different types of agglomeration econ-

omies (McCann, 2009). In this section, we do not intend to provide a comprehen-

sive review but we briefly discuss some of these perspectives. Our empirical

analysis draws mainly on arguments that are emphasized in the literature on en-

dogenous growth determinants—the implications of industry specialization vs. di-

versity for knowledge externalities, and the role of entrepreneurship for regional

growth (Capello, 2009). Accordingly, this section first considers agglomeration

economies that are associated with industry composition, followed by a brief dis-

cussion of the role of entrepreneurship for regional growth.

Specialization, diversity, and regional growth

The notion that specialization is important for regional growth is not new3. Argu-

ments for such a relationship traces back to Adam Smith (1776) and to David Ri-

cardo (1817) who contributed with the theory of comparative advantage. Krugman

(2009) succinctly defines comparative advantage as meaning that “countries trade

to take advantage of their differences.” The notion of comparative advantage has

important implications for regional analyses. Drawing on comparative advantage,

the work of Heckscher (1919) and Ohlin (1924) became the foundation of the

Heckscher-Ohlin model (see for ex. Jones, 1956), which predicts that regions will

specialize in producing and exporting products that are intensive in their relatively

abundant factors of production (e.g., Kim, 1995). The local availability of inputs is

however only one of several factors that may influence the location decision of

firms. It is not our ambition to provide a comprehensive review of location theory,

nor to review the literature on regional growth in this paper. Instead, we draw on

for example Frenken et al. (2007) who note that the economics of agglomeration

2The EU has used this terminology, for example in their “Northern Periphery and Arctic Programme 2014-
2020.”
3Ideas about the relationship between specialization and economic development can (at least) be traced back
as far as Plato’s Republic, where he emphasizes that people’s skills are heterogeneous and therefore, division
of labor within a state leads to greater efficiency (e.g., Sandelin, Trautwein, & Wundrak, 2001).
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posits that economic activity tends to cluster because firms experience benefits

from locating near other firms. Frenken et al. (2007) outline four sources of such

benefits, or agglomeration economies, which we discuss briefly here.

First, the field of New Economic Geography (NEG), which in particular builds on the

work of Krugman (1991), emphasizes increasing returns to scale as a benefit of agglom-

eration. According to NEG, the presence of large economies of scale, low transport

costs, and enough mobile production can lead to a self-sustaining spatial concentration

of production (i.e., specialization), and its location can be a result of initial conditions

or mere historical “accident” (Krugman, 2009).

The second source of agglomeration economies discussed by Frenken et al. (2007) is

localization economies. These reflect Marshallian externalities that emanate from sec-

toral specialization, which enables labor market pooling, creation of specialized sup-

pliers, and fosters knowledge spillovers4. Localization economies are thus available to

all same-industry firms in the area. Stigler (1951) emphasized the relationship between

size and degree of specialization: the creation of specialized suppliers requires that the

industry or market is sufficiently large.

The third type of agglomeration benefit that Frenken et al. (2007) identify consists of

external economies that arise from urban size and density. These urbanization econ-

omies are available to all local firms. This concept reflects advantages such as a dense

presence of diverse economic, social, political, and cultural organizations and actors,

typically associated with large urbanizations (cities). Florida, Adler, and Mellander

(2017) argue that cities have distinct advantages as they provide “the enabling infra-

structure where connections take place, networks are built and innovative combinations

are consummated.”

This line of reasoning is connected to the fourth source of agglomeration economies

outlined by Frenken et al. (2007)—Jacobs externalities. This concept draws on the work

of Jane Jacobs (1969), who emphasized variety and diversity of industries as conducive

to innovation and growth due to knowledge spillovers between firms in different indus-

tries. Frenken et al. (2007) argue that knowledge spillovers between industries should

facilitate radical innovation and product innovation in particular, as knowledge and

technologies are recombined in new ways.

Whether regions benefit more from specialization or diversification remains a con-

tested issue which is summarized in the “MAR vs. Jacobs” controversy described by for

example Content and Frenken (2016). The empirical evidence on these theories is

mixed (e.g., De Groot et al., 2016). Frenken et al. (2007) made an important contribu-

tion to this literature with the notion of related variety, which implies that when a di-

versified economy is characterized by industries that are related in a technological or

market sense, it is especially supportive of innovation and regional economic growth, as

it fosters Jacobs-type knowledge externalities. This notion has gained increasing empir-

ical support (e.g., Boschma & Iammarino, 2009; Da Silva, Goncalves, & De Araújo,

2019; Miguelez & Moreno, 2018; Östbring & Lindgren, 2013; Tavassoli & Carbonara,

2014; van Oort, de Geus, & Dogaru, 2015).

4Generally, externalities that arise from knowledge spillovers within a specialization are referred to in the
literature as Marshall-Arrow-Romer (MAR) externalities (e.g., Glaeser et al., 1992; McCann, 2009).
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In summary, this limited account of some basic perspectives found in regional growth

theory indicates that the field offers a diverse set of explanations for the sources of ad-

vantages which lead some regions to prosper while others lag behind. These advantages

may include the presence of comparative advantages, economies of scale, and know-

ledge spillovers between or within industries, facilitated by urban size and density. In

this paper, we are particularly interested in the role of industry composition and hence,

our empirical analysis will focus mainly on two types of external economies:

localization economies and Jacobs externalities. In that sense, we contribute to the lit-

erature on “MAR vs. Jacobs.”

Entrepreneurship and regional growth

Solow (1956) argued that economic growth is determined by the stocks of capital

and labor. Later, researchers have emphasized that investments in knowledge is an

important source of growth since it also spills over for use of third parties (Romer,

1986). Audretsch and Keilbach (2004a) in turn argued that such spillovers require

economic agents which create and make use of diversity of knowledge. As such,

entrepreneurship has been deduced as an important mechanism facilitating the

spillover of knowledge through creating diversity of knowledge (Audretsch & Keil-

bach, 2004b).

There are several empirical studies examining the relationship between regional levels

of entrepreneurship and economic growth. Holtz-Eakin and Kao (2003) performed an

empirical test of variations in the birth rate and the death rate for firms across different

states in the USA and they found this measure of entrepreneurship to have a positive

impact on productivity growth. Audretsch and Fritsch (2002) found similar results

where entrepreneurship had a positive impact on regional growth in Germany. Also,

Foelster (2000) has found that regional levels of self-employment influence regional

growth in Sweden. Callejon and Segarra (1999) performed a study in Spain where they

found that new-firm startup rates and exit rates both contribute positively to the

growth of total factor productivity in regions. As such, there is ample support suggest-

ing regional entrepreneurship to be positively related to regional growth.

Methods

Since cluster membership is a categorical variable, we employ multiple discriminant

analysis to examine how a set of independent continuous variables on regional

characteristics such as entrepreneurship and specialization perform in predicting

group membership. We aim to examine if the level of specialization and other

characteristics in one period seems to influence future growth performance, and

therefore we mainly use independent variables covering the year 2010, while the

dependent variable (group membership) is constructed based on growth between

2010 and 2015. This approach differs from the extant literature (e.g., Frenken

et al., 2007) which typically employs multiple regression analysis and treats eco-

nomic outcomes in a direct fashion as continuous measures of dependent variables,

for example, growth in regional employment or GDP. Our approach enables us to

conceptualize economic outcomes as regional growth trajectories that combine eco-

nomic and demographic development in categorical region types (i.e., lagging,
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leading, etc.) which may provide multidimensional and nuanced perspectives to the

literature. We do not claim that this approach is necessarily better than typical

multiple regression analyses, but rather it is complementary. The results shed light

on the role of entrepreneurship, industry structure, and other aspects of regional

economies.

Operationalizing specialization

In a study on regional industrial specialization and risk sharing in the EU15, Basile and

Girardi (2010) argue that there exists no optimal measure of specialization. In addition,

they find that the conventional indices are strongly correlated. They instead assert that

a more critical issue is the choice of variable. In their view, specialization can be ob-

served from the input side through employment or from the output perspective by

using measures such as value added or exports. Basile and Girardi (2010) favor employ-

ment data, as it is less sensitive to valuation problems compared to production data. A

third option is proposed by for example Nakamura (2009), who suggest that the num-

ber of firms or plants may provide a different perspective than the more conventional

expression in terms of employment.

A common approach is to operationalize regional economic specialization through

some relative measure of employment specialization. We follow this conventional ap-

proach and operationalize three different conceptualizations of specialization or diver-

sity through the use of employment data. We choose the Herfindahl-Hirschman index

(HHI) as a measure of the overall level of regional specialization, i.e., measuring the

variety of industries in a region. The HHI is computed as follows. Let Si denote the

number of industries in region i, esi is employment in region i in industry s, ei is total

employment in region i. The HHI for each region is then computed as follow:

HHIi ¼
XSi

s¼1

esi
ei

� �2

A value near zero indicates a highly diversified regional economy and a value of 1 means

that the region is completely specialized in a single sector. Following Kemeny and Storper

(2015), we use disaggregated data and compute regional Herfindahl indices using five-digit

SNI5 2007 employment data. These data are fully compatible at the four-digit level with the

NACE6 Rev.2 classification used by Eurostat. We use the same data to compute an indicator

of related variety (RV), following the formula proposed by Frenken et al. (2007). It is computed

as follows: employment in a five-digit industry i belongs to an aggregate sector Sg (g= 1,…,G),

which is at the 2-digit level in this study. Pg is the 2-digit sector’s share of total employment in

the region, and Pi is the 5-digit industry’s employment share. We then calculate related variety

(RV) as follow:

5SNI is an abbreviation for “Standard för svensk näringsgrensindelning,” which translates to the Swedish
Standard Industrial Classification, used in the official statistics. See SCB (2007).
6NACE Rev.2 is revision two of the classification of economic activities used by Eurostat, the statistical office
of the EU. NACE is an abbreviation for “Nomenclature générale des Activités économiques dans les
Communautés Européennes” (in English: Statistical classification of economic activities in the European
Communities). See Eurostat (2008).
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RV ¼
XG

g¼1

PgHg

where:

Hg ¼
X

i∈Sg

Pi
Pg

log2
1

Pi=Pg

� �

High values of RV relative to other regions suggest that the industry structure is rela-

tively more characterized by industries that are related in a technological sense. We se-

lect a five-digit SNI level since high levels of aggregation may lump industries together

as comparable specializations, when in reality they are “apples and oranges” (Kemeny &

Storper, 2015).

Operationalizing entrepreneurship

There is compelling empirical evidence on the link between entrepreneurship and re-

gional growth and development (Audretsch & Keilbach, 2004a; Fritsch & Wyrwhich,

2017). Entrepreneurship is a multidimensional concept that is challenging to measure

empirically (Fischer & Nijkamp, 2009). We use the concept of entrepreneurship capital

(Audretsch & Keilbach, 2004a), which is measured by the number of startups in a re-

gion relative to its population. High values of entrepreneurship capital relative to other

regions indicate “a regional milieu of agents that is conducive to the creation of new

firms” (ibid). We obtain data on new business formation from a database maintained

by the Swedish government agency Growth Analysis (Tillväxtanalys). Fritsch (2015)

emphasizes that the impacts of new businesses may take considerable time to manifest,

even up to ten years. To account for this, we calculate an average rate of new business

formation per 1000 inhabitants in ages 16-64 for the years 2008-2010. This treatment

of entrepreneurship capital is similar to the approach used by Audretsch and Keilbach

(2004a), who compute their measure based on the number of startups between 1989

and 1992, where 1992 is the base year of their analysis.

Additional independent variables

We include the initial level of economic output in 2010, which we measure as GRP

(i.e., regional GDP) per capita. This variable is intended to account for the possibility

that regions that were highly productive in 2010 may enjoy competitive advantages,

while regions that are lagging behind may struggle to overcome disadvantages that are

unobserved in this analysis.

Furthermore, there exists compelling support for the notion that human capital is as-

sociated with economic development (e.g., Barro, 2001; Lucas, 1988). We therefore in-

clude the share of each FA-region’s population in the ages 20 to 64 years with tertiary

(post-secondary) education of at least 3 years (i.e., equivalent of bachelor’s degree),

again for the year 2010. The use of educational attainment as a measure of human cap-

ital endowment is not without critique (Florida, Mellander, & Stolarick, 2008), yet it re-

mains a common measure of this concept in the empirical literature (e.g., Lee, Florida,

& Gates, 2010; Tavassoli & Carbonara, 2014).
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There are certainly other regional characteristics that would be relevant to include in

the analysis. One example is to include a variable which captures urbanization econ-

omies (i.e., region size and/or density). However, our relatively small sample size poses

a limitation since we apply discriminant analysis. Hair Jr. et al. (2014) suggest a ratio of

20 observations for each independent variable, with a minimum recommended size of

five observations per independent variable. For this reason, we restrict the number of

variables in this exploratory analysis.

Summary statistics of independent variables

Table 3 lists our independent variables. Our data contained extreme outliers for GRP per

capita (n = 3 regions dominated by capital-intensive extractive industries). Discriminant ana-

lysis is sensitive to outliers Hair Jr. et al., 2014, and for this reason, we eliminate the extreme

outliers. After this, several variables still display non-normal distributions, which we address

by transforming GRP10 and HHI10 to their natural logarithms.

Discriminant function

We estimate the following discriminant function:

Zjr ¼ W 0 þW 1lnGRPr þW 2Humcapr þW 3Entcapr þW 4lnHHIr þW 5RV r

Where Z is the discriminant score of function j for region r, W denotes the dis-

criminant weights for each independent variable, lnGRP is the natural logarithm of

GRP per capita in 2010, Humcap is the share of population age 20-64 years with at

least 3 years tertiary education in 2010, Entcap is entrepreneurship capital (average

for 2008-2010), lnHHI is the natural logarithm of the Herfindah-Hirschman index

of overall specialization (diversity), RV is the index of industry relatedness, and W0

is the constant.

We use the simultaneous estimation procedure, which means that the discriminant function

is estimated based on the entire set of independent variables in a confirmatory approach to as-

sess the overall performance. Technically, discriminant analysis estimates several functions if

the number of groups is more than two, as in our case. The number of estimated functions is

equal to the number of groups, less one. Each function will then represent a different dimen-

sion of discrimination (Hair Jr. et al., 2014). We employ the leave-one-out classification, which

reduces optimistic bias due to small sample sizes (Cox &Wang, 2014).

Table 3 Independent variables

Variable Definition N Mean Std.
dev.

Min Max

lnGRP Log of GRP per capita in 2010 (‘000 SEK) 57 5.713 0.173 5.29 6.17

Humcap Human capital, measured as the share of population in ages 20-
64 years with > 3 years tertiary education in 2010 (%*)

60 0.149 0.042 0.089 0.281

Entcap Entrepreneurship capital, measured as new business formation per
1000 inhabitants in ages 16-64 (annual average 2008-2010)

60 8.606 1.570 5.81 13.88

lnHHI Overall specialization/diversity, measured by the Herfindahl-
Hirschman index (HHI) of overall employment concentration for
2010 (log)

60 −3.948 0.400 −4.67 −2.91

Relvar Related variety: weighted sum of 5-digit entropy within 2-digit
sectors (calculated with employment data for 2010)

60 1.777 0.444 0.687 2.491

*Note that percentages are reported in decimal form here, i.e., 1 = 100%
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Results
The cluster analysis identified three groups of FA regions which are significantly differ-

ent in terms of economic and demographic growth between 2010 and 2015. This sec-

tion reports the results of a multiple discriminant analysis where we examine the role

of overall economic specialization (and its flip-side, diversity), industry relatedness,

entrepreneurship capital, human capital, and past regional economic performance, in

predicting these outcomes.

Table 4 reports descriptive statistics of the group means for each variable, and the re-

sults of an ANOVA which tests for equality of group means. We find that there are sta-

tistically significant differences between group means for all independent variables

except entrepreneurship capital.

The key assumptions of discriminant analysis are multivariate normality of independent var-

iables and equal covariance matrices across groups (Hair Jr. et al., 2014). We addressed depar-

tures from normality with appropriate transformations described in the “Study two: Linking

regional economic specialization and entrepreneurship to the regional growth taxonomy” sec-

tion. Equality of covariance matrices is assessed with the Box’s M test. Tabachnick and Fidell

(2013) suggest using p < 0,001 as a criterion. In our case, the test yields a p value of 0.004,

which means that it passes. Furthermore, the pooled within-groups matrices (Table 5) show

relatively low correlations, except for our relatedness variable (Relvar) which correlates

strongly with lnHHI, which is the diversity indicator. This suggests that multicollinearity may

be problematic.

Table 6 reports results for the two discriminant functions. The overall significance of

each function is evaluated with Wilks’ lambda, which is significant for functions 1

through 2 (p = 0.000) and significant at the 10% level for function 2 (p = 0.095). The

squared canonical correlations show that function 1 explains 51.8% of variance in group

membership and function 2 explains 14.1% of variance.

We follow the approach recommended by Hair et al. (ibid) and focus on interpreting the

discriminant loadings, which measure the correlation between each independent variable and

Table 4 Comparison of group means

Variables Stagnant regions Lagging regions Leading regions ANOVA

Mean Std. dev. Mean Std. dev. Mean Std. dev. F P

lnGRP 5.674 0.145 5.824 0.225 5.715 0.157 3.316 0.044*

Humcap 0.144 0.031 0.121 0.029 0.182 0.057 8.744 0.001*

Entcap 8.300 1.208 8.877 1.994 8.968 1.816 1.180 0.315

lnHHI −4.023 0.309 −3.552 0.309 −4.185 0.390 12.275 0.000*

Relvar 1.847 0.352 1.285 0.352 2.092 0.329 17.800 0.000*

*Statistically significant difference between group means (p < 0.05)

Table 5 Intercorrelation among independent variables (pooled within-groups matrices)

lnGRP Humcap Entcap lnHHI Relvar

lnGRP 1.000 0.457 0.268 −0.374 0.366

Humcap 0.457 1.000 0.203 −0.587 0.669

Entcap 0.268 0.203 1.000 −0.202 0.138

lnHHI −0.374 −0.587 −0.202 1.000 −0.928

Relvar 0.366 0.669 0.138 −0.928 1.000
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the discriminant function. According to the recommended approach, we interpret loadings of

0.40 or greater as substantive contributions to the respective function.

We find that the majority of our independent variables load stronger than 0.40 on

function 1, with the most important being industry relatedness (Relvar) in combination

with overall industry diversity (lnHHI). In function 2, human capital (Humcap), entre-

preneurship capital (Entcap), and productivity (lnGRP) display substantive loadings.

The only notable cross loading is observed for human capital endowment.

Previous literature on discriminant analysis suggests that a label should be assigned

to each function to enhance its interpretation (e.g., Perreault Jr., Behrman, & Arm-

strong, 1979). We posit that function 1 represents a structural dimension. A region

with high levels of industry relatedness and overall diversity will score high on this

function. We argue that function 2 represents an entrepreneurial dimension. Regions

with high levels of entrepreneurship capital, productivity, and human capital will score

high on this function. This is consistent with Audretsch and Keilbach (2004a) who

found that increases in entrepreneurship capital and knowledge capital were positively

associated with increases in regional labor productivity in Germany. The loadings of

Table 6 Standardized discriminant loadings and discriminant function statistics

Variable Discriminant loadings Discriminant function statistics

Function Function

1 2 1 2

lnHHI −0.649* −0.044

lnGRP −0.278 0.489*

Humcap 0.466 0.739*

Entcap −0.035 0.508*

Relvar 0.778* 0.190

Wilks lambda 0.4013 (p = 0.000) 0.859 (p = 0.095)

Canonical correlation (sq.) 0.518 0.141

*Largest absolute correlation between each variable and any discriminant function

Fig. 6 Plot of group centroids
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Humcap suggests that human capital is an important aspect in both the structural and

entrepreneurial dimensions.

Figure 6 visualizes our results in a plot of group mean scores (centroids) on function

1 (structural dimension) on the X-axis and function 2 (entrepreneurial dimension) on

the Y-axis.

Evaluated by the group centroids, leading regions seem to have advantages in terms

of entrepreneurship, human capital, industry relatedness, and diversification. Stockholm

is a prominent example of such a region, as it had the highest observed entrepreneur-

ship capital among all regions, combined with the second-highest human capital en-

dowment (only bested by Umeå on this measure) and a diversified industry structure

characterized by relatedness. Stagnant regions mainly seem to lack entrepreneurship

capital and human capital, compared to the leading regions. Examples of such regions

include Karskoga, Värnamo, and Oskarshamn, to name a few. They are among the sev-

eral stagnant regions that have below-average entrepreneurship capital as well as hu-

man capital and these aspects seem to be a meaningful difference when comparing

them to leading regions. The results for lagging regions show that they are clearly the

most specialized, and interestingly, they seem to be more entrepreneurial than the stag-

nant regions. In fact, 7 out of 14 regions classified as “lagging” had above national aver-

age entrepreneurship capital during the observed period. Examples of regions classified

as “lagging” with above-average entrepreneurship capital include Åsele, Jokkmokk, and

Storuman. A common characteristic is that these regions are located in the northern

periphery and are relatively specialized on primary production (i.e., agriculture, raw ma-

terials, energy supply). This may suggest that new businesses created during 2008 to

2010 in the declining regions have not exhibited the same growth performance as new

businesses in leading regions, possibly due to regional specialization in contracting sec-

tors. This growth trajectory is in line with the concept of path dependence, which rec-

ognizes that some regions become locked in to development paths that eventually lose

dynamism (Martin & Sunley, 2006). In addition, highly specialized regions become vul-

nerable to fluctuations in business cycles. This may explain why some regions in our

sample have experienced economic decline during the period we examine.

Finally, the classification results are provided in Table 7. Overall, 70.2% of the original

group cases were correctly classified. The cross-validated results show that the hit ratio

falls to 66.7%. Hair Jr. et al. (2014) suggest comparing the hit ratio with both the max-

imum and proportional ratio of cases that could be correctly classified by chance,

Table 7 Classification results (percent)

Predicted group membership

Original Stagnant regions Lagging regions Leading regions

Stagnant regions 90.3% 6.5% 3.2%

Lagging regions 27.3% 63.6 % 9.1%

Leading regions 60.0% 6.7% 33.3%

Cross-validated*

Stagnant regions 83.9% 9.7% 6.5%

Lagging regions 27.3% 63.6% 9.1%

Leading regions 60.0% 6.7% 33.3%

*Leave-one-out classification
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multiplied by a threshold value of 25 percent (i.e., the classification should be 25 per-

cent better than pure chance). In our case7, the maximum chance criterion is 68% and

the proportional chance criterion is 50.3%. Thus, the overall hit rate passes both cri-

teria, while the cross-validated results pass according to the proportional chance

criterion.

Our results suggest that the discriminant function performs well in predicting stag-

nant regions based on their overall level of diversity, relatedness, and additional re-

gional characteristics. Lack of entrepreneurship and human capital seems to be

important dimensions in understanding the growth trajectories of these regions. The

discriminant function performs reasonably well in predicting lagging regions, but poor

in predicting leading regions. Many leading regions were incorrectly classified as stag-

nant, which suggests that there is some form of overlap between them that is not cap-

tured in this analysis. This may be due to the lack of a variable that controls for

urbanization economies, and (or) lack of a more elaborate conceptualization of

localization economies which distinguishes between different types of specialization.

A “polar extremes” approach

We are particularly interested in examining differences between leading and lagging re-

gions. Therefore, we employ a “polar extremes” approach as suggested by Hair Jr. et al.

(2014) and only compare these two groups of regions. As we are now dealing with two

groups, only one discriminant function is estimated. The results are evaluated using the

same criteria as above. The function is statistically significant (p = 0.000) and according to

the discriminant loadings, relatedness and diversity in particular and to a lesser extent hu-

man capital are important dimensions in discriminating between the lagging and leading

regions. Entrepreneurship capital does not seem to be a defining difference between these

regions. Group centroids show that lagging regions score low on the function (−1.766),

which suggests that they are relatively specialized, with low levels of relatedness and hu-

man capital. Although our analysis does not control for urbanization economies, the char-

acteristics of lagging regions are consistent with smaller regions in terms of population

size. Leading regions score high (1.295) which implies the opposite—they enjoy high levels

of relatedness, diversity, and human capital. Table 8 reports the classification results.

Clearly, the discriminant function is able to draw lagging and leading regions apart based

Table 8 Polar extremes approach: classification results

Predicted group membership

Original Lagging regions Leading regions

Lagging regions 90.9% 9.1%

Leading regions 6.7% 93.3%

Cross-validated*

Lagging regions 90.9% 9.1%

Leading regions 20.0% 80.0%

*Leave-one-out classification

7The maximum chance criterion is the hit ratio given by assigning all observations to the group with the
highest probability. In our sample (n = 57, with n = 31 or 54.4% stagnant regions), this becomes: 54.4% ×
1,25 = 68% The proportional chance criterion is given by squaring the proportions of each group, adding
them, and multiplying by 1.25, which in our case = 50.3%
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on their levels of diversity, relatedness, human capital, and other regional characteristics.

The overall hit ratio is 92.3%.

Discussion
The present paper set out to develop and empirically test a taxonomy for regional

growth and to explore how specialization and entrepreneurship are meaningful in un-

derstanding why some regions are leading while others lag behind. Our aim in doing

this is to contribute to the still ongoing debate concerning the merits of specialization

and entrepreneurship in regional development. Our empirical analysis draws mainly on

theories on agglomeration economies and on previous empirical work that emphasizes

the creation and spillover of knowledge as a source of regional growth.

Overall, our study suggests that empirical and theoretical contradictions from studies

published in the field might be due to a lack of a more fine-grained conceptual devel-

opment. We offer a categorization of regions into three different types depending on

their growth trajectories. The majority of the Swedish functional analysis regions we

study appear to be stagnant, and two roughly equal-size groups are polar opposites.

These comprise leading regions, who enjoy demographic growth and whose economies

have outpaced GDP-development, and lagging regions, where population levels are de-

creasing and regional economies appear to be contracting.

Our analysis suggests that the overall diversity of industries in combination with high levels

of technological relatedness and regional entrepreneurship capital have important roles in

explaining different regional development outcomes in Sweden during the period 2010 to

2015. Leading regions tend to be associated with a diversified industry structure characterized

by industry relatedness and with a regional milieu that fosters entrepreneurship and benefits

from human capital endowment. This is in line with the view of, e.g., Jacobs (1969) and Flor-

ida et al. (2017) who emphasize that diversity, which is typically associated with larger agglom-

erations, generates important knowledge spillovers and other benefits. These results are also

in line with the growing empirical evidence on the positive relationship between industry re-

latedness and economic development (e.g., Content & Frenken, 2016). According to our ana-

lysis, the most prominent examples of such regions in Sweden are the three metropolitan

regions: Stockholm, Gothenburg, and Malmö. Other regions that are classified as “leading”

that seem to benefit from economic diversity, high degree of relatedness and entrepreneurship

include Västlandet, Västerås, Linköping, and Växjö. We note that Umeå stands out as the only

northern periphery region to be classified as “leading” in our analysis due to its growth in both

economic and demographic terms. There may of course be several reasons for such a develop-

ment. A standout characteristic of Umeå is that it had the highest human capital endowment

of all Swedish functional analysis regions in 2010, which is likely due to its large university,

hospital, and other knowledge-intensive economic activities. In contrast to leading regions, the

lagging regions in our taxonomy tend to have more specialized industry structures. They are

on average characterized as relatively entrepreneurial, although they often have comparatively

low levels of human capital. An important reason for their decline during the period we ob-

serve (2010 to 2015) appears to be their degree of specialization. We do not find room to

examine this explicitly in this article, but our data clearly point to specializations on the pri-

mary sector, meaning activities such as agriculture, extraction of raw materials, and energy

production. Examples of such regions include Åsele, Jokkmokk, and Storuman. It seems that

entrepreneurial efforts in these regions have not been successful enough to substantially
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impact their growth trajectories and regional specializations on contracting sectors may be an

underlying reason which we only address qualitatively in this study. Furthermore, the lagging

regions tend to be small and located in the northern periphery-area, which is generally associ-

ated with low economic diversity and limited labor markets.

Lastly, stagnant regions mainly seem to lack entrepreneurship and their economies have

lower levels of diversity and relatedness, compared to regions that are growing rapidly. Prox-

imity to metropolitan regions also seem to matter, as typical stagnant regions such as Karlstad,

Karlskoga, and Sundsvall are not located adjacent to metropolitan regions. In contrast, leading

regions are to some extent clustered around metropolitan areas.

Overall, our study elaborates upon conceptual classifications of regions into three re-

gional categories of stagnant, lagging, and leading regions. We operationalize the sug-

gested regional categories so that the roles of diversification, relatedness, and

entrepreneurship on a regional level can be examined in a meaningful way. Further,

our study elaborates on the role of the aforementioned concepts on regional develop-

ment outcomes. The results of our study demonstrate that high levels of economic di-

versity in combination with industry relatedness and entrepreneurship are key elements

in understanding why some regions prosper. These results emphasize the importance

of knowledge spillovers between industries, as well as the entrepreneurial capacity to

transform knowledge spillovers into actual economic growth.

A limitation of our empirical analysis is that we do not explicitly examine

urbanization economies, nor do we consider a more disaggregated

conceptualization of localization economies (industry-level specialization) other

than in qualitative terms. This is mainly due to the small sample size, which limits

the number of variables we can use. Future studies that use similar approaches

could overcome this limitation by using data that is more disaggregated at the geo-

graphical level to increase sample size. In addition, recent research shows that a

more disaggregated geographical unit of analysis may reveal the coexistence of dif-

ferent externalities. Andersson, Larsson, and Wernberg (2019) use geo-coded firm-

level data and find that firms located in within-city industry clusters enjoy en-

hanced productivity, while overall density effects operate at the city level. We

recognize that such effects may become obscured when the spatial unit of analysis

is not as fine grained.

For future studies, we recommend further elaborations of regional classifications as a

complement to the current trend focusing mainly on regressions. We suggest altering

classifications in more categories than the one used here to elaborate on nuances and

differences between for instance different lagging regions. We also suggest examining

the relationship between more regional outcomes than the ones presented here to bet-

ter understand the implications of the different regional classifications. We believe this

approach can be of importance for furthering our understanding of the dynamics of dif-

ferent categories of lagging and leading regions.

Conclusions
The main results of this study suggest that regional entrepreneurship and industry di-

versity characterized by technological relatedness are key elements in understanding

why some regions are leading while others lag behind. Despite its limitations, we argue

that our study contributes with relevant results and policy implications. This study
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proposes a multi-dimensional method for classifying and analyzing regional growth tra-

jectories. This approach could be adapted and used to examine how policy initiatives in

European regions contribute to shifting regional growth trajectories. The proposed tax-

onomy of leading, stagnating, and lagging regions holds value for policy discussions as

it provides a nuanced taxonomy for examining and communicating why regions differ

in growth trajectories over time.

The study also holds important implications for the contemporary EU-cohesion pol-

icy which encourages regions to set priorities and to concentrate resources in selected

fields that show potential, given their existing capabilities (Camagni & Capello, 2010;

Foray & Goneaga, 2013; Mancha-Navarro & Garrido-Yserte, 2008). The European

Commission (2017b) advises that such priorities could include “…domains, areas and

economic activities where regions or countries have a competitive advantage or have

the potential to generate knowledge-driven growth….” This policy of Smart

Specialization aims at stimulating regional innovation and growth through the en-

hancement of regional capabilities in a few market niches, in order to develop competi-

tive advantages (Foray, 2014). Our results add to the growing body of empirical studies

that support the promotion of related variety as an appropriate smart specialization

strategy (S3). Lastly, our results emphasize the importance of the entrepreneurial di-

mension in order to distinguish between regions that prosper and those that lag behind.

This reinforces the notion that entrepreneurs serve as important conduits for know-

ledge spillovers (Acs et al., 2009). Particularly in lagging regions, S3-policies should be

accompanied by efforts to promote a regional milieu that is conducive to

entrepreneurship.

Appendix

Fig. 7 Final 10 stages of the hierarchical clustering procedure
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Table 9 Post hoc tests of cluster means from k-means clustering, multiple comparisons

Dependent
variable

(I)
Cluster
number
of case

(J)
Cluster
number
of case

Mean
difference
(I-J)

Std.
error

Sig. 95% confidence interval

Lower bound Upper bound

GRPGr Tukey HSD 1 2 0.290204* 0.022719 0.000 0.23553 0.34488

3 −0.137388* 0.022191 0.000 −0.19079 −0.08399

2 1 −0.290204* 0.022719 0.000 −0.34488 −0.23553

3 −0.427593* 0.026219 0.000 −0.49069 −0.36450

3 1 0.137388* 0.022191 0.000 0.08399 0.19079

2 0.427593* 0.026219 0.000 0.36450 0.49069

LSD 1 2 0.290204* 0.022719 0.000 0.24471 0.33570

3 −0.137388* 0.022191 0.000 −0.18183 −0.09295

2 1 −0.290204* 0.022719 0.000 −0.33570 −0.24471

3 −0.427593* 0.026219 0.000 −0.48010 −0.37509

3 1 0.137388* 0.022191 0.000 0.09295 0.18183

2 0.427593* 0.026219 0.000 0.37509 0.48010

PopGr Tukey HSD 1 2 0.025038* 0.008438 0.012 0.00473 0.04534

3 −0.032060* 0.008242 0.001 −0.05189 −0.01223

2 1 −0.025038* 0.008438 0.012 −0.04534 −0.00473

3 −0.057098* 0.009738 0.000 −0.08053 −0.03366

3 1 0.032060* 0.008242 0.001 0.01223 0.05189

2 0.057098* 0.009738 0.000 0.03366 0.08053

LSD 1 2 0.025038* 0.008438 0.004 0.00814 0.04193

3 −0.032060* 0.008242 0.000 −0.04856 −0.01556

2 1 −0.025038* 0.008438 0.004 −0.04193 −0.00814

3 −0.057098* 0.009738 0.000 −0.07660 −0.03760

3 1 0.032060* 0.008242 0.000 0.01556 0.04856

2 0.057098* 0.009738 0.000 0.03760 0.07660

*The mean difference is significant at the 0.05 level
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