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Abstract: This paper proposes a methodology that utilises model performance as a metric to assess
the representativeness of external or pooled data when it is used by banks in regulatory model
development and calibration. There is currently no formal methodology to assess representativeness.
The paper provides a review of existing regulatory literature on the requirements of assessing repre-
sentativeness and emphasises that both qualitative and quantitative aspects need to be considered.
We present a novel methodology and apply it to two case studies. We compared our methodology
with the Multivariate Prediction Accuracy Index. The first case study investigates whether a pooled
data source from Global Credit Data (GCD) is representative when considering the enrichment of
internal data with pooled data in the development of a regulatory loss given default (LGD) model.
The second case study differs from the first by illustrating which other countries in the pooled data
set could be representative when enriching internal data during the development of a LGD model.
Using these case studies as examples, our proposed methodology provides users with a generalised
framework to identify subsets of the external data that are representative of their Country’s or bank’s
data, making the results general and universally applicable.

Keywords: representativeness; regulation; LGD; model performance; Global Credit Data (GCD);
pooled data

1. Introduction

The Basel Committee on Banking Supervision (BCBS) establishes guidelines for how
banks should be regulated. These regulations relate to all aspects of the models used to
estimate risk parameters, amongst others. More specifically, the Basel regulation states the
following: “Internal estimates of probability of default (PD), loss given default (LGD) and
exposure at default (EAD) models must incorporate all relevant, material and available
data, information and methods. A bank may utilise internal data and data from external
sources (including pooled data). Where internal or external data is used, the bank must
demonstrate that its estimates are representative of long-run experience” (BCBS 2006). These
regulatory requirements provide the milieu of this research. The aim of this paper is
to develop a methodology to measure representativeness when using external data in
regulatory models. The most common regulatory models include the PD, LGD and EAD
models (Baesens et al. 2016). This research problem originated from the banking industry,
as there is currently no formal methodology to assess representativeness.

The concept of using a smaller sample to make an inference about a larger population
is an everyday practice, which originated in the statistical literature. Furthermore, we note
that the existing literature on assessing whether a smaller sample is representative of an
original, more sizable sample (i.e., population) is quite vast (e.g., Mountrakis and Xi 2013;
Thompson 2012). However, we are interested in whether a larger data set in terms of the
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number of observations (i.e., containing internal and external data) is representative of
the smaller sample (i.e., only the internal data) when regulatory model development and
calibration takes place. This specific topic has not been widely researched and is, in part,
an aim of this study to enable the proposal of a methodology to assess representativeness.
This paper will specifically focus on validating whether this larger sample is representative
of the smaller sample, where (in most cases) the one sample is not a subset of the other, i.e.,
disjoint sets. Our proposed methodology provides users with a generalised framework to
assess the representativeness of subsets of data.

The layout of the paper is as follows: The paper commences by giving an overview
of the literature in Section 2. First, the regulatory requirements on representativeness are
provided. From a regulatory perspective, the assessment of representativeness falls into
two categories: qualitative aspects and quantitative aspects, which are also discussed in the
literature review. Section 3 contains the main contribution of our paper, where we propose
a methodology of how model performance could be used to assess representativeness
quantitatively. To illustrate the potential uses of our proposed methodology, we apply it
to two case studies in Section 4. The first case study exemplifies our methodology when
investigating whether a pooled data source is representative, considering the enrichment
of internal data with pooled data in developing a regulatory LGD model for a hypothetical
South African (SA) bank. The second case study employs our methodology in the context
of identifying potential subsets (e.g., countries) within the pooled data that could be
considered representative when developing a LGD model (with internal and external data)
in the SA context. Section 5 concludes the paper and suggests future research topics.

2. Literature Review
2.1. Regulatory Perspective

Basel requires banks to demonstrate that the data used to develop regulatory models
are representative of the population of the bank’s actual borrowers or facilities (BCBS 2006).
Basel also requires that, where internal or external data is used, the bank must demonstrate
that its estimates are representative of long-run experience. Furthermore, the European
Capital Requirement Regulations (2013) states that the data used to build a model should
be representative of the population of the institution’s actual obligors or exposures. Where
external data is used by an institution to build models, the Prudential Regulation Authority
(PRA) expects the institution to assess the representativeness of the data by considering
whether the data are appropriate to their own experience and whether adjustments are
necessary (Prudential Regulation Authority 2019).

When developing a regulatory model, an institution must ensure that the population
of exposures represented in the data used for an estimation are comparable with those of
the institution’s exposures and standards. Furthermore, where pooled data is used, the
institution should confirm that the pool is representative of the portfolio for which the data
is used. Additionally, it is also required that institutions validate their internal estimates
using quantitative validation tools and comparisons with relevant external data sources
(European Capital Requirement Regulations 2013).

Although the above-mentioned references regularly refer to the concept of representa-
tiveness, a methodology to assess representativeness is absent. However, the European
Banking Authority (EBA) provides some guidelines. The EBA (2017) splits data repre-
sentativeness into two sub-sections, namely requirements for the data used in model
development and for the data used in the calibration of risk parameters (i.e., for the data
used to calculate the long-run average default rate and the long-run average LGD).

Specifically, for assessing the representativeness of data for model development, the
focus is on four aspects:

(a) the scope of application;
(b) the definition of default;
(c) the distribution of the relevant risk characteristics;
(d) the lending standards and recovery policies.
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For assessing the representativeness of data for calibration, one further aspect is
mentioned:

(e) the current and foreseeable economic or market conditions.

The EBA (2017) additionally specifies that, for LGD models, the analysis of (c) should
be done separately for non-defaulted and defaulted exposures. In essence, the above list
could be broken down into the qualitative and quantitative aspects of representativeness.
Although no clear split exists, aspects (a), (b), (d) and (e) are regarded as qualitative aspects
and will be discussed in the section that follows. Aspects (c) and (e) relate more to the
quantitative assessment of representativeness and will be discussed after the qualitative
aspects. Our paper will contribute by proposing a methodology of how a model’s perfor-
mance could be used to assess representativeness, focusing on the quantitative aspects.
This is additionally motivated by the US Federal Reserve (Office of the Comptroller of the
Currency OCC (2011)), which states that there should be a rigorous assessment of data
quality and relevance and that developers should be able to demonstrate that such data are
suitable for the model and are also consistent with the theory behind the approach and
with the chosen methodology.

2.2. Qualitative Aspects of Representativeness

As mentioned above, regulations deal with both the qualitative and quantitative
aspects concerning representativeness. Our focus is predominantly on the quantitative
features of representativeness, but it is important to assess the qualitative aspects as well.
The EBA (2017) guidelines of testing data representativeness for model development
specify some qualitative aspects, namely: the scope of application, the definition of default,
lending standards and recovery policies.

The qualitative aspects are crucial in assessing whether data (internal or external) are
representative for model development. Expert judgement should be used to determine
whether the scope of application will make sense when using this data. The definition
of default in the data to be used should be in line with the definition of default of the
model that is developed. It is essential to understand the difference in the lending standard
and recovery policies in the data used in the modelling and the environment in which the
developed model will be implemented. A significant component of the qualitative aspect of
assessing whether internal or external data are representative for the model development
is to use business knowledge (i.e., common sense joined with experience). Additionally, the
EBA (2017) also adds that the current and foreseeable economic or market conditions should
be considered in the qualitative aspect of testing for representativeness. The most important
concept to validate when assessing the qualitative aspects of representativeness is whether
each aspect in your external data is more or less aligned to the conditions applicable
where the model will be applied. Since our focus is predominantly on the quantitative
aspects—which will be discussed next—some further remarks on the qualitative aspects
can be found in Engelman and Rauhmeier (2011).

2.3. Quantitative Aspects of Representativeness

While the qualitative aspects are notable, the quantitative aspects concerning repre-
sentativeness will be the focus of this research. Assessing the representativeness could refer
to both internal and external data and should be considered under multiple dimensions. In
this section, we will consider existing quantitative approaches that could be used to assess
representativeness, followed by our proposed methodology to measure representativeness
by using model performance metrics (Section 3). One of the regulatory requirements is to
test whether the distribution of the risk drivers is similar when comparing one data set
to another (i.e., internal and external data). Note that if the bank does not have enough
data to build a model, comparing the distribution of the risk drivers of the external data
with that of the internal data is nearly impossible. If the bank does have enough data, the
distribution of the feature (e.g., the PD) that will be modelled could be compared with the
distribution of the same feature using the external data. Representativeness can thus be
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analysed by cross-sectional comparison of the distribution of the risk factors and some
other key factors (such as countries, regions, industry sectors, company type, obligor size,
etc.) for each sample. In this context, frequency plots and tables ordered by the frequency
of each realisation (for discrete factors) can be particularly useful. For risk factors on
a continuous measurement scale, statistical tests such as the Kolmogorov–Smirnov and
Anderson–Darling tests can be used (D’Agostino and Stephens 1986). These tools can
be supplemented with basic descriptive statistics (e.g., difference of the medians of both
samples relative to their standard deviation or the ratio of the standard deviations on both
samples) (Engelman and Rauhmeier 2011). In summary, the list of risk drivers needs to be
determined, and the distribution of each risk driver could then be compared.

Following from the above, we need to determine the degree of similarity between the
distributions and not necessarily the equality. It is important to remember that the reason
for using external data is to enrich the internal data. If the distributions are identical, the
internal data will not be enriched but simply be expanded with more observations with
the same characteristics. Formal statistical tests on assessing the similarity of distributions
across samples were not found to be helpful, since the question is not whether distribu-
tions are identical (typically, they are not) but whether they are sufficiently similar for
the extrapolation of results and estimates derived from one sample to the other sample
(Engelman and Rauhmeier 2011). An example of this is where a bank’s current population
age is between 30 and 50 while the external data is spread across a wider range, for example,
a population age between 20 and 60. This will enrich the data available for modelling and
ensure that the developed model will cater to a broader population.

Engelman and Rauhmeier (2011) gave some guidelines on a potential methodology
when the data are found to be unrepresentative. The most important aspect is to ascertain
whether the problem occurs only for a few risk factors or for the majority. In the first
case, the reasons for the differences have to be analysed, and the development samples
should be adjusted accordingly. One reason might be that the distributions of obligors
across regions or industry sectors are different. The development sample can then be
adjusted by reducing the number of obligors in those regions or industry sectors that are
overrepresented in the development sample. In the second case, a variety of approaches
can be considered, depending on the specific situation. Examples include the reduction of
the range of the risk factors so that it only includes areas that are observable in both the
development and the target samples. Furthermore, the weight of a risk factor found to
be insufficiently representative can be reduced manually, or it can be excluded from the
analysis.

Other methods to compare the distribution of two data sets include the Kolmogorov–
Smirnov test, the chi-square test, population stability indices, etc. Although both the
chi-square test and population stability indices are mentioned, the chi-square test and the
PSI are essentially the same measure when the PSI is appropriately normed. Ramzai (2020)
considered the population stability index (PSI) and the characteristic stability index (CSI) as
the two most widely used metrics in credit risk to assess whether the model is still relevant
and reliable when, for example, applying the model to a data set following the development
of that model. The PSI and CSI establish whether there are any major differences when
comparing these two data sets, especially shifts in distributions. The PSI can evaluate the
overall population distribution (of the two sets), while the CSI can narrow it down to the
specific features that are causing fluctuations in the distributions. For a discussion on the
PSI and some other tests relating to the comparisons of distributions, see Prorokowski
(2018), Siddiqi (2006) and Taplin and Hunt (2019). Furthermore, the topic of comparing
distributions is still relevant when considering the recent work of Yurdakul and Naranjo
(2020). Although the PSI is currently widely used in the industry as a “traffic light indicator
approach” by employing “rule of thumb” threshold values to assess changes from the
original data, limited studies on the statistical properties (and the thresholds) of the PSI
exist. In this regard, Yurdakul and Naranjo (2020) examined the statistical properties and
proposed a data-dependent approach to obtain the thresholds for the PSI. An alternative to
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the PSI was also recently proposed in the form of the Prediction Accuracy Index (PAI) that
overcomes several disadvantages of the PSI (Taplin and Hunt 2019). Since we proposed a
methodology to test representativeness, we would prefer to compare it to some standard
measure. In the absence of a formal methodology or measure prescribed by regulations,
we utilised the PAI as a potential measure to relate our results. For this reason, the PAI will
be briefly discussed as part of the case study results.

In summary, when considering the recent literature together with the banking regula-
tions, and since regulations are not prescriptive of a methodology, we concluded that the
following guidelines can potentially be applied to assess the representativeness of the data
during model development:

• assessing the qualitative aspects of representativeness using expert judgement;
• assessing the quantitative aspects of representativeness using distributional compar-

isons, for example, the use of the PSI;
• using the Prediction Accuracy Index (PAI) as an alternative to the PSI when comparing

distributions (Taplin and Hunt 2019).

In this regard, our research focused on proposing a methodology to assess representa-
tiveness.

3. Generic Methodology to Assess Data Representativeness Quantitatively

Following our investigation into the regulatory requirements and literature pertaining
to the assessment of the representativeness of external data, we propose the following
methodology to assess the representativeness of data for model development and calibra-
tion. We also introduce a notation that will be used throughout.

The proposed methodology is to assess whether the data set in question (Data set Q)
is representative of a base data set (Data set B). Without a loss of generality, the dependent
variable is referred to as LGD (defined in more detail below), since our case studies apply
the methodology in an LGD context. Any other dependent variable could also be used.
The methodology consists of five steps:

Step 1: Split the base data set (Data set B) into disjoint subsets: one part for building a
model, namely Data set BB (Base Build), and another part to evaluate the model that was
developed, say, Data set BT (Base Test).

In predictive modelling, the typical strategy for an honest assessment of the model
performance is data splitting (Breed and Verster 2017). Data splitting is the method of
dividing a sample into two parts and then developing a hypothesis or estimation method
using one part and testing it on the other part (Barnard 1974). Picard and Berk (1990)
reviewed data splitting in the context of regression and provided specific guidelines for
validation in regression models, i.e., use 20–50% of the data for testing.

Step 2: Develop a model using Data set BB (Base Build). We refrain from specifying
any model building technique, as the methodology is generic, and any technique could
potentially be applied.

Step 3: Join the data set in question (Q) with the subsample of the base data set (BB)
and develop another model (it should be the same class of models as the one developed in
Step 2) on this augmented data (Data set Q + BB).

Step 4: Evaluate the model performance (e.g., mean squared error (MSE) or any other
measure) of these two models on the test subsample of the base data set (Data set BT)
and determine whether the model performance improved or remained similar using the
following construct:

1. Define MSEQ+BB,BT as the MSE (or any other model performance measure) of Data
set BT using the model developed on Data set Q + BB and MSEBB,BT as the MSE of
Data set BT using the model developed on Data set BB.

2. If MSEQ+BB,BT < MSEBB,BT , the model developed on the augmented data has
improved the model performance compared to the model developed only on the
base data. Suppose that more substantiation is required regarding the significance
of the difference between the MSEs, then the formal tests proposed in Step 5 could
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be optionally performed. However, if MSEQ+BB,BT ≥ MSEBB,BT , the formal tests
proposed in Step 5 should be performed.

If the MSE is used as the performance measure, the equations of MSEBB,BT and
MSEQ+BB,BT are given as:

MSEBB,BT = ∑NBT
i=1

(
LGDi − L̂GDi,BB,BT

)2

NBT
, (1)

and

MSEQ+BB,BT = ∑NBT
i=1

(
LGDi − L̂GDi,Q+BB,BT

)2

NBT
, (2)

where

• LGDi indicates the observed outcome for observation i,

• L̂GDi,Q+BB,BT indicates the predicted outcome for observation i calculated on Data
set BT using the model build on Data set Q + BB and

• L̂GDi,BB,BT indicates the predicted outcome for observation i calculated on Data set
BT using the model build on Data set BB for i = 1, . . . , NBT , where NBT is the number
of observations in Data set BT.

Step 5: During Step 4, if it was found that MSEQ+BB,BT ≥ MSEBB,BT , a dependent
two-sample test (e.g., a parametric or a nonparametric test) is performed to determine
whether the model developed on the augmented data has a similar model performance
to the model developed only on the base data. The tests most suitable for this scenario
are either a parametric test (e.g., a paired t-test) or a nonparametric test, e.g., the Sign test
and/or the Wilcoxon rank-sum test (Sprent and Smeeton 2001).

The assumptions associated with the preferred test should also be checked during this
step. For illustrative purposes, the paired t-test based on two different residual statistics will
be used to describe the methodology in the case studies that follow. If the test concludes that
the MSEQ+BB,BT is not statistically different from the MSEBB,BT , we deduce that the model
developed on the augmented data (Data set Q + BT) has a similar model performance to the
model developed only on the base data (Data set BB). Data set Q is therefore not atypical
(i.e., unrepresentative) for model development and calibration. In our view, this translates
into evidence that the representativeness of the data (Data set Q) has been assessed and
is appropriate to our own experience (Data set B) and aligned with the requirement of
the PRA.

Two residual statistics were proposed when performing the test, namely, the abso-
lute error and the squared error. Either set of residual statistics (or both) can be used.
The absolute error calculated on Data set BT using the model developed on Data set BB
(Absolute ErrorBB,BT) is calculated as follows, for i = 1, . . . , NBT :

Absolute Errori,BB,BT =
∣∣∣LGDi − L̂GDi,BB,BT

∣∣∣, (3)

and the absolute error calculated on Data set BT using the model developed on Data set Q
+ BB

(
Absolute ErrorQ+BB,BT

)
is calculated as follows:

Absolute Errori,Q+BB,BT =
∣∣∣LGDi − L̂GDi,Q+BB,BT

∣∣∣, (4)

where LGDi indicates the observed outcome value. Furthermore, L̂GDi,BB,BT and
L̂GDi,Q+BB,BT were defined above.
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Similarly, the squared error calculated on Data set BT using the model developed on
Data set BB (Squared ErrorBB,BT) is calculated as follows:

Squared Errori,BB,BT =
(

LGDi − L̂GDi,BB,BT

)2
, (5)

and the squared error calculated on Data set BT using the model developed on Data set Q
+ BB

(
Squared ErrorQ+BB,BT

)
is calculated as follows:

Squared Errori,Q+BB,BT =
(

LGDi − L̂GDi,Q+BB,BT

)2
, (6)

with all the symbols defined earlier.

3.1. Remarks

This methodology is formulated in a generic way. References to the dependent variable
could be anything, such as the PD, EAD or LGD. These models could be developed for
any type of portfolio, e.g., international ship finance loans, Small and Medium Enterprises
(SMEs) in Italy or large corporations in Japan. The modelling technique is also not limited,
and any technique, such as logistic regression, linear regression, decision trees, survival
analysis, etc., can be used. All the underlying assumptions of the chosen modelling
technique should, however, be assessed. In the case of nonlinear models, e.g., neural
networks, an augmentation of the data set may lead to model overfit. There are various
techniques to manage overfitting, e.g., data splitting and limiting the degrees of freedom
(by preselecting useful inputs and reducing the number of hidden nodes). These techniques
should be considered when nonlinear models are used in the application of our proposed
methodology.

Furthermore, many other measures could be used to assess the model performance
(such as goodness-of-fit measures) and will depend on the type of model developed.
Although we proposed the MSE as a performance measure, many alternatives exist, e.g., the
Gini coefficient (frequently used for PD models), R-squared statistic (for regression models),
Akaike information criterion (AIC), Bayesian information criterion (BIC), likelihood ratio
statistic, Wald statistic (Neter et al. 1996) and the Diebold Mariano test (Diebold 2015).
Specifically, for LGD models such as the one used in the case study, Li et al. (2009) provided
a set of quantitative metrics that can be used in the LGD model validation process. When
generalising from the literature, it is evident that the main areas when measuring the
model performance are accuracy, ranking and stability (Prorokowski 2018). The following
definitions of these areas are provided by Baesens et al. (2016):

• Stability measures to what extent the population that was used to construct the rating
system is similar to the current population.

• Discrimination measures how well the rating system provides an ordinal ranking of
the risk.

• Calibration measures if there is a deviation of the estimated risk measure from what
has been observed ex-post.

These three areas of Baesens et al. (2016) can easily be translated into the terminol-
ogy of Prorokowski (2018), i.e., accuracy is comparable to calibration, ranking is similar
to discrimination and stability is self-explanatory. Our aim is to assess the data repre-
sentativeness of both model development and model calibration. Therefore, an accuracy
measure rather than a ranking measure should be used. As MSE is one of the most common
measures of accuracy, we propose this measure in our methodology when assessing the
representativeness of the external data. Additionally, from a statistical perspective, the
MSE measures both bias and variance.

Our methodology is, however, not without limitations, and we have identified the
following aspects that could be improved upon. We acknowledge that the methodology
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requires the user to choose between several alternatives when it comes to the following
aspects:

• the model methodology;
• the performance measures;
• the type of dependent two-sample test;
• the significance level.

Furthermore, for each of these choices, the underlying assumptions should be carefully
evaluated, and if the assumptions are not met, the specific choice needs to be re-evaluated.
Apart from the limitations, we should also consider how our proposed methodology relates
to familiar techniques such as data splitting and cross-validation. The purpose of data
splitting or cross-validation is “model assessment” or “model methodology selection”
(James et al. 2013; Hastie et al. 2009; Sheather 2009; Zhang and Yang 2015). Model method-
ology selection refers to estimating the features of different models in order to choose the
best one, while model assessment implies that a final model has been chosen and we need
to estimate its prediction error on new data (Hastie et al. 2009). It should be clear from the
above that the focus of cross-validation is on the different aspects of the model (i.e., what
model to use and which model is more accurate), while our focus is on the characteristics of
the data that are used during model development and validation (i.e., Would a model that
was developed/validated on augmented data be representative of own experience?). Arlot
and Celisse (2010) offered a comprehensive review of cross-validation procedures and
their uses in model selection, while Zhang and Yang (2015) clear up some misconceptions
relating to cross-validation that exist in the literature.

3.2. Roadmap/Summary to Assessing Representativeness

To summarise the aspects of representativeness discussed so far, we graphically
illustrate this in Figure 1. This is also our proposed framework to assess representativeness.
First, we assess the data on a qualitative basis. This includes the scope of application,
definition of default, lending standards, recovery policies and business opinion (discussed
in Section 2). Second (and within the focus of our research), the quantitative aspects should
receive attention, namely, the investigation of the PSI/CSI/PAI, the comparison of the
distribution of risk drivers (also discussed in Section 2) and the application of our proposed
methodology to assess the representativeness. Our definition of representativeness consists
of an assessment across multiple dimensions, i.e., we consider one data set (external data)
to be representative of another data set (internal data) if the former data set displays
sufficiently similar characteristics to those of the latter data set. Under these conditions, the
data sets can be joined when developing/validating a model that should be representative
of one’s own experience. We will use this definition of representativeness in the application
of our proposed methodology in the sections that follow.
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4. Case Studies

Two case studies will be discussed to illustrate the methodology proposed in Section 3.
In the first case study, we illustrate how our proposed methodology can be applied when
a bank is in the process of investigating whether a subset of a pooled data source could
be used as a representative source of external data for the enrichment of internal data in
developing a regulatory LGD model. For such a model, LGD would be defined as one
minus the recovery rate, where the recovery rate is equal to the discounted recovered
amount divided by the EAD (de Jongh et al. 2017).

In the second case study, we test our methodology when investigating potential
subsets (e.g., countries) within the pooled data source that could be considered represen-
tative when developing a LGD model. In both cases, pooled data of Global Credit Data
(GCD 2019) are used. GCD is a non-profit association owned by its member banks from
around the world. The mission of GCD is to assist banks in improving their credit risk
models through data pooling and benchmarking activities. GCD can be summarised by
the phrase: “By banks, for banks” (GCD 2019). We will start this section by first describing
the methodology and the data used for both case studies, followed by the presentation of
the results.

4.1. Methodology and Data
4.1.1. Modelling Technique Used

Many techniques are available to model LGD. Joubert et al. (2018a), for example, made
use of the default weighted survival analysis to directly model LGD. This survival analysis
method is then compared with other techniques to model LGD, namely beta regression,
ordinary least squares, fractional response regression, inverse beta, run-off triangle and
Box–Cox model. Indirect modelling methodologies can also be used to predict LGD using
two components, namely the loss severity component and the probability component.
Examples of models used to predict the loss severity and the probability component
are haircut survival analysis models (Joubert et al. 2018b). In other literature, quantile
regression was used to predict the LGD (Krüger and Rösch 2017). In this last-mentioned
reference, quantile regression was compared with the ordinary least squares, fractional
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response model, beta regression, regression tree and finite mixture models. Log semi-
nonparametric distributions have also proved helpful in modelling skewed and fat-tailed
distributions (Cortés et al. 2017). In our paper, however, we use ordinary least squares in
the case study, but the proposed methodology is generic and can be applied independently
of the modelling technique used. Our choice of modelling technique (i.e., linear regression)
is not an uncommon method, as linear regression is frequently used in LGD model settings
(Loterman et al. 2012). The focus, however, is not on the development of a superior LGD
model but on the demonstration of the proposed methodology.

When using linear regression, we will report both the coefficient of determination
(R-squared) and the adjusted R-squared value to assess the goodness-of-fit of the regression
model. The R-squared statistic is the proportion of variance in the dependent variable (LGD)
that can be predicted from the independent variables. Note that this is an overall measure of
the strength of association and does not reflect the extent to which any independent variable
is associated with the dependent variable. As predictors are added to the model, each
predictor will explain some of the variance in the dependent variable simply due to chance.
One could continue to add predictors to the model, which would continue to improve the
ability of the predictors to explain the dependent variable, although some of this increase
in the R-squared statistic would simply be due to chance variation in that sample. The
adjusted R-squared statistic attempts to yield a more honest value by estimating the R-
squared for the population and by adjusting for the number of predictors in the model
(Neter et al. 1996). Furthermore, the underlying assumptions (Neter et al. 1996) of linear
regression are:

• The model is linear in the parameters and variables.
• The error terms are normally distributed.
• The regressors are independent of one another (no collinearity).
• The error terms are independently distributed.
• The error terms have constant variance (no heteroscedasticity).

All these assumptions were checked before proceeding with the rest of the analysis.
When using linear regression, we will determine whether a variable is statistically signifi-
cant by considering a significance value of 5%. Note that the p-value to use for the selection
of variables should be adjusted with respect to the sample size. Typically, larger samples
should use smaller p-values (Wasserstein and Lazar 2016).

4.1.2. Data

We used the unique loss data base of GCD to construct the subsamples of data for
both case studies. The data base includes detailed loss information on a transaction basis of
all of the member banks from around the world. For both case studies, we used the obligor
level data, and throughout, the base data (Data set B) was randomly split into an 80% build
data set (Data set BB) and a 20% test data set (Data set BT). Furthermore, all analyses were
generated using SAS/STAT software, Version 9.4 (TS1M3). Copyright © 2021 SAS Institute
Inc. SAS and all other SAS Institute Inc. product or service names are registered trademarks
or trademarks of SAS Institute Inc., Cary, NC, USA. The specific detail concerning the
data for each case study can be found in the introduction of the results, although the data
characteristics common to both case studies are given next, including the data preparation
that was done.

4.1.3. Dependent Variable Used

The GCD data set (GCD 2018) provides users with different LGD values, calculated
depending on how advances after default are treated. For the one LGD value, advances
after default are treated as cash flows and are included in the loss calculations. For the
other LGD value, these advances are treated in the EAD and are included in the default
amount. We used the latter in our research. We only used data from 2000 to 2015 due to the
lack of data prior to 2000. To ensure a sufficient workout period when calculating the LGD,
we only used data up to and including 2015. This is to address the resolution bias caused
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by cured cases (GCD 2018). The rationale behind this is to wait for the data to mature
before using it in model development (Cutaia 2017).

The reference data set used in this study comprises the large corporates and SMEs
aggregated on the obligator level. The definitions of large corporates and SMEs are given in
Table 1. The LGD values are provided in Table 2. We used the data of H2/2018 (GCD 2019).

Table 1. GCD definition of the asset classes (GCD 2019).

Asset Class GCD Definition

SME

Borrowers in the Corporate Asset Class as defined in the Basel II
Accord §218 and §273, where the reported sales for the consolidated
group of which the firm is a part is less than €50 million and where the
exposure is not treated as retail, i.e., group exposure > €1 million.

Large corporate

Borrowers in the Corporate Asset Class as defined in the Basel II
Accord §218 and §273, where the reported sales for the consolidated
group of which the firm is a part is above or equal than €50 million but
which is not reported in a more specialised Asset Class.

Table 2. LGD values with the associated number of observations for SMEs and large corporates.

SMEs n Large Corporates n

LGD < −0.01 175 LGD < −0.01 14
−0.01 ≤ LGD ≤ 1.5 3600 −0.01 ≤ LGD ≤ 1.5 231

LGD > 1.5 0 LGD > 1.5 0

Within the South African context, we considered a business with a turnover of more
than R400,000 as a large corporate (South African Reserve Bank SARB (2015)). Another
complicating factor is to investigate the effect of inflation on these figures. In a developing
country such as South Africa, inflation plays a significant role in any rand values assessed
over time. This could, however, be a topic of further research. We used the country of
jurisdiction of the loan to identify the country.

4.1.4. Independent Variables Used

The following independent variables were considered in the modelling process:

• EAD: Exposure at default.
• Facility type: Represents the different loan types. Member banks are responsible for

mapping their own internal facilities denominations to the GCD Facility types.
• Seniority code: Debt grouped and assigned a code according to seniority level (e.g.,

Super Senior, Pari-Passu, Subordinated and Junior).
• Guarantee indicator: Indicates whether a loan has underlying protection in the form

of a guarantee, a credit default swap or support from a key party.
• Collateral indicator: Indicates whether a loan has underlying protection in the form of

collateral or a security.
• Industry code: The industry that accounts for the largest percentage of the entity’s

revenues.

Note that these six variables were used in another study that modelled the LGD using
GCD data (Krüger and Rösch 2017). Li et al. (2009) also mentioned that these variables are
typical of LGD models.

4.1.5. Data Preparation on Independent Variables

Previously, it was mentioned that the choice of the modelling technique, the perfor-
mance measure and the type of dependent two-sample test will be done by the institution
and will depend on the motivation with respect to specific modelling requirements. Simi-
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larly, the data preparation will differ from model to model, and in these case studies, the
specific choices exercised in terms of the data preparation are only for illustrative purposes.

The typical first step in predictive modelling is data preparation, including the bin-
ning of variables. We used a clustering algorithm (SAS Institute 2019) on each variable
considered to ensure that each variable was binned using a similar methodology. Among
the practical advantages of binning are the removal of the effects of outliers and a way
to handle missing values (Verster 2018). Each bin was then quantified to ensure that all
types of variables (categorical and numerical) were measured on the same scale. A further
motivation to quantify each bin is an alternative to using dummy variables. When we bin
the variables, we need to modify the bins, as regression cannot use categorical variables
as-is. The default method that is used in regression is using a dummy variable for each
class. Expanding the categorical inputs into dummy variables can significantly increase the
dimension of the input space (SAS Institute 2010). One alternative is to quantify each bin
using the target value (in our case, the LGD value). An example of this in credit scoring
is to use the natural logarithm of the good/bad odds (i.e., the weights of evidence). For
example, see Lund and Raimi (2012) for a detailed discussion. In our case, we will use the
average LGD value in each bin. The main disadvantage of binning and quantification of
bins is the loss of information (Lund and Raimi 2012). However, the quantification of the
bins has the following advantages:

• Missing values will also be coded as the average LGD value and will therefore be used
in model fit (else these rows will not be used in modelling).

• Outliers will have little effect on the fit of the model (as all high values (or all the low
values) will have the same LGD value if they are in the same bin).

• Binning can capture some of the generalisation (required in predictive modelling)
(Verster 2018).

• Binning can capture possible nonlinear trends (Siddiqi 2006).
• Using the average LGD value for each bin ensures that all variables are of the same

scale (i.e., average LGD value). Note that many measures could have been used to
quantify each bin, and the average was arbitrarily chosen.

• Using the average LGD value ensures that all types of variables (categorical, numerical,
nominal and ordinal) will be transformed into the same measurement type.

For both case studies, two data sets were used for the above binning process:

• Using Data set BB to bin and then applying the binning results to both Data set BB
and Data set BT.

• Using Data set Q + BB to bin and then applying the binning results to Data set Q + BB
and then to Data set BT.

The results of the binning will not be shown, but the general trend observed when
considering the binning will be given. Note that these general trends were observed for
both the case studies:

• Seniority code: Senior debt is associated with less risk (lower LGD) than junior debt.
• Guarantee indicator: Debt with a guarantee indicator is associated with less risk (lower

LGD values).
• Collateral indicator: Debt with a collateral indicator is associated with less risk (lower

LGD values).
• Industry code: Some industries (e.g., mining) are associated with less risk than other

industries, e.g., education.
• Type of loan: Some types of loans (e.g., revolver loans) are associated with less risk

(lower LGD) than other types of loans, e.g., overdrafts.
• Exposure at default: We used ten equal-sized bins for the EAD. The risk increases as

the EAD decreases. This seems counterintuitive, and the reason might be due to the
fact that both large corporates and SMEs were included. Typically, large corporates
are associated with higher loan amounts but are typically lower risk companies. The
loan size of SMEs will usually be smaller but could be associated with a higher risk.
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4.1.6. The Multivariate Prediction Accuracy Index (MPAI) as a Potential Measure to Relate
Our Result

Taplin and Hunt (2019) recently proposed the Prediction Accuracy Index (PAI) for a
setting where risk models are developed on one data set but applied to other/new data.
Their focus is on “assessing whether a model remains fit-for-purpose by considering when
review data is inappropriate for the model, rather than just different to the development
data”. The MPAI is defined as the average variance of the estimated mean outcome for the
review data divided by the average variance of the estimated mean outcome at develop-
ment. In our view, such a measure could potentially be applied in our setting to establish
whether the external data (translate to review data in the MPAI setting) are representative
of the internal data (i.e., development data in the MPAI setting). Both a univariate (PAI)
and a multivariate (MPAI) measure were proposed by Taplin and Hunt (2019), and we will
be using the MPAI in line with our application of a linear regression model containing
several independent variables. From the definition of the MPAI, a value above one occurs
when, for the review data, the independent variables have values that result in a variance
of the predicted outcome that is higher than the corresponding variance for the develop-
ment data. For example, a MPAI of 1.5 implies that the variance of the predicted mean
response at review is 50% higher than the variance of the mean response at development
(on average). In this regard, Taplin and Hunt (2019) proposed the following interpretation
for the values of the PAI when applied in their setting: values less than 1.1 indicate no
significant deterioration in the predictive accuracy of the model, values from 1.1 to 1.5 in-
dicate a deterioration requiring further investigation and values exceeding 1.5 indicate
the predictive accuracy of the model has deteriorated significantly. As such, MPAI values
below 1.1 are preferred, as this indicates an almost similar or lower (improved) variance
of the average predicted response at review compared to development. Compared to our
setting, where we want to assess the representativeness of external data when compared
to internal data, large differences in the estimated mean responses (i.e., both a significant
improvement and reduction in the average variance of the estimated mean outcome using
the external data compared to the internal data) are indicative that the external data are not
exhibiting similar characteristics compared to the internal data. In that regard, we propose
a “two-sided” threshold (but still related to the one-sided thresholds) for the MPAI when
applying the measure in our setting: MPAI values between 0.9 and 1.1 indicate data that
are typical to the internal or base data. MPAI values between 0.5 and 0.9 or between 1.1
and 1.5 indicate that the data should be cautiously used, and further investigation should
be done. MPAI values between 0 and 0.5 or greater than 1.5 reflect data that are atypical
when compared to the internal or base data set. As evident from the proposed thresholds,
an ideal MPAI value would be in the order of 1, as it would signify that the external data
does not result in a vastly different variance of the estimated mean response.

4.2. Results of Case Study 1

In this first case study, we assess our methodology when investigating whether a
pooled data source is representative when considering the enrichment of internal data
with pooled data in developing a LGD model for regulatory purposes. The proposed
methodology aims at assessing the premise of whether the data set in question (Data set Q)
is representative with respect to a base data set (Data set B). First, we define Data set Q and
Data set B.

We commence by using the SA GCD data set and applied several exclusions. We
exclude all observations before the year 2000 and after 2015, as well as the observations
from asset classes other than large corporates and SMEs. We only use observations where
the LGD is between −0.01 and 1.5. The summary statistics of this generated SA LGD data
set that we use in our modelling are displayed in Table 2.

Going forward, we will consider this SA GCD LGD data set, which contains 3831
observations. Due to the confidential nature of some information in the data set, not all the
details can be provided. The difference between the median and average LGD for South
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Africa was 26.04%. The large difference between the mean and the median can be explained
by the bimodal distribution of the LGD data, which is also positively skewed (see Figure 2).
Furthermore, the standard deviation of the LGD variable in the SA GCD data set was 0.4.
The LGD values of the SA GCD data set are depicted in Figure 2. The typical distribution
of LGD is expected to be a bimodal distribution (GCD 2018; Riskworx 2011).
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In the GCD data set we used, it is possible to identify the country of origination of a
loan, but the identity of the specific bank is protected1. To “synthetically create” a bank’s
internal data, we used a 25% random sample from the SA GCD data set, representing a
hypothetical SA bank, say ABC Bank. This resulted in a sample of 958 observations from
the original 3831 observations in the SA GCD LGD data. The remaining 2873 observations
will then be regarded as the data set in question (Data set Q).

The ideal situation would have been to use an actual bank’s internal data and not
just a random sample, as described above. This case study, however, aims to illustrate the
methodology. We will assume that ABC Bank is considering building a LGD model with
only internal data or augmenting their internal data with the pooled data set created as
described above. If ABC Bank wants to augment their internal data with this pooled data
when developing a regulatory model, they need to assess whether the pooled data set is
representative. ABC Bank’s internal data will be the base data (i.e., Data set B), and the SA
GCD data will be the data set to be assessed for representativeness (Data set Q). We will
illustrate the proposed methodology from the perspective of ABC Bank.

Step 1: Split the base data set (Data set B) into one part for developing a model, namely
Data set BB (Base Build), and another part to evaluate the model that was build, say, Data
set BT (Base Test).

We split ABC Bank’s data set randomly into an 80% build data set (Data set BB with
767 observations) and a 20% test data set (Data set BT with 191 observations). We will use
the Data set BB to build a model (Step 2), and we will evaluate the model performance
on the test data set (Data set BT) in Step 4. We will build a second model (Step 3) on the
augmented data set (but excluding the test data of ABC Bank), i.e., build a model on Data
set Q + BB. This results in 3640 observations, either by calculating 3831 − 191 = 3640 (SA
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GCD data set less Data set BT) or 2873 + 767 = 3640 (Data set Q + BB). We will evaluate
both models on the test data set of ABC Bank, Data set BT (Step 4), as shown in Figure 3.
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Step 2: Build a model on Data set BB (Base Build).
A linear regression model was fitted to the build data set of ABC Bank’s data (Data

set BB), using LGD as the dependent variable. The underlying assumptions, as stated in
Section 4.1, were checked and found satisfactory. Only five of the six predictor variables
(discussed above) were statistically significant at a level of 5%. The results are shown in
Table 3. One exception was made with the variable Facility type when fitting the model on
ABC bank’s data. For this variable, the p-value was 8%, and the variable was not excluded
from the regression, since the literature confirmed that the variable is an important LGD
driver. Furthermore, in all other analyses (see Table 4 and Section 4.3), this variable (Facility
type) had a p-value of less than 1%.

Table 3. Regression results of the ABC build data set (Data set BB).

Parameter Estimates

Variable
(Binned, Average LGD) Parameter Estimate p-Value

Intercept 1.31 0.02
Facility type 0.41 0.08

Industry code 0.25 0.02
Collateral indicator 0.59 <0.01

Seniority code −4.89 0.01
Exposure at default 0.81 <0.01

Goodness-of-fit statistics
R-squared on ABC build data set (Data set BB) 32.67%

Adjusted R-squared on ABC build data set (Data set BB) 32.23%
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Table 4. Regression results of the SA GCD data (Data set Q + BB).

Parameter Estimates

Variable
(Binned, Average LGD) Parameter Estimate p-Value

Intercept 0.59 0.01
Facility type 0.32 <0.01

Guarantee indicator −0.40 0.05
Industry code 0.40 <0.01

Collateral indicator 0.68 <0.01
Seniority code −2.52 <0.01

Exposure at default 0.72 <0.01
Goodness-of-fit statistics

R-squared on SA GCD data (Data set Q + BB) 32.16%
Adjusted R-squared on SA GCD data (Data set Q + BB) 32.05%

The R-squared statistic was 32.68%. This value indicates that 32.68% of the variance in
LGD can be explained by the five variables. The adjusted R-squared statistic was 32.15%.
R-squared values in these ranges are not uncommon for LGD models, as evident from
Loterman et al. (2012), who reported R-squared values for LGD models in the range of
4–43%.

Step 3: Add the data set in question (Q) together with the base data set (BB) and build
a model on this augmented data (Data set Q + BB).

Next, a linear regression was fitted on the Data set Q + BB (this is the SA GCD data set
excluding the test data set of ABC Bank and contains 3640 observations). The results of this
regression are shown in Table 4. All six of the variables are statistically significant at the 5%
level. The R-squared statistic was 32.16%, and the adjusted R-squared statistic was 32.05%.

Step 4: Evaluate the model performance (e.g., MSE) of these two models on the base
test data set (Data set BT) and determine whether the model performance has improved or
is similar using the following construct.

Step 4.1: Define MSEQ+BB,BT as the MSE of Data set BT using the model build on
Data set Q + BB and MSEBB,BT as the MSE of Data set BT using the model build on Data
set BB.

The models fitted in Steps 2 and 3 were applied on the test data set of ABC Bank
(191 observations, Data set BT), and the MSE results on both the build and test data are
shown in Table 5. The first subscript of the MSE indicates the development data set, and the
second subscript indicates on what data set the MSE was calculated. The MPAI was also
calculated for the instances where the development and test samples were not identical
(Taplin and Hunt 2019). When the MPAI is calculated for examples with identical data sets
used during model development and testing, the MPAI will be equal to one, as evident in
Table 5.

Table 5. MSE and MPAI results of case study 1.

MSE MPAI

MSEBB,BB 10.84% 1
MSEBB,BT 11.11% 0.86

MSEQ+BB,Q+BB 10.70% 1
MSEQ+BB,BT 10.78% 1.09

Step 4.2: If MSEQ+BB,BT < MSEBB,BT , the model developed on the augmented data
has improved the model performance over the model developed only on the base data.

We observe that the MSEQ+BB,BT is indeed smaller than MSEBB,BT and conclude
that the model developed on the augmented data has improved the model performance.
Optionally, we could have performed Step 5 to confirm the significance of the difference



Risks 2021, 9, 204 17 of 26

between MSEQ+BB,BT and MSEBB,BT . The above results imply that, when using the aug-
mented data in the development of the model, improved predictive accuracy of the internal
observations (Data set BT) resulted. Based on this argumentation, Step 5 is not applicable
in case study 1 due to the outcome of Step 4. We can then conclude that it is safe to continue
using the SA GCD data for LGD model development and calibration for ABC Bank. This
result is to be expected given the manner in which Data set B was constructed for ABC
Bank, i.e., a random sample. The purpose of this case study, however, was to provide a
step-by-step implementation guide on how a member bank of an external data provider
could use our proposed methodology to assess representativeness.

The results from the MPAI indicate that the average variance of the estimated mean
outcome at testing when developing the model using only Data set BB is lower than
the average variance of the estimated mean outcome at development. Furthermore, the
value of 0.86 is just outside our proposed threshold of 0.9 to 1.1, indicating that further
investigation is required. This marginal difference between the conclusion drawn from
our proposed technique and the MPAI could be expected as the MPAI was developed
for a different objective than our methodology. This is potentially an indication that our
proposed thresholds for the MPAI might be too strict, and further refinement might be
required. On the positive side, the value indicates that the estimated mean variance of
the response at testing is lower than at development. For the model developed on the
augmented data (Data set Q + BB), the MPAI of 1.09 indicates that the average variance
of the estimated mean outcome at testing is higher than at development but within our
proposed range of 0.9 to 1.1, validating our conclusion.

4.3. Results of Case Study 2

In this case study, our proposed methodology is demonstrated with a slightly different
aim: we consider which countries in the global GCD data set could be used to augment the
SA GCD data in the case of LGD modelling.

Step 1: Split the base data set (Data set B) into subsets, with one subset for building a
model, namely Data set BB (Base Build), and another subset to evaluate the model that was
build, say, Data set BT (Base Test).

Using the methodology as described in Section 3, we will use the SA GCD data set
as the base data set (Data set B) split into an 80% build data set (Data set BB with 3065
observations) and a 20% test data set (Data set BT with 766 observations) to build a LGD
model on Data set BB. We will then investigate another country on the GCD data set and
append this country’s data (Data set Q) to the SA data set (Data set BB) and build a LGD
model. We will evaluate these two models on Data set BT. We repeated this for all the
countries available in the GCD data set. We considered 42 countries after the filters were
applied based on a threshold of minimum facilities.

Some summary statistics of Data set BB are shown in Table 6 and the distribution of
the GCD LGD value (of Data set BB) in Figure 4.

Table 6. SA Build data statistics (Data set BB).

Variable: LGD

Number of observations 3065
Difference between the mean and median 25.94%

Standard deviation 0.40
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Step 2: Build a model on Data set BB (Base Build).
A linear regression model was fitted on the SA GCD build data set (Data set BB) after

the independent variables were binned, quantified and the resulting binning info was
applied to the SA test data set (Data set BT). Once more, all underlying model assumptions
were acceptably adhered to. Five of the six variables were statistically significant at the
level of 5%. The results are shown in Table 7.

Table 7. Regression results of the build data set of the SA GCD LGD.

Parameter Estimates

Variable
(Binned, Average LGD) Parameter Estimate p-Value

Intercept 2.24 <0.01
Facility type 0.32 <0.01

Industry code 0.44 <0.01
Collateral indicator 0.70 <0.01

Seniority code −7.91 <0.01
Exposure at default 0.69 <0.01

Goodness-of-fit statistics
R-squared on SA build data set 32.51%

Adjusted R-squared on SA build data set 32.40%

The R-squared value was 32.51%, and the adjusted R-squared value was 32.40%. Note
that the results of Step 1 of case study 2 are comparable to the results of Step 2 of case study
1, as both used the SA GCD LGD data set. The difference, however, is that, for case study 1,
the test data set of ABC Bank was excluded, and for case study 2, the test data set for SA
was excluded.

Step 3: Add the data set in question (Q) together with the base data set (BB) and build
a model on this augmented data (Data set Q + BB).

Next, a linear regression was fitted on the augmented data set. The augmented data
set is the SA GCD build data set (Data set BB) and one country from the GCD data set
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(Data set Q). Note that, before fitting a linear regression, the independent variables were
binned and quantified on Data set Q + BB, and the resulting binning info was applied to
the SA test data set (Data set BT). We repeated this exercise and fitted linear regressions to
each of the 42 countries.

We first display the expanded results of two countries: Country L in Table 8 and
Country AH in Table 9. The reason for choosing these two countries is because Country
L performed the best on the test results and Country AH performed the worst. We then
present the abbreviated results of all 42 countries in Table 10.

Table 8. Regression of South Africa GCD build data plus Country L (Data set Q + BB).

Parameter Estimates

Variable
(Binned, Average LGD) Parameter Estimate p-Value

Intercept 0.28 0.08
Facility type 0.40 <0.01

Industry code 0.46 <0.01
Collateral indicator 0.68 <0.01

Seniority code −2.12 <0.01
Exposure at default 0.72 <0.01

Goodness-of-fit statistics
R-squared on SA plus Country L 28.25%

Adjusted R-squared on SA plus Country L 28.14%

Table 9. Regression of South Africa GCD build data plus Country AH (Data set Q + BB).

Parameter Estimates

Variable
(Binned, Average LGD) Parameter Estimate p-Value

Intercept −0.94 <0.01
Facility type 0.80 <0.01

Guarantee indicator 0.46 <0.01
Industry code 0.91 <0.01

Collateral indicator 0.79 <0.01
Seniority code 0.66 <0.01

Exposure at default 0.60 <0.01
Goodness-of-fit statistics

R-squared on SA plus Country AH 7.42%
Adjusted R-squared on SA plus Country AH 7.39%

Considering Country L, the resulting augmented data set contained 3337 observations
(3065 from SA build plus 272 from Country L). Five of the six variables were significant at
a 5% level. The R-squared value was 28.26% and the adjusted R-squared value 28.14%, as
observed in Table 8.

Considering Country AH, the resulting augmented data set contained 21,645 observa-
tions (3065 from SA build plus 18,580 from Country AH). All six variables were significant
at the 5% level. The R-squared value was 7.42% and the adjusted R-squared value 7.39%
(much lower than previous models), as observed from Table 9.

Step 4: Evaluate the model performance (e.g., MSE) of these two models on the base
test data set (Data set BT) and determine whether the model performance has improved or
is similar.

Step 4.1: Define MSEQ+BB,BT as the MSE of Data set BT using the model build on
Data set Q + BB and MSEBB,BT as the MSE of Data set BT using the model build on Data
set BB.
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The models fitted in Step 2 (one model, Data set BB) and Step 3 (42 models, Data set Q
+ BB) were applied to the test data set of the SA GCD LGD data (766 observations, Data set
BT) in Step 4.

Step 4.2: If MSEQ+BB,BT < MSEBB,BT 0, the model developed on the augmented data
has improved the model performance compared to the model developed only on the base
data.

The model developed in Step 2 resulted in MSEBB,BT = 10.64%, and not one of
the 42 models developed in Step 2 obtained MSE values (MSEQ+BB,BT) lower than this.
However, many of the MSEQ+BB,BT values were closely related to the MSEBB,BT of the
model in Step 2.

Step 5: If MSEQ+BB,BT ≥ MSEBB,BT , a dependent two-sample test (by comparing
residual statistics) is performed to determine whether the model developed on the aug-
mented data has a similar model performance to the model developed only on the base
data. If the test concludes that the MSEQ+BB,BT is not statistically different from the
MSEBB,BT , we deduce that the model developed on the augmented data has a similar
model performance than the model developed only on the base data.

In this step, we assess whether the model performances were statistically significantly
different from one another. We created paired observations for the absolute error and
paired observations for the squared error. The normality assumption for the t-test was
checked, and both the absolute error and the squared error followed a normal distribution.
Using the paired t-test, the observations were compared to see if the average errors were
statistically different (i.e., p-value < 0.05). This was repeated for all 42 countries using both
error statistics and is shown in Table 10. We also calculated the test statistics and associated
p-values for the nonparametric tests (sign test and Wilcoxon signed-rank test). In all cases,
similar conclusions followed based on the results of the nonparametric tests, and therefore,
the results were omitted from Table 10. Given the results, 12 countries were identified that
had a p-value of 0.05 and were greater on both the squared error and the absolute error,
together with a MPAI value between 0.9 and 1.1. When considering either the squared error
or the absolute error, some more countries were identified that could potentially be used
to enrich the base data for model development and calibration. The highlighted cells in
Table 10 indicate either the absolute error or the squared error or where the MPAI signifies
that the models developed on the augmented data (of these countries) have similar model
performances compared to the models developed only on the base data. When focusing on
MPAI values less than 0.9 (and greater than 1.1), there is an exact correspondence to our
methodology where either the squared error or the absolute error has a p-value less than
0.05. When changing the direction of comparison by inspecting the p-values obtained from
our proposed methodology, there are only three countries out of 42 where both the squared
error and the absolute error had p-values less than 0.05, with a corresponding MPAI value
between 0.9 and 1.1 (i.e., conflicting results between our proposed methodology and the
MPAI). This marginal difference between our proposed methodology and the MPAI could
be expected, as we have already indicated that the MPAI was developed for a different
objective than our methodology.

In summary, when considering the last three columns of Table 10, 12 countries were
found to have MSEQ+BB,BT that was not statistically different from the MSEBB,BT , and we
deduced that, for these 12 counties, the model developed on the augmented data (Data set
Q + BT) had a similar model performance to the model developed only on the base data
(Data set BB).
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Table 10. Paired t-test results of the 42 countries.

Country R-Squared (Q +
BB)

MSE (Q + BB,
Q + BB)

MSE (Q + BB,
BT)

p-Value of
t-Test (Squared

Error) *

p-Value of t-Test
(Absolute Error) * MPAI *

Country A 29.45% 10.77% 11.31% 0.04 0.23 0.952
Country B 30.35% 10.98% 11.11% 0.05 0.04 0.974
Country C 25.75% 11.78% 11.32% <0.01 <0.01 0.69
Country D 28.54% 11.11% 11.05% 0.16 0.01 0.983
Country E 19.03% 10.85% 13.08% <0.01 <0.01 0.019
Country F 32.02% 10.58% 10.95% 0.71 0.32 0.912
Country G 29.67% 11.07% 11.09% 0.05 0.15 0.983
Country H 29.80% 11.09% 11.14% 0.05 <0.01 0.853
Country I 28.25% 11.22% 11.04% 0.2 0.06 0.9
Country J 29.26% 11.10% 11.19% 0.01 0.01 1.012
Country K 10.56% 14.35% 13.41% <0.01 <0.01 0.002
Country L 28.25% 11.11% 10.94% 0.75 0.12 0.905
Country M 30.19% 10.84% 11.04% 0.16 0.16 0.925
Country N 28.49% 11.29% 11.13% 0.02 <0.01 0.9
Country O 14.99% 9.15% 13.85% <0.01 <0.01 0.01
Country P 19.58% 13.45% 13.13% <0.01 <0.01 0.033
Country Q 21.86% 10.58% 13.18% <0.01 <0.01 0.105
Country R 27.23% 10.96% 11.21% 0.1 <0.01 0.704
Country S 13.96% 11.45% 13.13% <0.01 <0.01 0.534
Country T 30.80% 10.62% 11.00% 0.34 0.54 0.914
Country U 28.54% 11.21% 11.10% 0.07 <0.01 0.981
Country V 14.70% 13.67% 12.85% <0.01 <0.01 0.052
Country W 29.67% 11.04% 10.97% 0.52 0.28 0.956
Country X 26.44% 11.46% 11.20% 0.02 <0.01 0.874
Country Y 31.18% 10.78% 11.01% 0.23 0.63 0.933
Country Z 22.93% 10.37% 13.32% <0.01 <0.01 0.047

Country AA 28.11% 10.89% 11.05% 0.18 0.08 0.912
Country AB 14.95% 12.53% 13.73% <0.01 <0.01 0.772
Country AC 16.74% 13.37% 12.83% <0.01 <0.01 0.099
Country AD 29.88% 11.09% 11.09% 0.1 0.04 1.013
Country AE 15.14% 12.60% 12.92% <0.01 <0.01 0.515
Country AF 25.02% 11.87% 11.29% <0.01 <0.01 0.752
Country AG 28.51% 11.36% 11.04% 0.31 <0.01 0.817
Country AH 7.42% 11.98% 14.27% <0.01 <0.01 0.289
Country AI 26.86% 11.23% 11.09% 0.22 <0.01 0.922
Country AJ 25.59% 10.84% 11.12% 0.12 <0.01 0.712
Country AK 27.74% 12.40% 11.81% <0.01 <0.01 0.486
Country AL 31.24% 10.74% 10.97% 0.31 0.97 0.985
Country AM 30.61% 10.90% 11.03% 0.08 0.15 0.96
Country AN 28.31% 11.36% 11.15% 0.04 <0.01 1.023
Country AO 29.54% 11.18% 11.03% 0.12 <0.01 0.941
Country AP 31.54% 10.68% 10.97% 0.43 0.34 0.979

* Highlighted cells indicate either the absolute error or the squared error or where the MPAI signifies that the models developed on the
augmented data (of these countries) have similar model performances compared to the models developed only on the base data.

To use our methodology for calibration purposes, it is essential to observe the level of
the LGD values. We first focus on Country L (the best-performing Country on the test data
set). When comparing Table 11 with Table 6 and Figure 4 with Figure 5, we observed that
Country L has a mean LGD value that is more than 10% lower compared to the mean SA
LGD. However, the median LGDs of these countries are closely related.
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Table 11. LGD summary statistics of Country L.

Variable: LGD

Number of observations 272
Mean 27%

Standard deviation 0.35
Median 9.71%
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Next, we compare the South African data with the worst-performing MSE. When
comparing Table 12 with Table 6 and Figure 4 with Figure 6, we note that Country AH had
18,580 observations. We observed that Country AH has a mean (median) LGD value of
35.3% (7.4%). The mean LGD is lower than the SA mean LGD, but the median LGD are
once more closely related.

The summary LGD statistics of all 12 countries that have an absolute and squared
error that are not statistically different when compared to the SA data are provided in
Table 13.

Table 12. LGD summary statistics of Country AH.

Variable: LGD

Number of observations 18,580
Mean 28.45%

Standard deviation 0.35
Median 7.47%
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Table 13. Summary statistics of the LGD of 12 countries.

Country Mean LGD Standard Deviation of LGD Median LGD

Country F 10.56% 0.25 0.54%
Country G 30.31% 0.39 6.71%
Country I 29.19% 0.38 4.28%
Country L 27.00% 0.35 9.71%
Country M 27.48% 0.33 10.94%
Country T 12.61% 0.26 1.08%
Country W 27.37% 0.38 1.96%
Country Y 29.26% 0.36 8.87%

Country AA 21.41% 0.31 3.31%
Country AL 19.87% 0.31 4.82%
Country AM 23.32% 0.37 4.03%
Country AP 17.02% 0.30 3.39%

5. Conclusions and Recommendations

This paper draws together the existing literature on the representativeness of data and
classifies these into qualitative and quantitative aspects. Remaining with the quantitative
aspects, the paper’s main contribution is the development of a novel methodology that
utilises model performance to assess the representativeness of data for model development
and calibration. We also evaluated our methodology with the MPAI proposed by Taplin
and Hunt (2019), although the original purpose of the MPAI was different from our purpose
of testing representativeness.

The proposed methodology uses the following premise: if the model developed on the
augmented data (Data set Q + BB) has improved or has a similar model performance (on
an out-of-sample subset of internal data) when compared with the model developed only
on the base data (Data set BB), then Data set Q is not atypical (i.e., unrepresentative) for
model development and calibration. This translates into the belief that it is safe to continue
using Data set Q for model development and calibration based on the evidence obtained
after executing the proposed methodology.
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This proposed methodology was illustrated in two case studies. In case study 1,
we investigated whether a pooled data source was representative when considering the
enrichment of the internal data with pooled data when developing a LGD model for South
African large corporates and SMEs. The results showed that the MSE improved when we
augmented the “internal” data with the SA GCD data. We conclude that it would be valid
to continue using the SA GCD data for model development and calibration.

In case study 2, we investigated which subsets in the pooled data set could be represen-
tative when enriching the data for LGD model development. In this case study, following
the application of our proposed methodology, we identified the data of 12 countries that
are typical to the base (South African) data when considering the absolute error, squared
error and MPAI. More countries could be added if either the absolute error or the squared
error is used. Based on the results, we suggest that using the data from these countries is
valid when enriching the internal data set to model the LGD. Although these case studies
are specific to South Africa, our proposed methodology is generic and applicable to settings
unrelated to South Africa, rendering it universally applicable. We also expanded on the pro-
posed thresholds of Taplin and Hunt (2019) when using the MPAI in our research setting. In
that regard, we propose two-sided thresholds for the MPAI, taking both improvements and
reductions in the average variance of the estimated mean outcome into account. The results
showed an exceptional overlap in the conclusions drawn from our proposed methodology
compared to the MPAI. The benefit of our proposed methodology is that it is founded on
the well-known concept of the hypothesis testing of error statistics.

In terms of future research ideas, we propose investigations into the following:

• The modelling technique used to illustrate our proposed methodology was linear
regression. Many other modelling techniques could be investigated, and it would be
ideal to evaluate the performance of our proposed methodology and the MPAI in a
simulation design by fitting different models to simulated data and comparing the
outcomes under controlled conditions;

• A similar simulation design could be employed to assess the p-value cut-offs for our
proposed methodology and to evaluate the MPAI thresholds proposed by Taplin and
Hunt (2019) and those proposed for our setting of assessing representativeness;

• We used a clustering algorithm to bin industries together, although many other
methods exist. A future research study could be to bin the industries using other
techniques, such as the classification used by Krüger and Rösch (2017).
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1 A loan from a specific country or region can originate from any global bank that submits data to the GCD.
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