
Pnevmatikakis, Aristodemos et al.

Article

Risk assessment for personalized health insurance based
on real-world data

Risks

Provided in Cooperation with:
MDPI – Multidisciplinary Digital Publishing Institute, Basel

Suggested Citation: Pnevmatikakis, Aristodemos et al. (2021) : Risk assessment for personalized
health insurance based on real-world data, Risks, ISSN 2227-9091, MDPI, Basel, Vol. 9, Iss. 3, pp.
1-15,
https://doi.org/10.3390/risks9030046

This Version is available at:
https://hdl.handle.net/10419/258135

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

  https://creativecommons.org/licenses/by/4.0/

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.3390/risks9030046%0A
https://hdl.handle.net/10419/258135
https://creativecommons.org/licenses/by/4.0/
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


risks

Article

Risk Assessment for Personalized Health Insurance Based on
Real-World Data

Aristodemos Pnevmatikakis 1,* , Stathis Kanavos 1 , George Matikas 1, Konstantina Kostopoulou 1,
Alfredo Cesario 1,2 and Sofoklis Kyriazakos 1,3

����������
�������

Citation: Pnevmatikakis,

Aristodemos, Stathis Kanavos,

George Matikas, Konstantina

Kostopoulou, Alfredo Cesario, and

Sofoklis Kyriazakos. 2021. Risk

Assessment for Personalized Health

Insurance Based on Real-World Data.

Risks 9: 46. https://doi.org/

10.3390/risks9030046

Academic Editor: Mogens Steffensen

Received: 2 February 2021

Accepted: 21 February 2021

Published: 1 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Innovation Sprint Sprl, Clos Chapelle-aux-Champs 30, 1200 Brussels, Belgium;
skanavos@innovationsprint.eu (S.K.); gmatikas@innovationsprint.eu (G.M.);
kkostopoulou@innovationsprint.eu (K.K.); acesario@innovationsprint.eu (A.C.);
skyriazakos@innovationsprint.eu (S.K.)

2 Scientific Directorate, Fondazione Policlinico A. Gemelli IRCCS, 00168 Rome, Italy
3 Business Development and Technology Department, School of Business and Social Sciences,

Aarhus University, Birk Centerpark 15, 7400 Herning, Denmark
* Correspondence: apnevmatikakis@innovationsprint.eu

Abstract: The way one leads their life is considered an important factor in health. In this paper we
propose a system to provide risk assessment based on behavior for the health insurance sector. To do
so we built a platform to collect real-world data that enumerate different aspects of behavior, and
a simulator to augment actual data with synthetic. Using the data, we built classifiers to predict
variations in important quantities for the lifestyle of a person. We offer a risk assessment service
to the health insurance professionals by manipulating the classifier predictions in the long-term.
We also address virtual coaching by using explainable Artificial Intelligence (AI) techniques on the
classifier itself to gain insights on the advice to be offered to insurance customers.

Keywords: machine learning; classification; explainable AI; risk assessment

1. Introduction

Health insurance products are today static in terms of customers’ health evaluation.
Any personalization is based on a risk assessment of static data from the medical record of
the customer and questionnaires they answer at the contract setup phase. Personalized
health insurance products need to be dynamic, employing a continuous risk assessment of
the customer.

Medical history of insurance customers can be scarce, and anyway only partly deter-
mines health. There are several studies that provide evidence about the relation between
lifestyle and health. A study on diabetes prevention (Grey 2017) suggests that lifestyle is
important for the outcomes in youths and adults. It correlates with the fact that obesity in
adults has risen from less than 5% to more than 40% in some states, with an increase seen
in type II diabetes over the last 20 to 30 years. Another study (Joseph-Shehu et al. 2019)
shows that a good health-promoting lifestyle, especially health responsibility, physical
activity and stress management, is a determinant of overweight and obesity, a major risk
factor for cardiovascular diseases, type II diabetes and some forms of cancer. Behavioral,
environmental, occupational and metabolic risk factors have been analyzed, leading to the
2017 global burden of disease study (Stanaway et al. 2018).

Risk assessment is an integral part of the insurance industry (Blackmore 2016b), but it
is usually static, done at the beginning of a contract with a client. While the continuous
estimation of risk factors is well-known in medicine, it is not widely used to personalize
insurance products. Such personalized products start appearing as digital risk assessment
platforms based on data start transforming insurance (Blackmore 2016a), and have been
explored in the car insurance sector. The importance of vehicle-based risk assessment
is discussed in Ref. (Gage et al. 2015). Usage-based insurance utilizes driver behavior
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analysis based on big data, as discussed in Ref. (Arumugam and Bhargavi 2019). Similarly,
pricing innovations in German car insurance are addressed via telematics driving profile
classification in Ref. (Weidner et al. 2017).

Unlike medical history where a snapshot in time yields information, lifestyle and
behavior cannot be assessed momentarily, since they involve people’s habits and their
continuous change. As such, personalized health insurance products require the continuous
monitoring of customers’ lifestyle and behavior. This can be achieved with software tools
for the collection of data chosen so that they capture important aspects of lifestyle and
behavior. In this work we rigorously define with insurance experts the data to be collected,
and we employ the Healthentia system (Innovation Sprint 2020) for data collection. Given
the collected behavioral data of their customers, risk assessment services can be provided to
health insurance professionals by training machine learning (ML) predictors for important
health parameters. The usage of ML in insurance is not new. ML has been used to
analyze insurance claim data (Bermúdez et al. 2020, Burri et al. 2019). The work in Ref.
(Qazvini 2019) explores how the vehicle insurance coverage affects driving behavior and
hence insurance claims. Instead of an analysis of data at the end of the insurance pathway,
after the event, this paper focuses on the continuous analysis of data at the source (the
customer) to modify the insurance pathway by personalizing the insurance product.

Insurance companies benefit from personalized dynamic product offerings, as they
can be competitive with lower prices for low-risk customers. However, to obtain their
customers’ consent to monitor them, insurance companies also need to persuade their
customers about the benefits for them. Customers will potentially consent to two types
of rewards: On the one hand, monetary rewards stem from receiving personalized offers
with reduced premiums due to the lower risk of their healthy behavior. On the other hand,
coaching for well-being is an indirect reward that can be offered by employing explainable
AI techniques in the classifiers utilized by the risk assessment service.

The structure of this paper is as follows: Section 2 addresses data collection, iden-
tifying what and how to measure. In Section 3, classifiers on well-being are used both
to assess risk and to establish personalized advice for well-being coaching. This work
leads to the introduction of personalized health insurance products by the relative pilot
of the INFINITECH project (Infinitech H2020 2020), as discussed in Section 4. Finally, the
conclusions are drawn in Section 5.

2. Data Collection

In this section we address data collection, addressing issues on what to measure
and how to end up with the necessary volume of Real-World Data (RWD). First, the
necessary measured and reported RWD are established. Then the Healthentia system
(Innovation Sprint 2020) used for collecting the RWD is introduced. Finally, the reasons
and method for augmenting the data by synthetic RWD are analyzed.

2.1. Real-World Data

According to the Food and Drug Administration (FDA), RWD are “data related to
patient health status and/or the delivery of health care routinely collected from Electronic
Health Records (EHRs), claims and billing data, data from product and disease registries,
patient-generated data including home-use settings, and data gathered from other sources
that can inform on health status, such as mobile devices.” (US FDA 2017).

Two types of RWD are collected as input for the risk assessment: measurements
and user reports. The measurements are values collected by sensors, which are automat-
ically reported by these sensors to the data collection system, without the intervention
of the user. They are objective RWD, since their quality only depends on the devices’
measurement accuracy.

User reports are formally termed patient-reported outcomes (PRO). The FDA def-
inition of PRO includes all data related to a patient as “any report of the status of the
patient’s health condition that comes directly from the patient, without interpretation
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of the patient’s response by a clinician or anyone else” (US FDA 2009). Indeed, PROs
may refer to symptoms related to a disease, functional statuses, or answers to complex
questionnaires such as the health-related quality of life questionnaire (Revicki et al. 2000).
According to Ref. (Grey 2017), the inclusion of PROs in assessing one’s status allows better
understanding of the user’s experience, especially in the domains of pain, fatigue and
symptoms. User reports can be measurements taken by the user using a device, as long
as the user themselves enters the data into the system, or a personal assessment of their
status. They are subjective RWD, since their accuracy depends on the users’ understanding
of the assessment at hand, their ability for objective self-assessment, and on their accuracy
in data entry.

2.1.1. Measurements and Reports

The RWD we measured for risk assessment have to do with physical activity, the heart,
and sleep. Regarding physical activity, we measured steps, distance, elevation, energy
consumption and time spent in three different zones of activity intensity (light, moderate
and intense). Regarding the heart, we measured the resting heart rate and the time spent in
different zones of heart activity (fat burn, cardio and peak). Regarding sleep, we measured
the time to bed and waking up time, so indirectly we got the sleep duration. We also
measured the time spent in the different sleep stages (light, REM and deep sleep).

The reports we received from the users have to do with common symptoms, nutrition,
mood and quality of life. The symptoms are systolic and diastolic blood pressure and
body temperature (entered as numbers measured by the users), as well as cough, diarrhea,
fatigue, headache and pain (where the user provides a five-level self-assessment of severity
from not at all up to very much). Regarding nutrition, the user enters the number of meals
and whether they contain meat, as well as the consumption of liquids: water, coffee, tea,
refreshments and spirits. Mood is a five-level self-assessment of the user’s psychological
condition, from very positive to neutral, and down to very negative. Finally, quality of life
(Revicki et al. 2000) was reported using the EuroQol five degrees, five levels (EQ-5D-5L)
questionnaire (Stolk et al. 2019), which asks the user to assess their status in five fields
using five levels. The fields were mobility, self-care, usual activities, pain/discomfort and
anxiety/depression, complemented with the overall health assessment.

2.1.2. Introducing History

As behavior is about habits and not so much the current status, risk assessment does
not depend only on current values of the different quantities, but also on their temporal
evolution. The temporal information for any quantity can be included by just using
all d past samples of the quantity, but this leads to an unmanageable amount of input
data. Another option is to use models of the past values: temporal evolution can be
represented by assuming the normal distribution of the quantity, using its average and
standard deviation.

Averages updated at every time step n with memory a(d)n can approximate expectations
of the k-th power of any RWD sequence xn:

xk
n
(d)

= a(d)n ·xk
n−1

(d)
+
(

1 − a(d)n

)
xk

n

where the memory is given by:

a(d)n =

{
1 − 1/n n < d
1 − 1/d n ≥ d

The parameter d can be considered as the length of the memory, i.e., the approximate
days that influence the average. The memory can be short- or long-term depending on the
choice of d. We select a value of 7 for short-term averages (approximately, the last week is
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influencing short-term averages), and a value of 84 for long term averages (approximately
12 weeks–3 months influencing long-term averages).

The first order (k = 1) and second order (k = 2) averages yield the standard deviation
estimates:

σ
(d)
n =

√
x2

n
(d)

−
(

xn
(d)
)2

We define the trend of a measurement as the variation in the short-term average from
its long-term counterpart, normalized by the long-term standard deviation. The trend is
then given by:

Tn =
xn

(dlong) − xn
(dshort)

σ
(dlong)
n

We add temporal information about all collected RWD by using the short- and long-
term averages, as well as their trends. While missing measurements are very unusual and
an indication of some failure, missing values in the reports are normal. Nobody expects
users to be entering normal body temperatures and lack of symptoms, thus in the above
calculations we consider missing reports in a day as indicating normality, and we use the
equivalent values in the updates.

2.1.3. Composite Measurements

We also include some composite measurements that are derived from processing
measured signals, sometimes of multiple types. We derive sleep quality as a composite
measurement of stability and duration of sleep. We thus penalize non-zero trends of the bed
time and the wake-up time, as well as smaller than 8 h sleep durations. Other examples are
the frailty test (Lansbury et al. 2017), that enumerates equilibrium, ability to perform five
sit-ups and speed of a few walking steps, and the six-minute walk test (Oliveira et al. 2019).

2.2. Healthentia

Healthentia (Innovation Sprint 2020) is an eClinical solution that facilitates clinical trial
optimization, by accelerating the trial processes, reducing the failure rate, and validating in-
tervention efficacy and effectiveness with RWD insights. Healthentia facilitates behavioral
and health-related data collection by enabling measurements from wearables and other IoT
devices, as well as reports from users. Healthentia is available for on-premises installation
for clinical studies, as well as in a software-as-a-service (SaaS) mode, which is open to the
wider community. The SaaS version includes further features, such as eRecruitment, eCon-
sent and Virtual Coaching. It is exactly the SaaS version of Healthentia that is used by the
personalized insurance products pilot of the INFINITECH project (Infinitech H2020 2020)
for collecting the RWD necessary for risk assessment.

Healthentia comprises three modules: the platform for RWD management, the mobile
application being used by the customers for RWD collection, and the portal application
being used by the health insurance professionals for gaining risk assessment insights.

The Healthentia platform provides secure, persistent RWD storage and role-based,
GDPR-compliant access. It is the heart of the Healthentia system, collecting the RWD from
the mobile applications of all users, facilitating smart services such as our risk assessment
on the RWD, and providing both original and processed information to the mobile and
portal applications.

The Healthentia mobile application (Figure 1) enables RWD collection. Measurements
are obtained in four modes, depending on the hardware available and the preference of
the user: measurements collected from a Garmin device (Garmin 2020), from a Fitbit one
(Fitbit 2020), accumulated in Apple Health (Apple 2020), or collected from an Android
smartphone using its sensors and a proprietary sensing service (Android Developers 2019).
User reports are obtained via answering questionnaires that are either regularly pushed to
the users’ phones or are accessed on demand by the users themselves. Both the measured
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and reported RWD collected are displayed to the users, together with any insights offered
by the smart services of the Healthentia platform.
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The Healthentia portal application (Figure 2) is addressed to the health insurance
professionals. It provides an overview of the users of each insurance organization and
details for each user. Both overview and details include RWD collected and data facilitating
risk assessment insights (as provided by the smart services of the Healthentia platform).
Finally, the portal application provides a questionnaire management system to manage the
types of RWD reported by the users.
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2.3. Synthetic RWD

An RWD set suitable for training and testing the risk assessment system needs to be
rich in terms of its length in time, depth in terms of different RWD collected, and breadth
in terms of different people involved in the data collection. To achieve length, depth and
breadth, we need to involve many people for a long time, ensuring they adhere to the
data collection protocol. This is a lengthy process, and its correct planning is discussed
in Section 4. To be able to setup the risk assessment system for the personalized health
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insurance products pilot of the INFINITECH project (Infinitech H2020 2020), we built a
RWD simulator to obtain synthetic RWD.

The RWD simulator accepts demographic information and behavioral phenotypes of
people, and simulates days of their lives. The demographic information includes gender,
date of birth, height, weight, health status, employment and country of residence. The
behavioral phenotypes enumerate the tendency of the people towards activities related
to six behavioral traits: indoor and outdoor entertainment, indoor and outdoor athletics,
inactivity, and work.

Groups of activities are defined for each of the six behavioral traits. For example,
outdoor athletic activities include walking, hiking, running and bicycle riding. Every time
the simulated person is about to select a new activity, they refer to their assigned behavioral
trait to select the next activity group. The selection is don-deterministic, but the chances of
each activity group are weighted by the personality, the time of day and the recent history
of activity selection. Once the activity group is selected, an activity within the group is
chosen randomly. The duration of the activity is chosen based on a Gaussian duration
model that each activity has, and the remaining stamina of the person.

The duration of the activity is simulated in small time steps, the simulator time delta,
which defaults to five minutes. For every simulation time delta, each activity generates
values for each RWD measurement by defining models of the measurement x as:

x =

{
0 u < T
N
(
m, σ2

∣∣a) u ≥ T

where u is a random variable uniformly distributed in [0, 1], T is a threshold value in [0, 1)
that depends on the activity a, and N

(
m, σ2

∣∣a) is a Gaussian random variable of mean
m and variance σ2 that also depend on the activity a. The mean m also depends on the
available stamina of the simulated person. The threshold T is usually zero, resulting in
values drawn from the Gaussian distribution. It is close to unity for activities wherein some
non-zero measurements can appear sporadically, such as non-zero steps while working or
sleeping, or floor climbing while walking.

Most activities diminish the stamina of the people, i.e., the available pool of energy to
keep doing high-intensity activities. Some leisure activities do replenish stamina though,
but it is mainly sleep that does the trick. The level of replenishment depends on the person’s
health and quality of sleep.

Care is taken to respect weekends and vacations based on the country of residence
of each person, whereupon work is eliminated (unless there is a strong work behavioral
trait). There are random events that temporarily affect the health of people (illnesses and
accidents, even mood-related events). Their probability increases as health is reduced.
Health is reduced constantly by age, but it is also affected by long-term behavior; weight
gain and lack of exercise or quality sleep will, in the long run, reduce health. The opposite
behavior will improve health.

The simulated RWD are complemented with reports from questionnaires. Every
question is defined, together with a model that determines the answer the simulator should
give. The model equations are defined using any of the data produced by the simulator
(either measurements or reports), including their short- and long-term averages and trends.
For example, the answer to the “ability to perform the usual activities” question of the
EQ-5D-5L questionnaire is modeled with a mean value of

(100-{HEALTH_SHORT})/20 + {PAIN_SHORT} + {HEADACHE_SHORT} − {MOOD_SHORT} + 2

and a constant standard deviation of 0.5. Similarly, the answer to the mobility ability
question of the same questionnaire is modeled with a mean value of

5 − exp({STEPS}/3000)
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and the same constant standard deviation. In the above expressions HEALTH_SHORT,
PAIN_SHORT, HEADACHE_SHORT and MOOD_SHORT refer to the short-term averages
of the equivalent symptom, and STEPS refers to the total steps walked in that day.

The RWD simulator is implemented in Python and generates large amounts of data.
It stores RWD for every delta time interval in the Healthentia platform. It also stores all
simulated physical exercise sessions and all answers to questionnaires. For convenience, it
also generates a CSV file with daily aggregations of all generated RWD. It requires 80ms
on average to simulate a person-day on a seventh generation Intel i7 CPU. In Section 3.1.2,
it is used to simulate 812 days of 400 people.

3. Risk Assessment

Aspects of health can be assessed by single-element health indicators such as body tem-
perature. More elaborate indicators are composite ones that involve non-linear, albeit simple,
combinations of measurements, such as the body mass index (Garrow and Webster 1985).
Such indicators though are not enough to capture the health risk, especially in the long
term. In Section 2.1, we defined x as a vector of various measurements and F(x) as their
non-linear combination into a prediction of some aspect of risk assessment. Discovering
the non-linear combination function F is not done manually, resulting in an equation.
Instead, it is done using a machine learning algorithm that learns F from the measure-
ments x, yielding the metric to be evaluated for risk assessment. In machine learning
terminology, x is the feature vector and F is the discriminant function of the classifier
(Theodoridis and Koutroumbas 2008).

In this section we introduce classifiers for predicting the short-term variation of
outcomes related to the well-being, and we evaluate their performance. We then utilize
them for risk assessment and personalized coaching.

3.1. Classifiers for Short-Term Variation Prediction

Health-related outcomes have complex non-linear dependencies on the different
elements of RWD. We uncover these dependencies using classifiers. Since continuous
risk assessment needs to capture the dynamics of health-related outcomes, we focus on
predicting ranges of variations of these outcomes using classifiers, instead of predicting the
values themselves using regressors (Theodoridis and Koutroumbas 2008; Bishop 2006). The
selected classifier algorithm depends on the problem at hand, the most determining factors
being the size of the training set and the dimensionality of the feature vector. Classifiers
able to uncover non-linear decision surfaces are preferred, namely subclass linear methods
(Pnevmatikakis and Polymenakos 2009; Moghaddam 2002; Zhu and Martinez 2006), kernel
methods (Baudat and Anouar 2000), random forests (Breiman 2001) and (deep) neural
networks (Schmidhuber 2015).

3.1.1. Predicting Weight Variation

At first, we train a set of proof-of-concept classifiers for predicting if the weight of a
person is expected to increase or decrease in the short term, based on the RWD collected in
an interval of a week.

Actual RWD are used in training and testing the classifiers. The dataset is collected
using Samsung Health and is moderate in terms of different types of RWD collected (overall
steps, steps walked at a healthy pace, steps run, floors climbed, energy burned, sleep start
time, sleep end time and water intake), hence its depth is acceptable. The weight’s short-
term average of the previous week is also used as one of the feature vector elements for
predicting the reduction or increase in the weight in the next week. Using previous values
as part of the input to predict newer values of a quantity is typical in healthcare; see Ref.
(Guthrie et al. 2019), where the previous blood pressure is used to predict the improvement
in the blood pressure in the next period. Our dataset comprises 7 years of single-person
data. In the first two years there are no weight measurements, so this part of the data
is used just to establish the long-term averages and trends. This allows for 253 weeks
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of weight data. In total, 80% of the data are used for training and the rest for validation.
Due to the limitation of the dataset in terms of length (few weeks’ worth of vectors), there
is no possibility for an independent test set. Due to the extreme limitation in breadth
(only one person), the resulting classifier is just a proof-of-concept, with no generalization
expectations.

Random forest (Breiman 2001) classifiers are trained with a different but small number
of trees in the ensemble. The choices of both random forest and small ensemble are
again necessitated by the limited training set. The best classification rate of 67.9% is
achieved for just three trees in the ensemble. Shapley additive explanations (SHAP)
analysis (Lundberg and Lee 2017a, 2017b; Lundberg et al. 2020) is employed to establish
the impact of the different feature vector elements in the classifier decision (either positive
or negative), averaged over all feature vectors. The results are shown in Figure 3. The three
most important features in the prediction of the weight increase or decrease have to do
with trends of sleep duration, steps walked, and steps walked at a healthy pace. The actual
weight in the previous period comes fourth in importance.
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3.1.2. Predicting Well-Being Variation

To overcome the limitation in the existing dataset of actual RWD, we create a synthetic
one that is rich in all three dimensions: It captures all the RWD elements of Section 2.1.1, so
the depth is satisfactory. In total, 400 people are simulated for 3 months and 2 years each,
resulting in a dataset rich in breadth and depth. The first three months are used just to
allow long-term averages and trends to settle, and the remaining 2 years are used to form
the training (60%), validation (20%) and testing (20%) sets.

We first consider the ideal case wherein the short-term average of the health during
the previous week is one element of the feature vector for the prediction of its improvement
or not during the next week. Due to the length and breadth of the dataset, we train
both random forest classifiers (with up to large numbers of trees) and neural network
classifiers. The tuning of the number of trees in the random forest ensemble is shown
in Figure 4. The optimum classification rate of 76.6% is obtained with 256 trees, to be
contrasted with the mere 3 for the limited weight prediction dataset. The best neural
network was obtained with three hidden layers and rather high dropout between each
layer to constrain overfitting. In total, it has 125,825 trainable parameters. Its classification
rate is 76.9%, slightly better than the random forest counterpart.
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The impact of the different feature vector elements in the classifier decision (either pos-
itive or negative health variation), averaged over all feature vectors, is shown in Figure 5.
In contrast to the weight prediction, this time the previous state is the second most im-
portant feature. The trends in weight and energy burned conclude the three most clearly
important features.
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Unlike the weight variation case of Section 3.1.1, previous health estimates are not
available in realistic cases. There is a health self-assessment in the EQ-5D-5L quality of
life questionnaire, but this cannot be considered when coming from a simulator. In this
simulated case the “reported” health is actually a noisy version of the simulator’s internal
health variable, somewhat modified by another internal variable, the mood, to reflect the
person’s mood, resulting in optimistic or pessimistic estimations. As such, we also train
classifiers without the previous health information, expecting them to have rather reduced
performance. In actual deployments, the questionnaire answers will be trusted, leading to
a performance in between the two cases examined here.
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Both binary and tri-state classifiers are trained. The binary classifiers yield whether
the health is expected to improve or worsen. The tri-state ones are more suitable for risk
prediction since they yield whether health is expected to improve, remain approximately
constant, or worsen. The results are shown in Figure 6. In the binary case, the best random
forest performance is 67.1% (which, as expected, is lower than the 76.6% achieved by the
classifier considering previous health state too), achieved with 4096 trees in the ensemble.
The best neural network performance is significantly lower, at 65.3%. In the tri-state case,
the best RF performance is 58.2%, achieved with 2048 trees in the ensemble. The best neural
network performance is also 58.2%.
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network binary and tri-state performance is also shown for comparison.

The impact of the different feature vector elements in the binary random forest clas-
sifier decision, averaged over all feature vectors, is shown in Figure 7. Compared to the
counterpart that utilizes the previous health state, as shown previously in Figure 5, many
of the most important features are common (8 out of 10), having changed only in order. In
addition, there is no huge variation in the importance when the previous health is not used.
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3.2. Risk Assessment from Health Predictors

The outputs of the different classifiers can be used to assess the risk associated with
every customer. The assessments are long-term, i.e., they take into account all the classifier
decisions over time intervals that are very long. In this study, we calculate the long-term
averages of the different daily decisions with a memory length d equal to 180, corresponding
roughly to half a year. There are two such averaged outputs for binary classifiers and
three for the tri-state ones. In every case, the averages are run for the whole length of the
synthetic dataset (two years), and for each day of decision they sum to unity. At any day,
the risk is assessed as the sum of all the averaged positive outcomes from the beginning of
the dataset up to the date of the assessment, minus the sum of the negative ones. In the
tri-state case, the difference is normalized by the sum of the constant ones. The resulting
grade is multiplied by 100 and thus can be in the range of [−100, 100]. Obviously, risk
grades somewhat larger than zero correspond to people whose well-being outlook has
been mostly positive in the observation period, and risk grades somewhat smaller than
zero correspond to people whose well-being outlook has been mostly negative in the
observation period.

To evaluate the proposed risk assessment methodology, we generate an independent
set of 540 people from three equally split personality groups: the athletic personality
that likes indoors and outdoors exercising, and enjoys a good night’s sleep; the balanced
personality that equally possesses all six personality traits; and the gamer, who is all about
entertainment, mainly indoors, enjoys work and is not too keen on sleeping on time. The
daily evolutions of the average classifier outputs for the two years of observation for
the first person from each group are shown in Figure 8. Clearly, the athletic person is
doing great, and the balanced one quite good. The gamer is not worsening, but looks
rather stagnant.
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Figure 8. Averaged outputs of the tri-state random forest classifier with 2048 trees for the first athletic person (left) with a
risk grade after two years of 46.2, for the first balanced person (middle) with a risk grade of 15.2, and the first gamer (right)
with a risk grade of 2.9.

We assessed their risk grades after two years, and the resulting grade histograms are
shown in Figure 9. It is no surprise that the average risk grade for the athletic behavior type
is 12.9, for the balanced type it is 10.1, and for the gamer type it is 7.01. Note though that it
is not just the personality type that determines risk grade; the actual activities done do not
just depend on that, so there is quite a lot of spread in the risk of the different personality
types, as expected in real life.
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3.3. Personalized Coaching

SHAP analysis results have thus far been presented, averaged over the entire popula-
tion of feature vectors. The individual SHAP coefficients per feature vector are employed
to establish the per person importance of feature vector elements (i.e., lifestyle aspects) in
positive or negative well-being prediction. Thus, the elements of the feature vector of the
particular user with the highest positive or negative influence towards the desired outcome
of improvement of the user’s well-being are determined. Then, the person is coached about
these elements. The virtual coach selects the feature vector elements of strong influence
that are related to the user’s lifestyle. If they have strong negative influence, it coaches the
person to change behavior. If they have strong positive influence, it encourages the person
to keep up the good lifestyle in those aspects.

The SHAP analysis results for the individual feature vectors are shown in Figure 10.
Each row corresponds to a feature vector element and each dot in a specific row corresponds
to the value of that element in one of the feature vectors. The color of the dot indicates
that element’s value (from small values in blue to large values in red). The placement
of the dot on the horizontal axis corresponds to the SHAP value. Values close to zero
correspond to feature vector elements with negligible effect on the decision, while large
positive or negative values correspond to feature vector elements with large effects. The
vertical displacement indicates how many feature vectors fall into the particular range of
SHAP values. Thus, thick dot cloud areas correspond to many feature vectors.

Dots on the left correspond to feature values that direct one towards a prediction
that health is improving, while dots on the right suggest a worsening of the health. For
example, the refreshment consumption trend dots that are on the left are blue (small trend
values), purple dots (moderate trend values) are around the center, and red dots (large
trend values) are mostly on the right. As such, reducing the consumption of refreshments
leads to improved health outlook, while increasing it leads to a worse health outlook. The
situation is opposite for the sleep quality trend and the floors climbed trend.
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4. Personalized Insurance Products Pilot of INFINITECH

The personalized health insurance products pilot of the INFINITECH project
(Infinitech H2020 2020) is facilitating this research towards risk assessment by introducing
four phases, each targeting an aspect of the development of the risk assessment system for
health insurance companies.

The data collection phase of the pilot is running throughout the 30-month period of
the pilot. During this phase, the questions of what RWD to collect and how to facilitate
this collection using Healthentia (discussed in Section 2) are addressed. The proof-of-
concept phase (already ended) has provided an early validation of the decisions and
implementations with users from within the consortium partners. During that phase,
physical data and questionnaires were collected from 19 users.

The data sharing acceptance and usability study phase will soon provide an evaluation
of aspects of customer willingness to share data with their health insurer. It will also provide
the usability feedback, and might lead to a redesign of the data capturing process and
mobile application. The results of this phase will help the pilot prepare a system of low
dropouts at the final phase.

At the final service validation phase of the pilot, the system will be finalized, since
enough data will be available to train classifiers similar to those of Section 3.1.2, only this
time on real data, perhaps only augmented by synthetic ones. It will then undergo expert
evaluation by its end users, i.e., health insurance companies.

5. Conclusions

We have developed a system for RWD collection for the personalized health insurance
products pilot of INFINITECH, and the means to augment these RWD in the current early
stages of the pilot with synthetic ones. We then demonstrated how these RWD can be used
to train classifiers to predict variations in the important quantities for the lifestyle of a
person: their weight and their health outlook.

We employed the predictions of the health outlook variation classifier to build a
risk assessment system for health insurance professionals. The results of the system
are promising, but we also aim to address fraudulent behavior detection. In our future
research, we will be addressing fraud detection using a combination of technical means
(signal processing) and persuasion (offering the promise of well-being via coaching).

We used SHAP analysis of the health outlook variation classifier to understand the
overall important features, but also important features on a personal level, to drive a
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virtual coaching system. Only the explainable machine learning foundations of this virtual
coaching system have been discussed. The next steps of our research involve the creation
of a virtual coaching system that employs the derived important features for directing
actionable advice to actual people.

Most of this work has been based on synthetic data, and serves as a proof-of-concept.
This is the limit of the presented research, and hence we focus on the methodology to
derive the important lifestyle aspects for the classifiers, and not on what they are or the
lifestyle aspects designated as important by the classifiers. As actual data are coming in, the
classifiers will be retrained, and then we will be in a position to offer the risk assessment
service to the health insurance professionals, as well as coaching to their customers.
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