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Abstract: The aim of this paper is to assess the reliability of alternative default prediction models in
local conditions, with subsequent comparison with other generally known and globally disseminated
default prediction models, such as Altman’s Z-score, Quick Test, Creditworthiness Index, and
Taffler’s Model. The comparison was carried out on a sample of 90 companies operating in the Slovak
Republic over a period of 3 years (2016, 2017, and 2018) with a narrower focus on three sectors:
construction, retail, and tourism, using alternative default prediction models, such as CH-index,
G-index, Binkert’s Model, HGN2 Model, M-model, Gulka’s Model, Hurtošová’s Model, Model of
Delina and Packová, and Binkert’s Model. To verify the reliability of these models, tests of the
significance of statistical hypotheses were used, such as type I and type II error. According to research
results, the highest reliability and accuracy was achieved by an alternative local Model of Delina
and Packová. The least reliable results within the list of models were reported by the most globally
disseminated model, Altman’s Z-score. Significant differences between sectors were identified.

Keywords: financial distress; financial health; default models; credit risk; error rate; reliability

1. Introduction

In the current turbulently changing and uncertain economic environment, demand
on the reliability and validity of the tools used to predict companies’ financial health and
financial distress is growing. Using default prediction models to assess companies’ finan-
cial situation, and to separate prosperous from non-prosperous companies, or solvent from
insolvent ones, has become the standard. Default prediction models are primarily based
on the information provided by financial statements, transformed into ratios. Financial
statements are the basic, and sometimes the only, available source of information. Accord-
ing to Zalai et al. (2016), it is evident that the indicators of successful companies differ
significantly from indicators of non-prosperous companies several years before bankruptcy,
both at the absolute level and with regards to annual change. Default prediction models
aim to classify companies as future prosperous (solvent) or non-prosperous (insolvent)
companies (Zalai et al. 2016).

To assess the financial health or financial distress of companies, several well-established
default prediction models are being used on a global scale. These well-known models, such
as Altman Z-score (Altman 1983) or Quick Test (Kralicek 1993), are applied in different
local conditions, regardless of the specifics of the environment in which they originated
and the differences between the original business environment and the environment in
which they are applied. Yet, several alternative models are emerging in different regions
and localities, aiming to reflect the given market’s specifics and thus increase the reliability
and decrease the error rate of the company’s financial health assessment, e.g., Chrastinová
(1998), Delina and Packová (2013), Gulka (2016), and Hurtošová (2008). Authors of this
research paper are focused on testing the reliability and error rate of such alternative
models in local conditions and comparing this reliability with the reliability of the most
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used standard prediction models in specific local conditions. When selecting a locality, the
criterion of a high concentration of alternative models in the given locality was applied,
i.e., a high number of alternative prediction models compared to the size of the market
in which they are being applied. From the spectrum of European national markets, the
Czech and Slovak Republics were chosen as transition economies, in which several default
prediction models have been published. In both countries, it is possible to identify a similar
structure of financial accounting, which allows the comparability of economic content of
indicators applied in default prediction models, comparable capital structure of companies
due to the absence of developed capital market, as well as similar legislation governing
corporate bankruptcy. These attributes are similar in several transition economies (such as
Poland, Hungary, Russia, Ukraine, the Baltic countries, etc.) because they resulted from the
same economic system. The predominant legal form of businesses in the Slovak Republic
are limited liability companies and joint stock companies which are required by law to
book the share capital, which largely affects the equity structure. Most of these entities
are required to prepare financial statements in accordance with the Accounting Act (NC
2002) and further detailed accounting procedures with a clear definition of the content
of each accounting item, which differ to some extent from accounting items presented in
other accounting standards, e.g., IFRS or US GAAP. A specific element included in Slovak
legislation is the legal regulation of the company in crisis, which is defined as the ratio of
equity to liabilities lower than 0.08 (NC 1991).

Eight alternative default prediction models were identified in Slovak market, while
IN group models were taken from the Czech market and were tested on a sample of 90
companies from three different industries. The reliability and error rate of these models
were evaluated and compared to the reliability and error rate of standard prediction
models such as Altman’s Z-score, Quick Test, Binkert’s Model, Creditworthiness Index, and
Taffler’s Model. Research has shown high reliability of some alternative default prediction
models, which were designed in local conditions. The highest reliability and accuracy
was achieved by an alternative local Model of Delina and Packová. However, it should be
emphasized that a large group of unreliable models within the group of alternative default
prediction models were identified. This subset of models was excluded from further testing.
The least reliable results within the final list of models were reported by the most globally
disseminated model, Altman’s Z-score. In contrast, the Quick Test, as one of globally well
disseminated models, achieved a high ranking as it reported low error rates, for both type
I and type II errors. While Index IN05, one of the most applied models in Slovak Republic,
showed its ability to correctly classify non-prosperous companies, the overall rating of this
model was low as it reported a high type II error rate. Significant differences in reliability
were identified across the spectrum of alternative default prediction models, but also across
economy sectors.

The following section focuses on a literature review of default prediction models and
an overview of previous research in the field of evaluating the reliability of these models.
The next section is dedicated to research design, where the research goals, methods, and
procedures are described. The main research results are presented in Section 4, separately
for each category of companies. The research results are supplemented by general findings.
Partial analytical results are listed in appendices. These results are further discussed in
Sections 5 and 6 draws conclusions.

2. Literature Review

The scientific literature provides a very wide range of default prediction models for
assessing the financial health and financial distress of companies. The reliability of these
models is the subject of research of many scientists. In the following section, the latest
global scientific efforts to test the reliability of default prediction models are summarized.
Given the main goal of this research, this paper is primarily focused on local models created
in the Slovak and Czech Republic, which are not generally known. Subsequently, selected
globally disseminated models are briefly described, the reliability of which was further
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compared with alternative default prediction models. At the end of this section, results of
previous studies are summarized.

In the CEE (Central and Eastern Europe) region, due to the geopolitical situation
and the introduced economic system, the issue of default predictions started to be the
subject of research starting in 1990s. Prusák (2018) analysed the level of advancement in
these countries and came to conclusion that the most advanced research in this area is
conducted in Visegrad countries (Czech Republic, Slovak Republic, Poland, Hungary),
Estonia, and Russia. Kristóf and Virág (2020) conducted a comprehensive analysis based on
30 years of Hungarian empirical results and concluded that, considering the validity of a
key theoretical finding that no bankruptcy prediction model might function independently
of time, space, and economic environment, it is not recommended to apply bankruptcy
models on Hungarian companies that were developed on a foreign sample. This conclusion
was confirmed by Singh and Mishra (2016), based on their research on a sample of Indian
companies. Korol (2019) applied logistic regression and multilayer perceptron to predict
bankruptcy using tax arrears’ information and came to conclusion that models created
indicate that shortly before bankruptcy, tax arrears’ models outrun the financial ratio-based
models in terms of accuracy. The accuracy reduces when further periods before bankruptcy
declaration are considered. The highest accuracy is obtained by using tax arrears and
financial ratios simultaneously.

There are two parallel sources of default prediction models being used in the Slovak
Republic, i.e., widely disseminated models and alternative models considering the specifics
of the Slovak business environment. The following Table 1 presents a basic overview of
default prediction models published by Slovak authors.

Table 1. List of local default prediction models.

Title Year of
Origin Author Method,

Characteristics Sector Size, Legal
Form

Number of
Companies

CH-index 1 1998 Chrastinová, Z.

Multidimensional
discriminant

analysis,
bankruptcy model

agriculture unspecified unspecified

Model of
Binkert 2 1999 Binkert, Ch.

Multidimensional
discriminant

analysis, financial
situation

forecasting model

production,
services, trade

joint-stock
companies 1550

Model of
Hurtošová 3 2009 Hurtošová, J. Logistic regression,

rating model
non-financial

SME’s

excluded very
small and very

large
companies

427 from the
bank’s client

database

G-index 4 2002 Gurčík, L.
Multidimensional

discriminant
analysis

agriculture unspecified 60

Model of Delina
and Packová 5 2013 Delina, R.;

Packová, M.
Regression analysis,
bankruptcy model unspecified unspecified 1560, of which

103 bankrupt

HGN Model 6 2014
Hyránek E.;

Grell, M.; Nagy,
L.

Multidimensional
discriminant

analysis,
creditworthy

model

production,
services, trade

regardless of
the legal form 260
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Table 1. Cont.

Title Year of
Origin Author Method,

Characteristics Sector Size, Legal
Form

Number of
Companies

M-model 7 2014 Harumová, A.;
Janisová, M.

logistic regression,
scoring model unspecified

small and
medium-sized

companies

53,206 company
data for 3 years

Model of Gulka
8 2016 Gulka, M logistic regression

all
non-financial
corporations

unspecified unspecified

Source: Own processing according to (1 Chrastinová 1998; 2 Zalai 2000; 3 Hurtošová 2008; 4 Gurčík 2002; 5 Delina and Packová 2013;
6 Hyránek et al. 2018; 7 Harumová and Janisová 2014; 8 Gulka 2016).

A more detailed look at the construction of alternative default prediction models and
the criteria used to evaluate the financial health and financial distress of companies is listed
in Appendix A (Table A1).

The most frequently used default prediction models in Czech Republic are IN group
models (Index IN95, Index IN99, Index IN01, and Index IN05), created by Neumaierová
and Neumaier (2005), adapted specifically to the local conditions of the Czech market. The
construction base of these models is similar to the Altman’s Z-score. It contains standard
ratios measuring the activity, profitability, financial leverage, and liquidity. Over the 50
years since the publication of the Z-score model for predicting firm financial distress and
bankruptcy, many practitioner applications have emerged, not to mention the enormous
number of scholarly works that have utilized the Altman model as a reliable and easily
replicable benchmark (Altman 2002, 2018; Altman et al. 2017). The subject for testing was
the latest version of these models, i.e., Index IN05.

Various Czech and Slovak agencies and credit risk advisors dealing with the issue of
financial health and financial distress of companies operating in local conditions are usually
using globally disseminated default prediction models, such as Altman’s Z-score, Quick
Test, Creditworthiness Index, Binkert’s Model, and Taffler’s Model. A more detailed look
at the construction of globally disseminated default prediction models and the criteria used
to evaluate the financial health and financial distress of companies is listed in Appendix B.
These models, together with IN group models, were also the most frequently tested models
in various publications discussed below.

Sušický (2011) investigated in his work the hypotheses that Czech bankruptcy models
are not more successful than foreign bankruptcy models when applied to companies
operating in local conditions, and whether it is possible to choose the so-called universal
bankruptcy model that would be always successful in predicting the bankruptcy of a
company, regardless the industry in which the company operates. This author tested
Altman’s Z-score, ZETA, IN99, IN01, IN05, and Taffler’s Model on companies in five Czech
economy sectors (agriculture, food industry, motor vehicles, metal structures, energy).
The data analysis confirmed the hypothesis that Czech bankruptcy models are not more
successful in predicting companies’ financial health in local Czech conditions than foreign
bankruptcy models. The hypothesis that there would be a bankruptcy model that would
always be successful regardless the industry was not confirmed.

Delina and Packová (2013) verified in their research the explanatory value of Altman’s
model, Creditworthiness Index, and IN05 Index. This research was conducted on a sample
of 1560 companies operating in Slovak conditions. The authors state that out of the analysed
number of 1560 companies, 103 companies went bankrupt, representing 8.33% of the total
sample. By testing accuracy, they found that Altman’s Z-score showed the worst results in
all categories (first-degree error, accuracy). Based on their research, Delina and Packová
concluded that the results were not satisfactory, and these models are not suitable for
testing in the Slovak business environment.

Machek (2014) analysed Kralick’s Quick Test, Taffler’s Model, IN99, and IN05, Alt-
man’s Z-score and the prediction ability of these models in the conditions of Czech compa-
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nies with more than 10 employees for the period of 2007 to 2012. He found cases in which,
based on the examined models’ results, it was possible to correctly predict companies’
default up to 5 years in advance. He found that IN05 and IN99 gave the best results, as did
Altman’s Z-score. The ability to predict default using Taffler’s Model and Kralick’s Quick
Test was limited.

Čámská (2014) mapped individual models and approaches for predicting corporate
bankruptcies, which were preferentially used, or which are currently used in the Czech
Republic and similar transition economies, whether created in these economies or taken
over from advanced economies. Testing of 40 models was carried out in three sectors: metal
manufacturing and metalworking products, except machinery and equipment (CZ-NACE
25); machinery and related equipment manufacturing (CZ-NACE 28); and construction
(CZ-NACE F). Čámská classified these models as successful and unsuccessful based on
quantifying 1st and 2nd type errors and subsequently further evaluated the compliant
models based on the ROC curve and its corresponding AuROC coefficient. Testing models
in different sectors of the economy has shown different reliability within different sectors.
Čámská and Klečka (2020) published the research results comparing the partial results
on a same sample of companies from the time of the recession in 2012 to the results of
18 models in 2017, the time of expansion. The research results confirmed the expectation
that companies generally achieve better financial scores in times of economic expansion,
both in the group of solvent and insolvent companies. Therefore, it is unnecessary to
insert macroeconomic indicators directly into the models. However, the information users
should assess financial health in the context of overall economic conditions, including
macroeconomic and industrial development, esp. the phases of the economic cycle.

Režňáková and Karas (2015) presented the research results of the Altman model’s
discriminative ability. They dealt with the applicability of models that originated in another
environment or in a different period. Testing the Altman model’s accuracy on a sample of
data from industrial companies operating in Visegrad 4 countries showed that the original
model works with lower statistical accuracy than stated by the author and with a high
proportion of unclassified companies. The researchers also found that by re-evaluating
the weight of each model’s coefficients and the grey zone boundary based on conditions
specific to each V4 country while maintaining the model variables, it is possible to increase
the distinctive ability of the model, i.e., the ability to distinguish failing businesses from
prosperous ones correctly. Režňáková and Karas also considered the differences in financial
statements and the methodology of financial reporting in V4 countries to be the cause of
the presented research results. These differences in the structure of financial statements
are interrelated with key macroeconomic indicators, such as interest rate, level of tax rates,
wage level, access to capital markets, etc.

A study of Gavurová et al. (2017), in which the authors focused on the evaluation of
four bankruptcy prediction models in the Slovak business environment, also compared the
most frequently used models. The following models were verified on a sample of 700 Slovak
companies: Altman’s Model, Ohlson’s Model, IN01, and IN05 Index. According to authors,
the uniqueness of their research lies in the validation and evaluation of the accuracy of
the bankruptcy models at three levels: overall accuracy, the accuracy of the bankruptcy
prediction and the accuracy of the prospecting company’s forecast, thus ensuring greater
objectivity in evaluating these models. Gavurová et al. (2017) considered IN05, which
proved the highest prediction ability of bankruptcy, to be the most suitable model for local
conditions.

Valášková et al. (2017) tested models created for the agricultural sector. The authors
compared CH-index and G-index models, which were defined for Slovak agricultural
companies, with Altman’s Z-score. Only the G-index, which complied with the tested
sample of agricultural companies, passed this test, as it was the only one to reach the limit
value for assessing the classification ability and prediction accuracy of models (Valášková
et al. 2017).
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Bakeš and Valášková (2018) verified the prediction models created in Slovakia, namely:
Ch-index, Binkert’s Model, G-index, Hurtošová’s Model, Delina and Packová’s Model,
and Gulka’s Model—on a sample of 266 companies from a selected economic sector (the
article does not specify which one). The authors used the criteria set by the Commercial
Code (a company in crisis) and the Bankruptcy and Restructuring Act, as well as economic
criteria—the same approach as Valášková et al. (2017) applied in previous research, to
select companies and classify them as prosperous and non-prosperous. According to the
above evaluation, Model proposed by Delina and Packová and Binkert’s Model achieved
an ideal classification ability, as they were able to determine the company’s prosperity
with an accuracy of 98.3%. Research of Kováčová and Kubala (2018), working at the same
faculty, was carried out on the same basis. To define a non-prosperous company, they
used the same basis as the authors in the last two types of research (described above). For
testing, they selected models using discriminant analysis: Altman’s Z-score (Altman 2018),
Creditworthiness Index, IN05 Index, Taffler’s Model (Taffler 1983), CH-index, G-index, and
tested them in the conditions of the Slovak Republic. The models’ verification was carried
out on a sample of 400 prosperous companies and the same number of non-prosperous
companies. The source of data was the database of financial statements reported in 2016.
A different sample of the assessed companies (despite the same criteria of the initial
classification of companies and the same research methodology) caused that in the case of
the Ch-index and G-index, significantly different prediction abilities were found.

The following research from the same faculty and period can be assigned to both
previous studies, as it used the same parameters to classify the input sample of companies
and a similar methodology, in which errors of type I and II were assessed. The research was
carried out by Siekelová et al. (2018) based on the data from financial statements for the
accounting periods 2016 and 2017 on a sample of 500 companies, from the following sectors:
wholesale and retail, repair of vehicles and motorcycles (125 companies), construction (101
companies), industrial production (83 companies), accommodation and food services (69
companies), information and communication (55 companies), and other (67 companies).
Based on the defined conditions, out of a sample of 500 companies, 383 companies were
classified as prosperous and 117 companies as non-prosperous. Following models were
tested: Model of Jakubík and Teplý, Hurtošová’s Model, Gulka’s Model, and IN05 Index.
The IN05 Index (88.40%), Hurtošová’ Model (79.80%), and the Model of Jakubík and Teplý
(79.60%) had the highest prediction ability, while the Gulka’s Model (76.80%) had the
lowest, but still acceptable, prediction ability. The study did not describe the results of
investigated models’ prediction ability for each industry separately.

One of the main determinants causing differences in the results of prediction models
testing is an incomparable set of tested non-prosperous companies, created by differently
set criteria for selecting these companies. In their research, many authors consider non-
prosperous companies to be companies that are in bankruptcy based on the rules of the
relevant legislation. Many authors considered in the comparative sample non-prosperous
companies to be companies that were declared bankrupt, e.g., Čámská (2014), under Czech
Act no. 182/2006 Coll. on Bankruptcy and its Resolution (Insolvency Act), as well as
Delina and Packová (2013), Gulka (2016), Mihalovič (2018) under Slovak Act no. 7/2005
on bankruptcy and restructuring. When testing the models, Sušický (2011) considered not
only the declaration of bankruptcy as a state when the company becomes insolvent as an
essential base for classifying companies into prosperous and non-prosperous, but he also
included companies in liquidation, companies in preliminary administration, companies
in settlement and companies under sequestration (according to the Czech legislation). It is
necessary to understand that the legislation governing the bankruptcy differs from country
to country, which means that the companies’ classification based only on legislative criteria
without using relevant economic indicators necessarily leads to different results.
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3. Research Design

The aim of this paper is to assess the reliability of alternative default prediction models
in local conditions, with subsequent comparison with other generally known and globally
disseminated default prediction models. The partial goals supporting the fulfilment of the
main goal were:

• compare the results of locally originated default prediction models with globally
accepted models,

• compare the explanatory value of these models among selected sectors,
• evaluate the applicability of examined models for predicting companies’ financial

distress, considering the sector of economy.

The explanatory value of the selected default prediction models was tested on a
specific sample of 90 companies over the period of 3 years (2016, 2017, 2018). Due to
the models’ inability to consider the systematic risk and the occurrence of extraordinary
events, such as the COVID-19 pandemic and the related structural changes in economy,
the pre-pandemic research period was selected. No significant deviations were observed
during the period considered. The FinStat and Credit Bureau Slovakia databases were
used to select a sample of companies. The essential selection of the sample was carried out
according to precisely defined criteria:

• SME’s (small and medium-sized companies) defined in terms of categorising business
entities according to the size following the European Commission’s recommendation
2003/361/EC effective from January 2005, (less than 250 employees, and turnover less
than EUR 50 million);

• companies accounting in the double-entry bookkeeping system following Act no.
431/2002 Coll. on Accounting and MEASURES of the Ministry of Finance of the Slovak
Republic of 16 December 2002 no. 23054/2002-92 specifying details of accounting
procedures and a general chart of accounts for businesses accounting in the double-
entry bookkeeping system;

• companies with the legal form of a limited liability company.

Regarding the accuracy and purpose of the research, the first selection of sectors
was conducted based on the general relevancy of the sector, especially the size of busi-
nesses operating in sector, employment, share of GDP, and a higher risk of insolvency and
bankruptcy. The final selection was based on the following criteria: number of enterprises
in the sector, the average share of liabilities, and the survival rate (the share of companies
operating in the sector at least for 5 years on the total number of entities established at
the initial period). The highest number of enterprises was recorded in the services sector
(46.10%), retail sector (19%) and construction sector (17%). The highest share of liabilities
in 2018 was recorded in retail sector (65.16%) and construction sector (54.80%). The lowest
survival rate (SBA 2019) was recorded in construction sector (37.4%) and services sector
(41.2%). Based on these results, three sectors were selected, namely construction sector,
retail sector, and services. Services sector contains a wide range of business activities. It
was therefore necessary to reduce the internal heterogeneity by focusing on a narrower
range of business activities. Out of the services sector, subset of companies operating in
tourism was selected.

To create a sample of companies, the following criteria were applied:

• Annual sales from 30 thousand up to 50 mil. EUR. The intention of setting the lower
limit was to eliminate non-operating companies and very small companies. The
upper limit represents the constraint for classifying a company as SME (small and
medium-sized enterprise).

• Type of ownership—private domestic.
• Date of the business establishment no later than 31 December 2014. The period

considered in this research was three accounting periods (2016, 2017, and 2018),
during which the stability of the company was assessed, by analysing continuous
development of sales and economic results. Start-ups could report very specific results
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during the initial year. This factor could greatly distort the research results. Therefore,
only companies operating more than 1 year were assessed. The other reason for
setting this criterion is the definition of a company in difficulty (EC 2014a), according
to which businesses that exist less than three years are excluded from this category.
The research period (2016, 2017, and 2018) was not affected by the systematic risk, the
source of which was the global pandemic.

• Number of employees up to 250. This criterion represents an upper limit for classifying
a company as SME.

Within the focus and needs of research, companies meeting the above criteria were
divided into three groups, reflecting the local legislation, namely non-prosperous com-
panies, companies in difficulty, and prosperous companies. It was crucial to properly
define companies in difficulty. For this purpose, following legislation was applied: (EC
2014a) Communication from the Commission—Guidelines on State aid for rescuing and
restructuring non-financial undertakings in difficulty (2014/C 249/01), and (EC 2014b)
Commission Regulation (EU) No 651/2014 of 17 June 2014 declaring certain categories
of aid compatible with the internal market in application of Articles 107 and 108 of the
Treaty Text with EEA relevance. Based on this legislation, non-prosperous companies are
companies with negative equity, companies in difficulty are companies with equity less
than half of a share capital as the amount of money invested by its owners in exchange for
shares of ownership. Prosperous companies could be therefore defined as companies with
the equity higher than a half of share capital.

Based on the above described procedure, prosperous from non-prosperous compa-
nies were separated. However, applying this procedure a target sample of prosperous
companies has not being created yet. Defining prosperous companies as companies with
equity higher than a half of their share capital cannot be considered as sufficient. According
to Brealey et al. (2016), liquidity and profitability are the two basic financial goals of a
company, which in mutual interaction demonstrate the solvency and the ability to achieve
financial results. Therefore, the second level liquidity as the first indicator was selected.
This indicator is calculated as the sum of financial accounts and short-term receivables
divided by short-term liabilities. This indicator is also known as quick liquidity. It ex-
presses the ability to cover short-term liabilities of the company with financial accounts
and short-term receivables (Zalai et al. 2016). The median of this indicator ranged in 2018
from 0.88 in tourism sector to 1.32 in construction sector. The lower limit of the interval for
the 2nd level liquidity was therefore set to 1.0. As the profitability indicator, the Return on
Sales (ROS) was applied, calculated as EBIT divided by total sales. The acceptance interval
was chosen at the level of the upper quartile for each sector separately (3.78% in tourism
sector, 4.01% in construction sector, and 9.22% in retail sector). A random sample was
made from such a narrowed sample of prosperous companies.

From the processed data of a total sample of 11,168 small and medium-sized enter-
prises operating in the tourism, construction, and retail sector, which were active in 2018
(reported sales higher than 30,000 EUR), up to 23.13% of companies reported negative
equity. Most companies with negative equity occurred in 2018 in the tourism sector—up
to 35.07%. The construction sector reported the lowest share of companies with negative
equity—up to 15.70%. The finding of such a high share of companies with negative equity
operating in these sectors is alarming. This finding emphasizes the need for reliable and
accurate default prediction models that could be applied in local conditions. The research
design respects the fact that companies, especially limited liability company, can be set
up with almost no equity. The selected sample of non-prosperous companies includes
only those companies, which reported positive equity in 2016 and 2017, but the declining
trend in the value of this indicator resulted in negative equity in 2018. The fact that only
those companies that were established by the end of 2014 at the latest were selected is not
affected. A random sample was applied from such a narrowed sample of non-prosperous
companies.
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The structure of total sample gathered applying this criteria for the 2018 year is
presented in Table 2.

Table 2. Share of prosperous and non-prosperous companies in selected sectors in 2018.

Economy Sectors Business Categories Initial Categorization
(Legislative Criteria) in 2018 [n]

Final Categorization (Passing
Additional Criteria) in 2018 [n]

Tourism sector

Non-prosperous companies 955 158

Companies in difficulty 158 158

Prosperous companies 1610 399

Construction sector

Non-prosperous companies 758 165

Companies in difficulty 154 154

Prosperous companies 3917 881

Retail sector

Non-prosperous companies 870 45

Companies in difficulty 85 85

Prosperous companies 2661 496

Total

Non-prosperous companies 2583 368

Companies in difficulty 397 397

Prosperous companies 8188 1776

Source: Own processing; based on data extracted from the FinStat database.

Selecting a proper sample of companies by applying above stated selection criteria,
thus ensuring consistent sample within the category and significant differences between
categories, was a prior interest. Resulting sample may not be large and therefore could
be considered as a research limitation. 270 observations (90 companies × 3 years) were
applied, resulting in 3 510 estimations (13 models × 270 observations).

The research methodology offers various ways of compiling a sample (Tomšik 2017).
A multistage selection was applied, based on a hierarchical description of the elements of
the base set. These elements were specified by gradual selections through higher selection
units. Gradual selections were compiled using cluster selection. Clusters were designed
to be homogeneous within and heterogeneous between groups in relation to testing the
reliability and accuracy of default prediction models. The generalizability of research
results is linked to this deliberate sample.

Based on the success rate of each default prediction model to correctly classify non-
prosperous companies within the applied sample (1 minus type I Error rate), the confidence
interval of the model for the base set was determined. If significance tests are available for
general values of a parameter, then confidence intervals can be constructed by including
in the 100% confidence region all those points for which the significance test of the null
hypothesis that the true value is the given value is not rejected at a significance level of
(1 − p) (Cox and Hinkley 1974).

The research was focused on testing the reliability of default prediction models created
in local conditions using statistical methods. The focus was on comparing alternative
default prediction models which originated in local conditions with each other and further
comparing these alternative models with well-known and globally used models.

The models’ quality was verified using tests of the significance of statistical hypotheses
and quantification of type I and II errors. Neyman and Pearson (1928) identified two sources
of errors, the error of rejecting a hypothesis that should have not been rejected, and the
error of failing to reject a hypothesis that should have been rejected. There are errors (I) we
reject H0 [i.e., the hypothesis to be tested] when it is true, and (II) we fail to reject H0 when
some alternative hypothesis H1 is true. Neyman and Pearson (1933) call these two kinds of
errors type I and type II error.
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This method is often used to verify the explanatory value of scoring, credit risk, and
bankruptcy models. The following test results occur when verifying statistical hypotheses
(Kováčová and Kubala 2018):

• True Positive, TP—the test result matches the correct result; there is a positive match
in this case. This means that the company was correctly classified as healthy.

• True Negative, TN—the test result matches the correct result; there is a negative match
in this case. This means that the company was correctly classified as unhealthy.

• False Positive, FP—the company was incorrectly classified as healthy and belonged to
the unhealthy group.

• False Negative, FN—the company was incorrectly classified as unhealthy and be-
longed to the healthy group.

The results of the model estimates are visually interpreted as shown in the Table 3.

Table 3. Contingency table showing the number of positive and negative tests and type I and II errors.

Estimates (Results Provided by Model)

Healthy Unhealthy

Reality
Healthy True Positive (TP) False Negative (FN)—type II error

Unhealthy False Positive (FP)—type I error True Negative (TN)

Source: Own table processed according to (Lee et al. 2009).

The main measures used to evaluate default prediction models are accuracy and F1
score.

Accuracy is a measure of all correctly identified cases, most used when all classes are
equally important. It is calculated as the ratio of correctly predicted classifications to the
total set of test data. The numerical value of accuracy represents the proportion of true
results (both true positive and true negative) in the selected population (Zhu et al. 2010).

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

All tested observations are the sum of true positive, true negative, false positive,
and false negative cases. It is expressed on a scale of 0 to 1, with higher meaning better.
Accuracy adj., also known as Accuracychance or Cohen’s Kapa, was used to interpret the
results, applying the following calculation.

Accuracy adj. =
Accuracy − Pe

(1 − Pe)
, (2)

where (Cohen 1968) Pe is the probability of a chance detection for the given data set. Pe
can be interpreted as normalizing the accuracy from the range [0,1] to [pchance 1], where
pchance is the accuracy expected by random guess given a test subset (i.e., 1 M in an M-class
classifier). Pe (Berthold et al. 2020) is the probability of the raters to agree by chance

pe = ppos + pnes (3)

ppos =
TP + FN

n
× TP + FP

n
(4)

pnes =
TN + FP

n
× TN + FN

n
, (5)

when n is the number of instances in the data set.
Though accuracy provides a single simple number for diagnostic performance, it is

often too simple and must be interpreted with considerable caution (Metz 1978).
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The F1 score (Chicco and Jurman 2020) is the most used member of the parametric
family of the F-measures, named after the parameter value β = 1. F1 score is defined as the
harmonic mean of precision and recall. The calculation formula is as follows.

F1 =
2 × (precision × recall)

precision + recall
(6)

whereas for precision : precision =
TP

TP + FP

and for recall : recall =
TP

TP + FN
F1 ranges in [0, 1], where the minimum is reached for TP = 0, that is, when all the

positive samples are misclassified, and the maximum for FN = FP = 0, that is for perfect
classification (Chicco and Jurman 2020).

A false positive test result means that the model identifies the bankrupt company as
a healthy company, which in practical use causes risk and increased costs (bankruptcy,
default, etc.) By taking completeness into account with the F1 score, the reported risk can
be minimised.

The overall assessment of the models considers other statistical categories:

• The sensitivity (Steward 2019) of a test is also called the true positive rate (TPR) and
is the proportion of samples that are genuinely positive that give a positive result
using the test in question. The test that correctly identifies all positive samples is very
sensitive. The test that detects only part of the positive samples would be deemed to
have lower sensitivity as it is missing positives and giving higher a false negative rate
(FNR). Referred to as type II errors, false negatives are the failure to reject a false null
hypothesis (the null hypothesis being that the sample is negative).

• The specificity (Steward 2019) of a test, also referred to as the true negative rate
(TNR), is the proportion of samples that test negative using the test in question that are
genuinely negative. The test that identifies all healthy as being negative is very specific.
The test that incorrectly identifies part of healthy panel as having the condition would
be deemed to be less specific, having a higher false positive rate (FPR). Referred to
as type I errors, false positives are the rejection of a true null hypothesis (the null
hypothesis being that the sample is negative).

The test can be very specific without being sensitive, or it can be very sensitive without
being specific. Both factors are equally important. A good test is a one that has both high
sensitivity and specificity (Zhu et al. 2010). Sensitivity and specificity are conditions for
usefulness. The higher the sensitivity and specificity, the smaller the number of false
positive and false negative tests, the more useful the model.

Furthermore, this metrics (Trevethan 2017) should not be regarded as unquestionably
valid and fixed attributes of a test: the values depend on how stringent the test is and
the prevalence of the target condition in the sample of businesses used in the analysis.
As a result of these complexities, it is sometimes necessary to examine the validity of
measurement procedures within both the reference standard and it might also be necessary
to question the stringency of the test and to ensure that there is a match between the
samples that were used for assessing the test and the businesses subsequently being tested.

4. Results

On a sample of selected companies in the tourism, construction, and retail sectors,
predictions using alternative default models were calculated, and companies were assigned
the relevant classification zone using the original methodology developed by model’s
author. Results of Binkert’s Model, Altman’s (Revised) Z-score (Altman 2002), IN05
Index, Quick Test, Creditworthiness Index, and Taffler’s Model were taken into research
as presented by FinStat database and included in testing as well as alternative models—
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Hurtošová’s Model, Ch-index, G-index, Model of Delina and Packová, Model M, HGN
model, and Gulka’s Model.

The Accuracy Adj. model (Appendix C) and the success rate of the F1-score (Appendix D)
were used as the primary measures for the assessment of default prediction models. The
accuracy of the prediction adjusted for the effect of a random match (Pe) was calculated
overall for all categories of business success. Accuracy adj. is expressed on a scale of 0 to 1,
where a higher value means a better explanatory value of the model.

The average of the Accuracy adj. (Appendix C) for the entire monitored period from
2016 to 2018 reached satisfactory values only in the case of the Model of Delina and Packová.
The models’ prediction power is increasing towards the final period—2018. The overall
average of the models is negatively affected mainly by worse results of predictions of
non-prosperous companies, which in 2016 and 2017 were less reliable, as companies were
included in the sample of non-prosperous companies based on financial results reported in
2018, and the condition for inclusion was that the companies did not have negative equity
in 2016 and 2017.

The models’ overall success rate was positive in 2018 for only four models: Model
of Delina and Packová, Gulka’s Model, Creditworthiness Index, and Quick Test, which
achieved the correct classification of companies in more than 50% of cases. However, the
overall success rate of less than 70% cannot be considered satisfactory; therefore, the Model
of Delina and Packová and the Model of Gulka can be considered the only models generally
applicable for testing companies in Slovak conditions. One year and two years before the
decline, only Model of Delina and Packová reached more than a 50% success rate. In 2017
it reached 70%, and in 2016 it reached 53.3%, which, however, can no longer be considered
a satisfactory result.

The F1-score (Appendix D) is a measure of the success of testing the predictive ability
of models calculated from the results of Sensitivity and Precision for the target category
of non-prosperous companies. Sensitivity and Precision are listed in Appendix E for each
year and economic sector.

Using the F1-score (Appendix D), the Model of Delina and Packová was also evaluated
as the most successful one, being successful for all three monitored periods (2016, 2017,
and 2018). Model of Gulka was successful in 2018, and the Creditworthiness Index and
G-Index also achieved satisfactory results.

When analysing the results of statistical research, it was found that some models are
not able to distinguish non-prosperous companies from prosperous companies in certain
circumstances. It is worth noting the zero values of Accuracy adj. and the F1 score for the
Hurtošová’s Model and CH-index. These values were also confirmed by testing it with
an F1 success rate. Altman’s Z-score reached surprisingly low values. According to our
research, the HGN2 Model and M-model can be considered as models that are not suitable
for general use for all considered categories.

Hurtošová’s Model classified almost all companies as prosperous companies, and
therefore it did not show any distinctive ability. The authors of the HGN2 model focused
only on assessing and predicting the financial situation of prosperous companies. Non-
prosperous companies were excluded in the process of structuring the model, which was
one of the reasons for its inability to correctly classify non-prosperous companies. This
model classified non-prosperous companies as prosperous companies. Furthermore, the M
model showed its distinctive ability only in the assessment of prosperous companies and
could not correctly classify non-prosperous companies. The CH-index classified all tested
companies, including prosperous and non-prosperous companies, into the grey zone. In
his study, Gurčík (2002) concluded that the grey zone of the CH-index is too broad, which
reduces its explanatory power. Sušický (2011) also states in his study that according to
Kopta (2006), the explanatory power of the CH-index was the lowest because this model
correctly classified only 0.9% of companies in the analysed sample among non-prosperous
companies. All other companies, which accounted for 99.1%, were included in the grey
zone. Of the prosperous companies, the CH-index included 89.7% of companies in the
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grey zone, i.e., only 9.3% were classified correctly. Řezbová (2001) recommended using the
CH-index with caution and made several adjustments to the model. In our research, the
original model was used, and the authors’ objections were confirmed.

Unsatisfactory reliability results of the examined models were the reason why, in
addition to the overall statistical analysis performed in the first phase of the research,
where the total reliability and F1 score of the examined models were evaluated, another
phase followed, in which reliability and error rate were evaluated separately for each
category of companies and results of models for individual sectors were compared.

4.1. Testing Prosperous Companies

By comparing the results of models for given economy sectors, slight differences
were found. Values less than 0.5 are highlighted as red numbers in following tables. A
value of 0.5 represents the probability of random selection; therefore, this value and less is
considered an incorrect result of the company’s financial health assessment and the model
does not have an adequate explanatory value for the given category.

The prediction power of models in the case of prosperous companies operating in
tourism sector was slightly lower than for the construction and retail sectors, the results
of which were almost identical. Table 4 presents the results of testing default prediction
models on prosperous companies in tourism sector in the period from 2016 to 2018.

Table 4. Results of testing default prediction models on prosperous companies in tourism sector in 2016–2018.

Model
Number of Correct Tests Accuracy Misclassification Rate

2016 2017 2018 2016 2017 2018 2016 2017 2018

Model of Hurtošová 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

CH-index 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

G-index 5 4 6 0.50 0.40 0.60 0.50 0.60 0.40

Model of Delina and Packová 8 8 9 0.80 0.80 0.90 0.20 0.20 0.10

M-model 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

HGN model 10 9 8 1.00 0.90 0.80 0.00 0.10 0.20

Model of Gulka 8 10 10 0.80 1.00 1.00 0.20 0.00 0.00

Altman Z-score 4 5 5 0.40 0.50 0.50 0.60 0.50 0.50

Index IN05 5 7 7 0.50 0.70 0.70 0.50 0.30 0.30

Quick Test 7 5 8 0.70 0.50 0.80 0.30 0.50 0.20

Model of Binkert 1 2 1 0.10 0.20 0.10 0.90 0.80 0.90

Creditworthiness Index 9 9 9 0.90 0.90 0.90 0.10 0.10 0.10

Model of Taffler 9 9 9 0.90 0.90 0.90 0.10 0.10 0.10

Notes: Accuracy is a measure of all correctly identified cases. Misclassification rate is a measure of all incorrectly identified cases (1 minus
Accuracy). If the Accuracy is equal to or less than 0.5 (highlighted as red number), the model does not have an adequate explanatory value
for the given category. Source: Own table.

According to the presented data, the CH-index and Binkert’s Model are entirely
unsuitable for examining the financial situation of companies operating in tourism sector.
The G-index and Z-score also did not achieve satisfactory results. By testing the results of
Altman’s Z-score, it was found that this model classified a large proportion of prosperous
companies as companies attributed to the grey zone and subsequently all companies in
difficulty as unhealthy companies. It is evident that the Altman’s Z-score was set to be
more strict than necessary, which is causing the misclassification of healthy companies.
The results of the G-index predictions were not as unambiguous as in the Altman’s Z-
score. It classified companies in difficulty among all evaluation categories (healthy, grey
zone, unhealthy), which indicates an overall ambiguity of G-index results. Altman’s
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model was consistent in its evaluation, in contrast to the G-index, and it could gain a
higher score by simply redefining boundaries of categorisation zones. Hurtošová’s Model,
although correctly identifying all prosperous companies as healthy, cannot be considered
as successful, as it considered almost all non-prosperous companies and companies in
difficulty to be healthy. Therefore, it has no distinctive ability. Similarly, the M-model
and the HGN2 model appear to be problematic in terms of interpretation, as they also
consider most non-prosperous companies to be healthy. These models therefore cannot
be applied without an initial assessment of the company based on criteria that would
exclude non-prosperous companies. For this reason, their high reliability when assessing
prosperous companies loses its informative quality in the context of the assessment of
non-prosperous companies. Furthermore, Taffler’s Model shows a high error rate in the
case of non-prosperous companies.

For the above stated reasons, Hurtošová’s Model, CH-index, HGN2 model, M-model,
and Taffler’s Model were excluded from the final evaluation of successful models. However,
their results were kept in tables for comparison purposes.

Table 5 presents results of testing default prediction models on prosperous companies
in construction sector in the period from 2016 to 2018.

Table 5. Results of testing default prediction models on prosperous companies in construction sector in 2016–2018.

Model
Number of Correct Tests Accuracy Misclassification Rate

2016 2017 2018 2016 2017 2018 2016 2017 2018

Model of Hurtošová 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

CH-index 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

G-index 3 6 6 0.30 0.60 0.60 0.70 0.40 0.40

Model of Delina and Packová 4 8 9 0.40 0.80 0.90 6.00 0.20 0.10

M-model 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

HGN model 9 10 10 0.90 1.00 1.00 0.10 0.00 0.00

Model of Gulka 8 10 10 0.80 1.00 1.00 0.20 0.00 0.00

Altman Z-score 5 7 9 0.50 0.70 0.90 0.50 0.30 0.10

Index IN05 9 9 10 0.90 0.90 1.00 0.10 0.10 0.00

Quick Test 4 9 9 0.40 0.90 0.90 0.60 0.10 0.10

Model of Binkert 0 4 0 0.00 0.40 0.00 1.00 0.60 1.00

Creditworthiness Index 8 9 10 0.80 0.90 1.00 0.20 0.10 0.00

Model of Taffler 9 10 10 0.90 1.00 1.00 0.10 0.00 0.00

Notes: Accuracy is a measure of all correctly identified cases. Misclassification rate is a measure of all incorrectly identified cases (1 minus
Accuracy). If the Accuracy is equal to or less than 0.5 (highlighted as red number), the model does not have an adequate explanatory value
for the given category. Source: Own table.

For the construction sector, the reliability of tested default prediction models was
clearer. According to the results, only three models were classified as unreliable: CH-index,
G-index, and Binkert’s Model. Other models correctly identified prosperous businesses
as healthy businesses with 100% success rate, the Quick Test achieved 90% success rate.
Similar results were found in the retail sector.

Table 6 presents results of testing default prediction models on prosperous companies
in retail sector in the period from 2016 to 2018.
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Table 6. Results of testing default prediction models on prosperous companies in retail sector in 2016–2018.

Model
Number of Correct Tests Accuracy Misclassification Rate

2016 2017 2018 2016 2017 2018 2016 2017 2018

Model of Hurtošová 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

CH-index 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

G-index 3 5 3 0.30 0.50 0.30 0.70 0.50 0.70

Model of Delina and Packová 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

M-model 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

HGN model 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

Model of Gulka 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

Altman Z-score 9 9 10 0.90 0.90 1.00 0.10 0.10 0.00

Index IN05 10 9 10 1.00 0.90 1.00 0.00 0.10 0.00

Quick Test 9 9 9 0.90 0.90 0.90 0.10 0.10 0.10

Model of Binkert 3 2 2 0.30 0.20 0.20 0.70 0.80 0.80

Creditworthiness Index 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

Model of Taffler 10 10 10 1.00 1.00 1.00 0.00 0.00 0.00

Notes: Accuracy is a measure of all correctly identified cases. Misclassification rate is a measure of all incorrectly identified cases (1 minus
Accuracy). If the Accuracy is equal to or less than 0.5 (highlighted as red number), the model does not have an adequate explanatory value
for the given category. Source: Own table.

According to above stated results for the construction and retail sectors, the HGN2
and M-model failed to correctly classify non-prosperous companies.

4.2. Testing Companies in Difficulty

As mentioned above, the testing of companies in difficulty is specific, as these are
legally defined as companies whose existence is at risk and are at risk of insolvency. Their
classification as prosperous companies can therefore be considered incorrect. Yet, it would
be appropriate to individually assess and evaluate the company’s overall financial health
to decide whether to attribute such a company to the grey zone or to classify it as a
non-prosperous company.

In the case of companies in difficulty, two accuracy ratings were assessed, namely
Accuracy 1 and Accuracy 2 (Appendix F). The reason for setting two different criteria
for assessing reliability is the problematic ambiguity of the classification of companies in
difficulty and, at the same time, the absence of a grey zone in some models. Accuracy 1
means the ratio of the number of firms considered as grey zone companies to the total
number of firms in difficulty, and Accuracy 2 the ratio of the sum of companies attributed
to the grey zone and companies classified as unhealthy to the total number of companies
in difficulty. Accuracy 2 reflects companies’ financial situation in difficulty more accurately.
It should be emphasised that models with only two categorisation zones could deal with
the company in only two ways and classify it as either healthy or unhealthy. These are the
Hurtošová’s Model, Model of Delina and Packová, the M-model, and the Gulka’s Model.

In previous text, we identified four problematic models, which, according to the re-
search results, are not suitable for assessing the whole spectrum of companies: Hurtošová’s
Model, CH-index, M-model, and Taffler’s Model, even though in this specific category of
companies in difficulty, the CH-index reached 100% reliability and the HGN2 model 50%.

In the tourism sector (Appendix F), Gulka’s Model attributed companies in difficulty
to the grey zone or classified them as unhealthy companies with the lowest success rate
(20%). This model seems to be inapplicable for assessing companies defined as companies
in difficulty because their classification as healthy companies cannot be considered as
correct.
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Most models for the Accuracy 2 measure rated companies in difficulty as unhealthy
companies or companies attributed to the grey zone. Z-score and IN05 considered com-
panies in difficulty to be unhealthy in almost all cases, while the Quick Test classified
them as companies attributed to the grey zone. There was no significant difference in the
numbers of unhealthy companies and companies attributed to the grey zone for the other
models. The following models can be considered successful when testing companies in
difficulty: G-index, Model of Delina and Packová, Altman’s Z-score, IN05, Quick Test,
Binkert’s Model, and Creditworthiness Index.

In the construction sector (Appendix F), the models’ success rate to classify companies
in difficulty as unhealthy companies or companies attributed to the grey zone was lower,
but not significantly. Only the G-index and the Quick Test achieved a 100% success rate
for the Accuracy 2 measure. Model of Delina and Packová, Altman’s Z-score (its accuracy
increases to 90% towards the final period), the Creditworthiness Index, and the IN05 Index
also achieved a satisfactory level of reliability. Gulka’s Model ranked most companies as
healthy in every period, therefore it cannot be considered reliable.

Testing results in the retail sector (Appendix F) were very similar to above mentioned
results achieved in the construction sector. G-index and Quick Test achieved 100% success
rate in the Accuracy 2 measure. In the final period, IN05 and the Creditworthiness Index
achieved a 90% success rate. Model of Delina and Packová and Binkert’s Model achieved
still satisfactory results (70 and 80%). Gulka’s Model success rate (50% to 60%) was too
close to random selection and therefore cannot be considered satisfactory.

4.3. Testing Non-Prosperous Companies

The primary condition for selecting and defining a company as non-prosperous was
that the company had negative equity in 2018, while in 2016 and 2017 the equity was
positive, but with declining trend. According to how the research was set, the reliable
model is the one predicting future decline and negative financial state in 2018.

Table 7 presents results of testing default prediction models on non-prosperous com-
panies in tourism sector in the period from 2016 to 2018.

Table 7. Results of testing default prediction models on non-prosperous companies in tourism sector in 2016–2018.

Model
Number of Correct Tests Reliability Misclassification Rate

2016 2017 2018 2016 2017 2018 2016 2017 2018

Model of Hurtošová 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

CH-index 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

G-index 0 1 6 0.00 0.10 0.60 1.00 0.90 0.40

Model of Delina and Packová 8 8 10 0.80 0.80 1.00 0.20 0.20 0.00

M-model 0 1 1 0.00 0.10 0.10 1.00 0.90 0.90

HGN model 1 2 0 0.10 0.20 0.00 0.90 0.80 1.00

Model of Gulka 0 4 4 0.00 0.40 0.40 1.00 0.60 0.60

Altman Z-score 3 6 8 0.30 0.60 0.80 0.70 0.40 0.20

Index IN05 6 7 10 0.60 0.70 1.00 0.40 0.30 0.00

Quick Test 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

Model of Binkert 0 0 3 0.00 0.00 0.30 1.00 1.00 0.70

Creditworthiness Index 0 0 6 0.00 0.00 0.60 1.00 1.00 0.40

Model of Taffler 2 3 3 0.20 0.30 0.30 0.80 0.70 0.70

Notes: Accuracy is a measure of all correctly identified cases. Misclassification rate is a measure of all incorrectly identified cases (1 minus
Accuracy). If the Accuracy is equal to or less than 0.5 (highlighted as red number), the model does not have an adequate explanatory value
for the given category. Source: Own table.
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Model of Delina and Packová and the IN05 Index were able to identify the decline
of companies in the tourism sector with 100% success rate. Less successful was Altman’s
Z-score with 80% success rate, followed by the Creditworthiness Index and the Gulka’s
Model, which successfully identified a decline in 60% of cases in 2018. Given the sample
specifics, it is natural that the best prediction results were achieved in 2018. Both models
with the best results were able to identify the future financial distress of most companies
in previous two periods. The Model of Delina and Packová was slightly more successful
than IN05. Hurtošová’s Model, M-model, HGN model, and Quick Test were unable to
correctly identify non-rosperous companies as their success rate in 2018 was less than 10%.
The shortcomings in prediction value of CH-index have already been described above and
are not addressed in further interpretations.

Table 8 presents results of testing default prediction models on non-prosperous com-
panies in construction sector in the period from 2016 to 2018.

Table 8. Results of testing default prediction models on non-prosperous companies in construction sector in 2016–2018.

Model
Number of Correct Tests Reliability Misclassification Rate

2016 2017 2018 2016 2017 2018 2016 2017 2018

Model of Hurtošová 0 0 1 0.00 0.00 0.10 1.00 1.00 0.90

CH-index 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

G-index 4 4 8 0.40 0.40 0.80 0.60 0.60 0.20

Model of Delina and Packová 9 10 10 0.90 1.00 1.00 0.10 0.00 0.00

M-model 2 0 0 0.20 0.00 0.00 0.80 1.00 1.00

HGN model 1 1 0 0.10 0.10 0.00 0.90 0.90 1.00

Model of Gulka 4 6 9 0.40 0.60 0.90 0.60 0.40 0.10

Altman Z-score 2 3 4 0.20 0.30 0.40 0.80 0.70 0.60

Index IN05 6 6 8 0.60 0.60 0.80 0.40 0.40 0.20

Quick Test 5 5 10 0.50 0.50 1.00 0.50 0.50 0.00

Model of Binkert 0 1 2 0.00 0.10 0.20 1.00 0.90 0.80

Creditworthiness Index 2 1 7 0.20 0.10 0.70 0.80 0.90 0.30

Model of Taffler 0 1 1 0.00 0.10 0.10 1.00 0.90 0.90

Notes: Accuracy is a measure of all correctly identified cases. Misclassification rate is a measure of all incorrectly identified cases (1 minus
Accuracy). If the Accuracy is equal to or less than 0.5 (highlighted as red number), the model does not have an adequate explanatory value
for the given category. Source: Own table.

In the construction sector, Model of Delina and Packová was again the most successful
in classifying non-prosperous companies, even in previous two periods. The same result—
100% success rate in 2018 was achieved also by the Quick Test, but which predicted
future decline in only half of companies in previous periods. The following models were
also successful in identifying the financial distress in the last period, when companies in
the construction sector were overleveraged: Gulka’s Model (90% success rate), G-index,
IN05 Index (both 80% success rate), and Creditworthiness Index with a 70% success
rate. Hurotošová’s Model, M-model, HGN model, Taffler’s Model, Binkert’s Model, and
Altman’s Z-score were unable to correctly classify non-prosperous companies. Surprisingly,
Altman’s model successfully classified as unhealthy only four companies out of 10 in 2018.

Table 9 presents results of testing default prediction models on non-prosperous com-
panies in retail sector in the period from 2016 to 2018.
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Table 9. Results of testing default prediction models on non-prosperous companies in retail sector in 2016–2018.

Model
Number of Correct Tests Reliability Misclassification Rate

2016 2017 2018 2016 2017 2018 2016 2017 2018

Model of Hurtošová 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

CH-index 0 0 0 0.00 0.00 0.00 1.00 1.00 1.00

G-index 5 6 10 0.50 0.60 1.00 0.50 0.40 0.00

Model of Delina and Packová 7 7 10 0.70 0.70 1.00 0.30 0.30 0.00

M-model 0 0 1 0.00 0.00 0.10 1.00 1.00 0.90

HGN model 0 1 0 0.00 0.10 0.00 1.00 0.90 1.00

Model of Gulka 4 4 10 0.40 0.40 1.00 0.60 0.60 0.00

Altman Z-score 4 6 8 0.40 0.60 0.80 0.60 0.40 0.20

Index IN05 5 5 9 0.50 0.50 0.90 0.50 0.50 0.10

Quick Test 2 3 10 0.20 0.30 1.00 0.80 0.70 0.00

Model of Binkert 0 0 3 0.00 0.00 0.30 1.00 1.00 0.70

Creditworthiness Index 3 5 10 0.30 0.50 1.00 0.70 0.50 0.00

Model of Taffler 3 4 5 0.30 0.40 0.50 0.70 0.60 0.50

Notes: Accuracy is a measure of all correctly identified cases. Misclassification rate is a measure of all incorrectly identified cases (1 minus
Accuracy). If the Accuracy is equal to or less than 0.5 (highlighted as red number), the model does not have an adequate explanatory value
for the given category. Source: Own table.

In the retail sector, five models were able to identify unhealthy companies with a 100%
success rate in 2018: G-index, Model of Delina and Packová, Gulka’s Model, Quick Test,
and Creditworthiness Index. On the contrary, Hurtošová’s Model, CH-index, M-model,
and HGN2 model were unable to identify non-prosperous companies also in this sector.
Binkert’s Model and Taffler’s Model showed insufficient reliability.

4.4. General Findings

The basic criterion to exclude default prediction models and to classify them as
unreliable is that the model cannot identify non-prosperous companies with more than
50% success rate. It is well-known that the negative equity may cause some calculation
problems when calculating ratios. However, in 2016 and 2017 the book value of equity of
companies included in the research sample of non-prosperous companies was positive,
and achieved results were worse than in 2018. Therefore negative equity was not the only
cause of models’ failure to detect non-prosperous companies.

We are adding the list of default prediction models that were able to identify companies
that were overleveraged in 2018 as non-prosperous companies:

• G-index
• Model of Delina and Packová
• Gulka’s Model (not applicable in the tourism sector)
• Altman Z-score (not applicable in the construction sector)
• Index IN05
• Quick Test
• Creditworthiness Index

These models were successful in 2018; however, their success rate to predict financial
distress in advance (one or two years before the event) was lower. Model of Delina and
Packová was the only model that was able to identify most non-prosperous companies and
classify them as unhealthy in all three periods and all sectors.

The assessed reliability of default prediction models enabled us to distinguish models
with higher reliability from models with insufficient reliability. However, the models’
success rate was set not only due to its high reliability but also due to its low error rate.
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The error rate was given as a type I error in the case of non-prosperous companies, i.e., the
number of non-prosperous companies incorrectly classified as healthy to all non-prosperous
companies, and type II error in the category of prosperous companies, i.e., the number of
prosperous companies incorrectly classified as unhealthy to the number of all prosperous
companies. In general, default prediction models are scaling financial health or financial
distress of companies into three categories, specifically healthy companies, unhealthy
companies, and companies in the grey zone. Attributing company to the grey zone does
not provide a clear prediction of its financial health. Different models are proposing
different interpretations for this interspace. This category was considered in this research
and dealt with as an auxiliary category for the final assessment purposes, based on type I
and type II errors, and interpreted as non-assignment to non-prosperous companies. If a
non-prosperous company was attributed to the grey zone, it was considered and treated
as an incorrect result, while if a prosperous company was attributed to the grey zone, it
was considered and treated as an appropriate classification. This procedure emphasizes
the primary purpose of default prediction models and the requirement to correctly classify
non-prosperous companies. It is based on a premise that risks associated with incorrect
classification of non-prosperous companies outweigh the risks of classifying prosperous
companies as the grey zone companies.

Table 10 presents the results of error rate assessment of default prediction models
in tourism, construction and retail sector in 2018. The high success rate determined the
final selection of suitable models in the case of non-prosperous companies, eliminating the
type I error. The consequences of a type I error are more dangerous, because classifying
a non-prosperous company as a healthy one brings many risks for the management,
owners, investors, and creditors. The following table lists the models characterised by
high reliability and low error rate, and presents synthesized results obtained in 2018. Data
included in this table were transferred from Appendix E.

Table 10. Error rate assessment of default prediction models in tourism, construction and retail sector in 2018.

Model

Tourism Construction Retail
Average

(I, II)
Rank
(I, II)

Average
(I)

Rank
(I)Type I

Error
Type II
Error

Type I
Error

Type II
Error

Type I
Error

Type II
Error

G-Index 0.40 0.20 0.20 0.10 0.00 0.15 0.175 5 0.200 4

Model of Delina
and Packova 0.00 0.10 0.00 0.10 0.00 0.00 0.033 1 0.000 1

Model of Gulka 0.60 0.00 0.10 0.00 0.00 0.00 0.117 3 0.233 5

Altman Z-score 0.20 0.55 0.60 0.20 0.20 0.15 0.317 7 0.333 6

INDEX IN05 0.00 0.45 0.20 0.30 0.10 0.35 0.233 6 0.100 3

Quick Test 0.10 0.10 0.00 0.30 0.00 0.15 0.108 2 0.033 2

Creditworthiness
Index 0.40 0.10 0.30 0.05 0.00 0.10 0.158 4 0.233 5

Notes: Rank (I, II) expresses the order of defaul prediction models in relation to the average value of type I and type II errors for all sectors.
Value of 1 is assigned to the model with the lowest error rate. Rank (I) ranks default prediction models only according to the average type I
error calculated for all sectors. Source: Own table.

Considering the importance of type I errors, the above stated table presents two
rankings. Rank (I, II) is based on Average (I, II), which represents an overall average of type
I and type II errors, while Rank (I) is based on Average (I), which represents the average of
type I errors only. Comparing these two rankings, we can conclude the impact of type I
and type II errors on overall ranking of a specific model.
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From the comparison between the sectors, the differences in the models’ error or
success rates are apparent. It must be acknowledged that the cross-sectoral results could be
distorted by the small number of companies within the sectors and that this claim should
be verified on a larger sample of companies.

Due to the sample limitations, the confidence interval was further estimated, based
on the classification of non-prosperous companies. The population was set to 368 non-
prosperous companies, which represents the base set of all non-prosperous companies
within all three sectors of economy passing the selection criteria, which were specified
and further described in the methodology section. The sample applied was set to 30
non-prosperous companies, based on which the research was conducted. The confidence
level was set to 95%. The results of confidence interval estimation are presented in Table 11.

Table 11. Confidence interval of correctly classifying non-prosperous companies for each default prediction model according
to type I error rate, 2018.

Model
The Success Rate of

Classifying Non-Prosperous
Companies

Confidence
Interval Interpretation Range

G-Index 80.00% 13.74

In 95% of cases, the model correctly
classifies non-prosperous companies
with the success rate interval from

93.74% to 66.26%.

0.94–0.66

Model of Delina
and Packová 100.00% 3.42

In 95% of cases, the model correctly
classifies non-prosperous companies
with the success rate interval from

100% to 96.58%.

1–0.97

Model of Gulka 76.67% 14.45

In 95% of cases, the model correctly
classifies non-prosperous companies
with the success rate interval from

91.12% to 62.22%.

0.91–0.62

Altman Z-score 66.67% 16.15

In 95% of cases, the model correctly
classifies non-prosperous companies
with the success rate interval from

82.82% to 50.52%.

0.83–0.51

Index IN05 90.00% 10.3

In 95% of cases, the model correctly
classifies non-prosperous companies
with the success rate interval from

100% to 79.70%.

1.00–0.80

Quick Test 96.67% 5.86

In 95% of cases, the model correctly
classifies non-prosperous companies
with the success rate interval from

100% to 90.81%.

1.00–0.91

Creditworthiness
Index 76.67% 14.45

In 95% of cases, the model correctly
classifies non-prosperous companies
with the success rate interval from

91.12% to 62.22%

0.91–0.62

Source: Own table.

The above stated confidence interval of each model corresponds with the success rate
of classifying non-prosperous companies (one minus type I Error rate). The narrowest
range was estimated for the Model of Delina and Packová, followed by Quick Test. The
broadest range was estimated for the Altman Z-score, followed by Creditworthiness Index
and model of Gulka.
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5. Discussion

Model of Delina and Packová was rated as the most reliable model with the lowest
average error rate (both type I and type II errors), which was also confirmed by Accuracy
adj. (Appendix C) and F1-score (Appendix D) measures. From the available literature,
the only previous research testing the Model of Delina and Packová is known (Bakeš
and Valášková 2018), where this model was compared with CH-index, Binkert’s Model,
Hurtošová’s Model, and Gulka’s Model. This model proved the best classification ability
on a sample of 266 companies. However, the same result in the mentioned research was
achieved by Binkert’s Model, which was excluded from our final assessment due to its
inability to identify non-prosperous companies. The reason for the different result in the
case of Binkert’s Model can be most likely considered the selection of a sample, which
included and separately treated non-prosperous companies.

The second most reliable model, considering both, type I and type II errors, was
ranked the Quick Test, a representative of globally well-disseminated default prediction
models. While Index IN05, one of the most applied models in local conditions, did not
prove its validity when considering both types of errors. Yet, it showed outstanding results
and the ability to predict financial distress when relying on Type I Errors assessment. This
Index is well-known and often used in local conditions, as it originated in Czech Republic,
and was a research subject of several authors. Siekelová et al. (2018) evaluated it as the most
successful model, compared to Model of Jakubík and Teplý, Hurtošová’s Model, Gulka’s
Model, in 2018 on a sample of 500 companies. The research of Valášková et al. (2017)
confirms these results and the Rank (I) listed in the table above. CH-index, G-index, and
Altman Z-score were compared in the research, according to which the G-index achieved
better results than the Altman Z-score, while the CH-index achieved the worst result. The
comparison of Altman’s Z-score and the IN05 Index in the study of Gavurová et al. (2017)
turned out in favour of IN05 Index. The authors also considered the correct identification
of non-prosperous companies as the most critical criterion in their assessment. In Sušický’s
dissertation (2011), higher reliability of Altman’s Model was presented, compared to the
IN05 Index; however, both achieved high reliability. High reliability reported by IN05
Index when relying on type I error rate is crucial, but a high rate of misclassifying other
than non-prosperous companies should be considered in the final assessment of this model.
The overall Rank (I, II) of the IN05 Index was therefore one of the lowest within the final
list of models presented in Table 10.

The non-optimal assessment results of Altman Models in local conditions are worthy
of consideration. It achieved the least reliable results within the final list of models. Yet,
Altman’s model is the most frequently used default prediction model in local conditions.
However, in presented studies (Čámská 2014; Machek 2014), the reliability results did
not reach highest levels, but it was still possible to consider those results as satisfactory.
There are studies (Delina and Packová 2013; Režňáková and Karas 2015) in which Altman’s
Model failed, mainly due to the setting of boundaries of the grey zone and the inconsistency
of its assessment. We also dealt with this issue and concluded that it is correct in the case
of the two-criteria classification of companies between healthy and unhealthy to assign
a grey zone to the positive identification, i.e., assign it to a healthy state of a business. In
this case, the grey zone warns us that the company in one examined criterion does not
achieve optimal results, but it cannot be considered an unhealthy company. Similarly, we
dealt with the grey zone in other models. Altman’s Model, given the results of research,
attributed most prosperous companies to the grey zone, what was the primary “trigger”
for this consideration.

The low explanatory value of the models, which were discarded as insufficiently
reliable for general testing of all categories, mainly focusing on identifying non-prosperous
companies, whose detection was of the highest importance, was also confirmed in the
research of other authors. The CH-index was marked as an unsatisfactory model in the
study of Čámská (2014), Gurčík (2002), Valášková et al. (2017), and others. All authors
agreed on the model’s inability to detect failing businesses, i.e., type I error.
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In Gulka’s Model, high reliability was demonstrated, which is shown in the previous
table as the overall Rank (I, II), and this finding is also confirmed by the measures of
Accuracy adj. and F1-score. However, in the individual assessment of the classification of
companies in difficulty, this model did not show a sufficient distinctiveness and classified
companies in difficulty mostly as healthy companies, which can cause a risk for information
users.

The Taffler’s Model was very often tested in domestic studies and rated as one of the
models with the lowest reliability (Kováčová and Kubala 2018; Machek 2014; Sušický 2011),
which was also confirmed by the results of our study.

It must be acknowledged that this research deserves a larger sample of companies
focusing on more sectors to determine which model is the most suitable for each sector.
According to research results, the Model of Delina and Packová appears to be the most
reliable generally applicable model. It was able to reliably identify companies that are
prosperous and non-prosperous within all considered sectors. Other models show some
differences in reliability between sectors. Gulka’s Model, due to its type I error, is unsuitable
for the tourism sector, while in the other two sectors, it achieved reliable results. Altman’s
Z-score showed a high error rate in the construction sector. It’s important to mention
that while some default prediction models, such as the Model of Delina and Packová and
M-model, were constructed for the general use, regardless of the economy sector, some
other tested models were specifically designed for a particular sector of economy, such
as CH-Index and G-Index, which were meant to predict the financial health or financial
distress in the sector of agriculture. There’s also a group of default prediction models,
which were designed for broader applications, such as the Model of Binkert and HGN2
model, but still contain partial sector-specificity. When interpreting the research results
presented in this article, it is highly recommended to consider the primary sector for which
the model was constructed.

6. Conclusions

All models are wrong, but some are useful (Box 1987). This statement fits for models
of predicting financial distress. The research results have shown that some models could
be classified as unreliable because of their inability to detect impending decline. This
research identified also a group of models which were incorrectly penalizing healthy
companies. Only few models were delivering reliable results, and could be used in real
conditions to support qualified economic decisions. We consider results of this research
to be directly applicable when selecting and choosing a suitable model for financial
distress assessment.

Research has shown high reliability of some alternative default prediction models,
which were designed in local conditions. The highest reliability and accuracy was achieved
by an alternative local Model of Delina and Packová. The least reliable results within
the final list of models were reported by the most globally disseminated model Altman’s
Z-score. In contrast, the Quick Test, as one of globally well disseminated models, achieved
high ranking as it reported low error rates, both type I and type II errors. While Index
IN05, one of the most applied models in Slovak Republic, showed its ability to correctly
classify non-prosperous companies, the overall rating of this model was low as it reported
high type II error rate. However, significant differences in reliability were identified across
the spectrum of alternative default prediction models, but also across economy sectors.
It should be emphasized that a large group of unreliable models within the group of
alternative default prediction models was identified. This subset of models was excluded
from further testing.
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This research confirmed doubts about the reliability of some models, which were pro-
posed by several studies quoted in this paper, e.g., CH-index and Tafflers’ model. Different
approaches applied by different scientists to defining the sample and the methodology
for evaluating the reliability resulted in a low degree of comparability of these studies.
Authors consider the methodology proposed in this paper as a possible benchmark for
further research.

Based on the research results, it cannot be generally stated that a higher reliability
and accuracy was achieved by alternative default prediction models, which originated
in local conditions, compared to globally disseminated default prediction models. The
highest overall ranking was achieved by the local alternative model and the least reliable
results were recorded by the most globally disseminated model. But the score between
these two models provides ambiguous results when comparing these two categories of
default prediction models. It is reasonable to assume similar findings in other local markets.
Further research territorially targeting other markets is therefore necessary.

When choosing a proper model to predict the financial distress in real conditions,
based on above presented research results, three factors should be considered, i.e., the
sector-specificity of a selected model, whether to rely on the overall Rank (I, II) or to prefer
the type I error rate, and the target period as the distance of time for which the model
should be reliable.

It should be noted that this research has some limitations. When interpreting the
research results, the sector-specificity of assessed models must be considered. The subjects
of testing were also default prediction models, which were designed for specific industries,
e.g., agriculture. These models were included in the testing in order to verify their reliability
for other sectors. The research sample size could be considered as another limitation of
this research. However, it should be noted that this sample consists of companies, which
passed the selection criteria described in the methodology. It could be therefore defined as a
homogeneous sample, which ensures internal consistency of each category and differences
between categories. Though, for the further research, it would be appropriate to expand
the sample. It is also necessary to realize that the tested models do not reflect systematic
risk and the occurrence of extraordinary events, such as the COVID-19 pandemic and
the related structural changes in economy. The research was therefore conducted in a
pre-pandemic period (2016, 2017, and 2018).
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Appendix A. Alternative Models

Table A1. Parameters of local default prediction models.

Model’s Construction

Title
Classification Criteria

Indicators Used
Prosperous Non-Prosperous

CH index = 0.37 ∗ x1 + 0.25 ∗ x2 + 0.21 ∗ x3 − 0.10 ∗ x4 − 0.07 ∗ x5

CH–index 1 unspecified unspecified

x1 = EAT/assets

x2 = EAT/revenues

x3 = current assets/current liabilities

x4 = current liabilities/revenues

x5 = third-party sources/assets

D1 po 3
S = 0.180 ∗ Ut−2

1 + 0.147 ∗ Ut−1
40 + 0.237 ∗ Ut−1

49 + 0.377 ∗ Ut−1
63 + 0.514 ∗ Ut

13 + 0.505 ∗ Ut
29 + 0.271 ∗ Ut

30 + 0.207 ∗ Ut−1
9

where: superscript represents the period of reporting (t represents the current period), subscript identifies the indicator in the initial set of indicators
(its order)

Model of Binkert 2
current assets/current

liabilities > 1.5
return on sales > 5%

current assets/current
liabilities <1.0

negative return on sales

Ut−2
1 = current assets/current liabilities (indicators

reported in the oldest period)

Ut−1
40 = equity/tangible assets (indicators reported in the

2nd period)

Ut−1
49 = EAT/sales (indicators reported in the 2nd

period)

Ut−1
63 = revenues/added value (indicators reported in

the 2nd period)

Ut
13 = (total assets of the current year/total assets of the

previous year) minus 1, (indicators reported in the most
current period)

Ut
29 = (equity of the current year/equity of the previous

year) minus 1, (indicators reported in the most current
period)

Ut
30 = total liabilities of the current year/total liabilities

of the previous year) minus 1, (indicators reported in the
most current period)

Ut−1
9 = profit/(equity + reserves + long-term liabilities)

(indicators reported in the 2nd year)

logit (β) = ln
(

p
1−p

)
= −1.6889 + 0.00337 ∗ UK27–4.4075 ∗ UK55 + 1.4058 ∗ UK57–0.0165 ∗ UK67

Model of
Hurtošová 3

(good) late payment of less
than 30 days

(bad) late payment of more
than 60 days

UK27 = (Inventory/sales)x365

UK55 = depreciation/operating costs

UK57 = interest expense/cost of financial activity

UK67 = equity/total capital

G = 3.412 ∗ x1 + 2.26 ∗ x2 + 3.277 ∗ x3 + 3.149 ∗ x4 − 2.063 ∗ x5

G–index 4
for 3 years in a row made a

profit, in the last period
return on equity> 8%

loss in the last three years

x1 = EAT/total liabilities

x2 = EBT/total liabilities

x3 = EBT/revenues

x4 = cash flow/total liabilities
cash flow=EAT + depreciation + time − shifted operating

income and expenses

x5 = inventories/revenues
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Table A1. Cont.

Model’s Construction

Title
Classification Criteria

Indicators Used
Prosperous Non-Prosperous

P = 2.836 − 0.0001331 ∗ ( f inancial assets−short−term liabilities)
operating costs−depreciation + 0.05077 ∗ A2 + 0.8027 ∗ A3 − 0.0006079 ∗ A4 + 0.00009913 ∗ B1 + 0.0005512 ∗ B2 −

0.5996 ∗ B3 − 0.0005996 ∗ B4

Model of Delina
and Packová 5

those for which bankruptcy
has not been declared

bankrupt companies

A2 = retained earnings/total capital

A3 = EBIT/total capital

A4 = share capital/total liabilities

B1 = cash flow/third-party capital
cash flow= EAT + depreciation + time-shifted operating

income and expenses

B2 = total capital/debt capital

B3 = EBT/total capital

B4 = EBT/total output

HGN2 = (x1 + x2 + x3)− (y1 + y2 + y3)

HGN2 model 6 profitable companies
negative economic result,
extreme values of current

debt

x1 = EAT/equity

x2 = (EAT+depreciation)/sales

x3 = sales/assets

y1 = short − term receivables/sales

y2 = liabilities/(EAT + depreciation)

y3 = operating costs/sales

M = −1.32 + 0.40 ∗ x1 + 0.19 ∗ x2 + 1.25 ∗ x3 + 1.93 ∗ x4 + 1.00 ∗ x5 + 0.92 ∗ x6

M-model 7 unspecified unspecified

x1 = (commercial liabilities/(revenues from sales of
goods + revenues from sales of own products and

services))x360

x2 = (EBITDA)/(revenues from the sale of goods +
revenues from the sale of own products and

services)x100

x3 = (EBT/total assets)x100

x4 = (current assets/current liabilities)x100

x5 = (sales of goods + sales of own products and
services)/total assets

x6 = (liabilities + accruals)/(depreciation and
adjustments to intangible fixed assets and tangible fixed

assets + EAT)

p = e0.0216−0.6131∗X1−0.0068∗X2−0.0293∗X3−0.0011∗X4+0.0240∗X5+0.0317∗X6−1.0663∗X7

1+e0.0216−0.6131∗X1−0.0068∗X2−0.0293∗X3−0.0011∗X4+0.0240∗X5+0.0317∗X6−1.0663∗X7

Model of Gulka 8 those for which bankruptcy
has not been declared

bankrupt companies

X1 = financial accounts/(short-term liabilities +
short-term financial assistance + current bank loans)

X2 = total sales/(current assets – current liabilities)

X3 = total financial accounts/assets

X4 = total equity/assets

X5 = (bank loans + short − term financial
assistance)/total assets

X6 = (social security liabilities + tax liabilities and
subsidies)/total assets

X7 = EBITDA/total assets

Source: Own processing according to (1 Chrastinová 1998; 2 Zalai 2000; 3 Hurtošová 2008; 4 Gurčík 2002; 5 Delina and Packová 2013;
6 Hyránek et al. 2018; 7 Harumová and Janisová 2014; 8 Gulka 2016).
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Appendix B. Globally Disseminated Models

Table A2. Parameters of globally disseminated default prediction models.

Model Number of Original
Classification Zones

Classification Zones According to FinStat Database

Number of Zones
Applied

Prosperous
Companies Grey Zone Non-Prosperous

Companies

Altman’s Z-score 1 3 3 Z > 2.9 1.2 ≤ Z ≤ 2.9 Z < 1.2

Formula Z = 0.7177 ∗ x1 + 0.847 ∗ x2 + 3.107 ∗ x3 + 0.42 ∗ x4 + 0.998 ∗ x5

Indicators used
where x1 = current assets−current liabilities

total capital ; x2 = retained earrnings
total capital ; x3 = EBIT

total capital ;

x4 = equity
debt capital ; x5 = sales

total capital

INDEX IN05 2 3 3 IN05 > 1.6 1.6 < IN05 < 0.9 IN05 < 0.9

Formula IN05 = 0.13∗x1 + 0.04∗x2 + 3.97∗x3 + 0.21∗x4 + 0.09∗x5

Indicators used
where x1 = total assets

liabilities ; x2 = EBIT
interest expense ; x3 = EBIT

total assets ;

x4 = total revenues
total assets ; x5 = current assets

current liabilities

QUICK test 3 5 4 4–7 8–15 16–20

Formula Qt = x1 + x2 + x3 + x4

Indicators used
where x1 = equity

total capital ; x2 = debt capital− f inancial accounts
EAT+depreciation ; x3 = EAT+depreciation

sales ;

x4 = EBIT
total capital

Creditwothiness
Index 3 8 3 CI > 1 −1 ≤ CI ≤ 1 CI < −1

Formula CI = 1.5 ∗ x1 + 0.08 ∗ x2 + 10 ∗ x3 + 5 ∗ x4 + 0.3 ∗ x5 + 0.1 ∗ x5

Indicators used
where x1 = EAT+depreciation

debt capital ; x2 = total assets
debt capital ; x3 = EBIT

total assets ;

x4 = EBIT
sales ; x5 = sales

total assets

Taffler’s Model 4 3 3 T > 0.3 0.2 ≤ T ≤ 0,3 T < 0.2

Formula T = 0.53 ∗ x1 + 0.13 ∗ x2 + 0.18 ∗ x3 + 0.16 ∗ x4

Indicators used where x1 = EBIT
current liabilities ; x2 = current assets

debt ; x3 = current liabilities
total assets ; x4 = sales

total assets ;

Source: Processed according to (1 Altman 1983; 2 Neumaierová and Neumaier 2005; 3 Kralicek 1993; 4 Taffler 1983).

Appendix C. Accuracy Adj.

Table A3. Results of testing models for each sector using the Accuracy Adj. measure.

Sector Tourism Sector Construction Sector Retail Sector

Year 2018 2017 2016 2018 2017 2016 2018 2017 2016

Model of Hurtošová 0.000 0.000 0.000 0.100 0.000 0.000 0.000 0.000 0.000

CH-index 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

G-Index 0.350 0.050 0.050 0.600 0.350 0.300 0.500 0.400 0.100

Model of Delina
and Packová 0.900 0.600 0.600 0.900 0.800 0.300 1.000 0.700 0.700

M-model 0.100 0.100 0.000 0.000 0.000 0.200 0.100 0.000 0.000

HGN2 Model 0.000 0.100 0.150 0.000 0.050 0.000 0.000 0.050 0.000

Model of Gulka 0.400 0.400 −0.200 0.900 0.600 0.200 1.000 0.400 0.400

Altman’s Z-score 0.150 0.050 −0.150 0.400 0.250 0.050 0.550 0.500 0.300

INDEX IN05 0.350 0.250 0.050 0.600 0.350 0.400 0.550 0.350 0.400

Quick Test 0.750 0.300 0.500 0.650 0.650 0.250 0.800 0.500 0.400

Model of Binkert 0.150 0.100 0.000 −0.100 0.150 −0.100 0.000 −0.100 −0.050

Creditworthiness Index 0.600 0.250 0.250 0.700 0.300 0.350 0.800 0.450 0.400

Taffler’s Model 0.200 0.200 0.100 0.100 0.100 0.050 0.250 0.200 0.200
Source: Own processing.
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Table A4. Average results of testing models using the Accuracy Adj. measure.

Model Average 2018 Average 2017 Average 2016 Average (Total)

Model of Hurtošová 0.033 0.000 0.000 0.011

CH-index 0.000 0.000 0.000 0.000

G-Index 0.483 0.267 0.150 0.300

Model of Delina and
Packová 0.933 0.700 0.533 0.722

M-model 0.067 0.033 0.067 0.056

HGN2 Model 0.000 0.067 0.050 0.039

Model of Gulka 0.767 0.467 0.133 0.456

Altman’s Z-score 0.367 0.267 0.067 0.233

INDEX IN05 0.500 0.317 0.283 0.367

Quick Test 0.733 0.483 0.383 0.533

Model of Binkert 0.017 0.050 −0.050 0.006

Creditworthiness
Index 0.700 0.333 0.333 0.456

Taffler’s Model 0.183 0.167 0.117 0.156
Source: Own processing.

Appendix D. F1 Score

Table A5. Results of testing models for each sector using the F1 Score measure.

Sector Tourism Sector Construction Sector Retail Sector

Year 2018 2017 2016 2018 2017 2016 2018 2017 2016

Model of Hurtošová 0.000 0.000 0.000 0.182 0.000 0.000 0.000 0.000 0.000

CH-index 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

G-Index 0.521 0.111 0.000 0.662 0.344 0.396 0.480 0.319 0.196

Model of Delina
and Packová 0.888 0.694 0.694 0.789 0.652 0.353 1.000 0.824 0.824

M-model 0.182 0.182 0.000 0.000 0.000 0.333 0.182 0.000 0.000

HGN2 Model 0.000 0.192 0.101 0.000 0.135 0.139 0.000 0.182 0.000

Model of Gulka 0.571 0.571 0.000 0.947 0.750 0.324 1.000 0.571 0.571

Altman’s Z-score 0.428 0.339 0.185 0.303 0.269 0.188 0.403 0.394 0.224

INDEX 05 0.558 0.404 0.339 0.438 0.319 0.319 0.259 0.196 0.228

Quick Test 0.799 0.363 0.462 0.519 0.553 0.328 0.480 0.219 0.119

Model of Binkert 0.462 0.000 0.000 0.333 0.182 0.000 0.219 0.000 0.000

Creditworthiness Index 0.615 0.000 0.000 0.697 0.116 0.333 0.581 0.273 0.219

Taffler’s Model 0.237 0.237 0.135 0.099 0.116 0.000 0.450 0.377 0.462
Source: Own processing.

Table A6. Average results of testing models using the F1 Score measure.

Model Average 2018 Average 2017 Average 2016 Average (Total)

Model of Hurtošová 0.061 0.000 0.000 0.020

CH-index 0.000 0.000 0.000 0.000

G-Index 0.554 0.258 0.197 0.336

Model of Delina and
Packová 0.892 0.723 0.623 0.746
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Table A6. Cont.

Model Average 2018 Average 2017 Average 2016 Average (Total)

M-model 0.121 0.061 0.111 0.098

HGN2 Model 0.000 0.170 0.080 0.083

Model of Gulka 0.840 0.631 0.299 0.590

Altman’s Z-score 0.378 0.334 0.199 0.304

INDEX 05 0.418 0.306 0.295 0.340

Quick Test 0.599 0.378 0.303 0.427

Model of Binkert 0.338 0.061 0.000 0.133

Creditworthiness
Index 0.631 0.130 0.184 0.315

Taffler’s Model 0.262 0.243 0.199 0.235
Source: Own processing.

Appendix E. Sensitivity and Precision

Table A7. Sensitivity and Precision results of alternative models, 2018.

Characteristics Model of
Hurtošová CH-Index G-Index Model of Delina

and Packová M-Model HGN2
Model

Model of
Gulka

Tourism sector

Accuracy 0.500 0.333 0.567 0.950 0.550 0.333 0.700

Pe 0.500 0.333 0.333 0.500 0.500 0.333 0.500

Accuracy
Adj. 0.000 0.000 0.350 0.900 0.100 0.000 0.400

Sensitivity 0.000 0.000 0.600 1.000 0.100 0.000 0.400

Sp 1.000 1.000 0.800 0.900 1.000 0.750 1.000

Error Type I 1.000 1.000 0.400 0.000 0.900 1.000 0.600

Error Type II 0.000 0.000 0.200 0.100 0.000 0.250 0.000

Pr 0.284 0.221 0.221 0.284 0.284 0.221 0.284

Precision 0.000 0.000 0.460 0.798 1.000 0.000 1.000

F1 Score 0.000 0.000 0.521 0.888 0.182 0.000 0.571

Construction sector

Accuracy 0.550 0.333 0.733 0.950 0.500 0.333 0.950

Pe 0.500 0.333 0.333 0.500 0.500 0.333 0.500

Accuracy
Adj. 0.100 0.000 0.600 0.900 0.000 0.000 0.900

Sensitivity 0.100 0.000 0.800 1.000 0.000 0.000 0.900

Sp 1.000 1.000 0.900 0.900 1.000 0.778 1.000

Error Type I 0.900 1.000 0.200 0.000 1.000 1.000 0.100

Error Type II 0.000 0.000 0.100 0.100 0.000 0.222 0.000

Pr 0.158 0.139 0.139 0.158 0.158 0.139 0.158

Precision 1.000 0.000 0.564 0.652 0.000 0.000 1.000

F1 Score 0.182 0.000 0.662 0.789 0.000 0.000 0.947
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Table A7. Cont.

Characteristics Model of
Hurtošová CH-Index G-Index Model of Delina

and Packová M-Model HGN2
Model

Model of
Gulka

Retail sector

Accuracy 0.500 0.333 0.667 1.000 0.550 0.333 1.000

Pe 0.500 0.333 0.333 0.500 0.500 0.333 0.500

Accuracy
Adj. 0.000 0.000 0.500 1.000 0.100 0.000 1.000

Sensitivity 0.000 0.000 1.000 1.000 0.100 0.000 1.000

Sp 1.000 1.000 0.850 1.000 1.000 0.789 1.000

Error Type I 1.000 1.000 0.000 0.000 0.900 1.000 0.00

Error Type II 0.000 0.000 0.150 0.000 0.000 0.211 0.000

Pr 0.083 0.065 0.065 0.083 0.083 0.065 0.284

Precision 0.000 0.000 0.316 1.000 1.000 0.000 1.000

F1 Score 0.000 0.000 0.480 1.000 0.182 0.000 1.000

Source: Own processing.

Table A8. Sensitivity and Precision results of globally disseminated models, 2018.

Characteristics Altman’s
Z-Score INDEX IN05 Quick Test Model of

Binkert
Creditworthiness

Index Taffler’s Model

Tourism sector

Accuracy 0.433 0.567 0.833 0.433 0.733 0.467

Pe 0.333 0.333 0.333 0.333 0.333 0.333

Accuracy Adj. 0.150 0.350 0.750 0.150 0.600 0.200

Sensitivity 0.800 1.000 0.900 0.300 0.600 0.300

Sp 0.450 0.550 0.900 1.000 0.900 0.650

Error Type I 0.200 0.000 0.100 0.700 0.400 0.700

Error Type II 0.550 0.450 0.100 0.000 0.100 0.350

Pr 0.221 0.221 0.221 0.221 0.221 0.221

Precision 0.292 0.387 0.719 1.000 0.630 0.196

F1 Score 0.428 0.558 0.799 0.462 0.615 0.237

Construction sector

Accuracy 0.600 0.733 0.767 0.267 0.800 0.400

Pe 0.333 0.333 0.333 0.333 0.333 0.333

Accuracy Adj. 0.400 0.600 0.650 −0.100 0.700 0.100

Sensitivity 0.400 0.800 1.000 0.200 0.700 0.100

Sp 0.800 0.700 0.700 1.000 0.950 0.850

Error Type I 0.600 0.200 0.000 0.800 0.300 0.900

Error Type II 0.200 0.300 0.300 0.000 0.050 0.150

Pr 0.139 0.139 0.139 0.139 0.139 0.139

Precision 0.244 0.301 0.350 1.000 0.694 0.097

F1 Score 0.303 0.438 0.519 0.333 0.697 0.099
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Table A8. Cont.

Characteristics Altman’s
Z-Score INDEX IN05 Quick Test Model of

Binkert
Creditworthiness

Index Taffler’s Model

Retail sector

Accuracy 0.700 0.700 0.867 0.333 0.867 0.500

Pe 0.333 0.333 0.333 0.333 0.333 0.333

Accuracy Adj. 0.550 0.550 0.800 0.000 0.800 0.250

Sensitivity 0.800 0.900 1.000 0.300 1.000 0.500

Sp 0.850 0.650 0.850 0.900 0.900 0.950

Error Type I 0.200 0.100 0.000 0.700 0.000 0.500

Error Type II 0.150 0.350 0.150 0.100 0.100 0.050

Pr 0.065 0.065 0.065 0.065 0.065 0.065

Precision 0.270 0.151 0.316 0.172 0.409 0.409

F1 Score 0.403 0.259 0.480 0.219 0.581 0.450

Source: Own processing.

Appendix F. Accuracy of Testing Companies in Difficulty

Table A9. Accuracy of testing companies in difficulty.

Model
2016 2017 2018

Accuracy 1 Accuracy 2 Accuracy 1 Accuracy 2 Accuracy 1 Accuracy 2

Tourism sector

Model of Hurtošová N/A 0.00 N/A 0.00 N/A 0.00

CH-index 1.00 1.00 1.00 1.00 1.00 1.00

G-Index 0.60 1.00 0.60 1.00 0.50 0.90

Model of Delina and
Packová N/A 0.80 N/A 0.80 N/A 0.70

M-model N/A 0.00 N/A 0.10 N/A 0.00

HGN2 Model 0.20 0.70 0.10 0.60 0.20 0.70

Model of Gulka N/A 0.20 N/A 0.30 N/A 0.10

Altman’s Z-score 0.00 1.00 0.00 1.00 0.00 1.00

INDEX IN05 0.00 1.00 0.10 1.00 0.00 0.80

QUICK Test 1.00 1.00 0.80 1.00 0.80 1.00

Model of Binkert 0.90 0.90 1.00 1.00 0.90 0.90

Creditworthiness Index 0.60 1.00 0.60 1.00 0.70 0.90

Taffler’s Model 0.10 1.00 0.20 0.90 0.20 0.90
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Table A9. Cont.

Model
2016 2017 2018

Accuracy 1 Accuracy 2 Accuracy 1 Accuracy 2 Accuracy 1 Accuracy 2

Construction sector

Model of Hurtošová N/A 0.00 N/A 0.10 N/A 0.10

CH-index 1.00 1.00 1.00 1.00 1.00 1.00

G-Index 0.90 1.00 0.70 1.00 0.80 1.00

Model of Delina and
Packová N/A 0.90 N/A 0.90 N/A 0.90

M-model N/A 0.00 N/A 0.10 N/A 0.00

HGN2 Model 0.10 0.20 0.40 0.50 0.20 0.60

Model of Gulka N/A 0.20 N/A 0.30 N/A 0.20

Altman’s Z-score 0.40 0.70 0.50 0.80 0.50 0.90

INDEX IN05 0.30 0.90 0.20 0.90 0.00 0.80

QUICK Test 0.60 1.00 0.90 1.00 0.10 1.00

Model of Binkert 0.80 0.80 0.80 0.80 0.60 0.60

Creditworthiness Index 0.70 0.70 0.60 0.80 0.70 0.80

Taffler’s Model 0.20 0.40 0.10 0.30 0.10 0.40

Retail Sector

Model of Hurtošová N/A 0.00 N/A 0.00 N/A 0.00

CH-index 1.00 1.00 1.00 1.00 1.00 1.00

G-Index 0.40 0.90 0.70 1.00 0.70 1.00

Model of Delina and
Packová N/A 0.70 N/A 0.70 N/A 0.80

M-model N/A 0.00 N/A 0.00 N/A 0.00

HGN2 Model 0.00 0.40 0.20 0.20 0.10 0.50

Model of Gulka N/A 0.60 N/A 0.60 N/A 0.50

Altman’s Z-score 0.30 0.60 0.50 0.70 0.30 0.60

INDEX IN05 0.30 0.70 0.30 0.70 0.20 0.90

QUICK Test 0.70 1.00 0.80 1.00 0.70 1.00

Model of Binkert 0.60 0.80 0.60 0.70 0.50 0.70

Creditworthiness Index 0.50 0.70 0.40 0.70 0.70 0.90

Taffler’s Model 0.10 0.10 0.00 0.10 0.00 0.10

Source: Own processing.
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2018. Available online: http://www.sbagency.sk/sites/default/files/analyza_ukazovatelov_financnej_vykonnosti_msp_2018
_final.pdf (accessed on 5 November 2020).

Steward, Karen. 2019. Sensitivity vs. Specificity. Technology Networks. Analysis & Separations. Available online: https://www.
technologynetworks.com/analysis/articles/sensitivity-vs-specificity-318222 (accessed on 12 October 2021).
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