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Abstract: Corporate bond defaults in different sectors often increase suddenly at roughly similar times,
although some sectors see default rates jump earlier than others. This could reflect contagion among
sectors—specifically, defaults in one sector leading to credit stresses in other sectors of the economy
that would not otherwise have seen stresses. To complicate matters, simple correlation-based tests for
contagion are often biased, reflecting increased volatility in periods of stress. This paper uses sectoral
default data from over 30 sectors to test for signs of contagion over the past 30 years. While jumps in
sectoral default rates do often coincide, there is no consistent evidence of contagion across different
periods of stress from unbiased test results. Instead, coincident jumps in sectoral default rates are
likely to reflect common macroeconomic shocks.

Keywords: credit risk; corporate bonds; default contagion

JEL Classification: G12; G24; G33

1. Introduction

When economic or market conditions deteriorate, we often see simultaneous declines in asset
prices, as market participants reassess prospects for revenue, profits, and affordability. In light of these
worsening macroeconomic and financial conditions, credit conditions for borrowers often deteriorate
rapidly, leading to firms being unable to meet agreed interest payments or being unable to refinance
maturing debt. For these reasons, both non-performing loans held by banks and default rates for
corporate bonds—covering both intermediated and disintermediated credit provision—tend to rise in
recessions. Default rates can jump quite quickly (Figure 1), and these increases are often evident across
a range of sectors.

In some instances, default rates have increased in one corporate sector before any increase is
evident in others. This can give the impression that credit stresses “seep” from one sector to another,
which, together with the high correlations in default rates across sectors in recessions, can give the
impression of contagion—that is, corporate defaults in one sector having knock-on causal effects that
drive up defaults in other sectors.

Tests for contagion have been used in a variety of other markets including across equity markets
in emerging economies. However, there has been relatively little work to test whether corporate bond
defaults actually are contagious in the sense that stress in one sector triggers stress in another sector.

This is the fundamental question that this paper addresses. This paper re-examines the empirical
question of contagion in corporate bond markets, in particular looking at whether increases in default
rates in one corporate sector exhibit contagion effects to default rates in other sectors.

The remainder of this paper is structured as follows. Section 2 reviews past work on testing for
contagion, and the importance of accounting for the broader macroeconomic environment and in
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particular taking explicit account of shifts between high- and low-volatility periods. Section 3 then
presents the data underpinning this analysis, looking at sectoral defaults; Section 4 then details the
methodological approach taken and presents results from the contagion analysis. Finally, Section 5
concludes the paper.
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Figure 1. Global speculative-grade default rate. Source: Moody’s.

2. Past Research: Defining and Testing for Contagion and the Problem of Time-Varying Bias

The presence of contagion across asset markets is important for several reasons. For instance, most
investment strategies assume that diversification across different markets is an effective mechanism for
reducing portfolio risk. This relies on low-risk correlations across different markets; but if contagion
occurs after a negative shock, then correlations across markets will increase, limiting the benefit
from diversification.

On the other hand, if contagion is present across markets and countries, this could lead to a crisis
in one sector having a negative impact on the second sector; and, even if the second sector’s economic
fundamentals are sound, it could also face a crisis. Given the underlying fundamentals, this could
justify intervention by the public authorities to stabilise the sector.

A first key issue is to define contagion. This is less straightforward than might otherwise be expected,
as different papers adopt different approaches and strategies for identifying shock propagation. In an
international context, Dornbush et al. (2000) define contagion as a significant increase in cross-market
linkages after a shock, either to an individual country or a group of countries.

From this definition, an increase in co-movement across countries or sectors could look like
contagion. Countries that are closely tied together will tend to exhibit strong correlations in economic
performance, whether positive or negative shocks hit, and so co-movement across those countries may
not vary much. But, if two countries are moderately but not strongly correlated, then if a shock to one
country affects the other, then the co-movement and correlation could increase, suggesting contagion.

This could be misleading. In explaining why, it is useful to draw upon Masson (1997) who
defines three mechanisms for this propagation in a cross-country context: aggregate shocks which
affect the economic fundamentals of more than one country; country-specific shocks which affect the
economic fundamentals of other countries; and shocks which are not explained by fundamentals and
are categorized as pure contagion.

The distinction matters because pure contagion reflects the transmission of a stress originating
in one country or sector to another sector and, in particular, that without the contagion that second
country or sector would not otherwise have experienced stress. In the case of aggregate shocks that
affect all sectors, we would expect subsequent sectoral movements to be correlated, which could
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look like contagion even though all sectors have been affected by the same shock, rather than one
“infecting” another.

The second mechanism, whereby stress in a first sector affects fundamentals in another, represents
a direct transmission; Eichengreen et al. (1996) discuss these mechanisms. However, this transmission—
and indeed the links it flows through—should be evident in economic and financial linkages such as
declining demand for the second sector’s products or increased production problems as suppliers from
the first sector are unable to provide intermediate goods that the second sector uses in production.

But, even here, the transmission mechanism works through real economic fundamentals rather
than via market sentiment or other channels. The third mechanism, whereby co-movements across
sectors cannot be explained by changes in fundamentals, is generally thought to represent the formal
definition of contagion—the stress in the second sector cannot be explained using the normal economic
and financial linkages that are already known to exist.

There are several theories that seek to explain the presence of contagion. As noted earlier, Masson
(1997) presents a theory of multiple equilibria which shows that a crisis in one country can drive a shift
in investor expectations (rather than real linkages) that then impacts on another country. Valdes (1996)
argues that episodic disruptions in capital market liquidity can lead to fire sales in some asset classes,
potentially affecting prices of assets in countries not affected by the initial shock. Mullainathan (2002)
posits that investors do not accurately recall past events, and memories of past crises cause investors to
re-evaluate their assumptions, in particular the probability of bad outcomes. Drazen (1998) asserts that
political economy considerations can drive co-movements, citing the European devaluations of 1993 as
an example of “bunching” in economic policy shifts.

As Forbes and Rigobon (1999) note, despite the different mechanisms these theories represent,
they all essentially treat contagion as the unexplainable component—the residual in any stylized or
empirical analysis. This raises the obvious problem that, if we do not accurately capture real spillovers
among sectors or economies—if our models are misspecified—then we might erroneously think that
contagion exists when in fact it does not. Essentially, contagion is defined as the observation that
cross-market linkages during a crisis are different than during relatively stable periods.

Consistent with this view, economists have developed a variety of tests for contagion but which
often have a common underlying component. This is best illustrated by one simple approach that
compares the correlation (or covariance) among two markets or sectors during a relatively stable period
with the correlation during a period of turmoil, often directly after a shock occurs. Contagion is then
identified wherever there is a significant increase in the cross-market correlation during the period of
turmoil, relative to the average correlation across periods of both calm and turmoil.

A common problem with this, however, is that correlation coefficients are calculated incorrectly.
Forbes and Rigobon (2002) describe this issue in detail in their seminal work. To summarise, unless
we control for the higher variance that naturally exists in stressed periods, the correlation coefficients
that are calculated to evaluation contagion will be biased and misleading, leading to contagion being
identified where in fact none exists. Forbes and Rigobon (2002) demonstrated this effect when testing for
contagion across equity markets and found that, while interdependence was present, actual contagion
was far less prevalent than often assumed, and in particular was much less prevalent than suggested
by misspecified correlation tests.

This bias arises from the unadjusted correlation coefficient not taking account of different market
conditions during periods of stress versus periods of calm. Over a long enough sample, summary
statistics such as correlation coefficients may “average out” periods of relatively high and relatively
low volatility. But the formal correlation-based test for contagion that is typically used is exactly that
correlations among sectors or markets increase once market turmoil takes hold; and those increases can
occur anyway if system-wide shocks occur without formal contagion actually being present. Essentially,
because the data sample is split into “high” and “low” volatility periods, and we are comparing the
high volatility period to an average of the high and low periods, the correlation test will naturally tend
to signal contagion if the bias that is naturally present in the test is not accounted for.
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Forbes and Rigobon (1999) provide a formal proof for this theorem, building on the previously
work of Ronn (1998) who addresses bias in the estimation of intra-market correlations for stocks and
bonds. The estimated—but unadjusted—correlation among two variables will increase when the
variance of one of them increases, even if the actual correlation does not change. Happily, it is relatively
straightforward to correct for this bias and, as such, calculate adjusted correlation coefficients that take
this tendency into account. Loretan and English (2000) also note this effect.

The original discussion in Forbes and Rigobon (1999) demonstrates how correlation coefficients
can be biased when the variances of the underlying variables change, but for completeness this is
revisited here.

Suppose that x and y are stochastic variables, and they are related as follows:

yt = α+ βxt + εt (1)

where E [εt] = 0, E [εt
2] <∞, E [xt, εt] = 0 and also (for simplicity) that |β| < 1. Now suppose that the

variance of xt changes over the sample period so that it is lower in one part of the sample (l) and higher
in the second part of the sample (h). Since by assumption the error and explanatory (xt) variables are
orthogonal, the consistent and efficient ordinary least squares (OLS) estimator will return the same
parameter estimates across samples: βh = βl. By assumption, we also know that σh

xx > σl
xx which,

when combined with the standard definition of β, implies that σh
xy > σl

xy: the covariance between x
and y will be higher in the second period. Since the residual variance is constant by construction and
|β| < 1, we know that: (

σxx

σyy

)h

>

(
σxx

σyy

)l

(2)

Which, substituting into the standard definition of the correlation coefficient:

ρ =
σxy

σxσy
= β

σx

σy
(3)

implies that:
ρh > ρl (4)

In other words, the estimated correlation between x and y will be higher when the variance of
x increases, even if the true correlation between x and y does not change. The standard correlation
coefficient is conditional on the variance of x, and the bias this implies can be quantified as:

ρu
t = ρt

√
1 + δt

1 + δtρ2
t

(5)

where ρu
t is the unadjusted (or conditional) correlation coefficient and ρt is the actual (or unconditional)

correlation coefficient. In this expression, δt is the relative increase in the variance of x. As such, during
periods of high volatility and turmoil, estimated correlation coefficients will be biased upwards.

Forbes and Rigobon (1999) also note that it is straightforward to adjust for this bias, solving
Equation (5) for the unconditional correlation:

ρt =
ρu

t√
1 + δt[1−

(
ρu

t

)2
]

(6)

Using this simple approach, they demonstrate that the estimated contagion among stock markets
during the late 1990s was largely a statistical artefact. That is because the common technique to test
for contagion was to estimate whether there is a significant increase in correlation coefficients during
periods of market turmoil, and while the biased estimated correlation coefficients did indicate that
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contagion was present, the true unbiased correlation coefficients were much lower and typically did
not suggest contagion. In other words, the test statistic upon which the contagion hypothesis was
evaluated was biased, leading to misleading results and inference.

Apart from Forbes and Rigobon (2002), other papers have also looked at different markets and
episodes to test for contagion. Forbes and Rigobon (2001) themselves provide a broad survey of
conceptual and empirical issues around measuring contagion. Since their original paper examining
bias in correlation coefficients, methods for estimating contagion have become more sophisticated than
just testing for changes in (biased) correlation coefficients. For instance, rather than using correlation
tests over discrete samples, an alternative would be to estimate models with time-varying parameters
to account for possible shifts (see for instance Ellis et al. (2014)). However, there have also been recent
attempts to model contagion and network effects more explicitly in a time series format.

One particular approach has been the emergence of correlation network models. As Giudici
and Parisi (2018) note, while bivariate analysis and causal models can investigate whether the risk
represented by a particular institution is affected by market crises or exogenous risks, these correlation
network models try to explain whether that risk depends on endogenous contagion effects. These
network models can take the form of contagion models that combine financial networks with price-based
contagion models, such as those employed by Billio et al. (2012), who propose different statistical
measures of connectedness, finding that different financial sectors have become more interrelated
over time.

Diebold and Yılmaz (2014) also propose a variety of connectedness measures based on variance
decompositions that can be used to track time-varying connectedness of stock return volatilities.

Ahelegbey et al. (2016) present an innovative Bayesian graphical approach to identification in
vector autoregressive (VAR) models, finding strong unidirectional linkage from financial to non-financial
sectors during the recent financial crisis and bidirectional linkages during the European sovereign
debt crisis. However, it is unclear whether these linkages represent contagion per se, or more normal
shock transmission.

Das (2016) defines a new score of systemic risk that depends on individual risk and
interconnectedness across financial institutions, where the network contributions implied by the
latter could be interpreted as contagion. Interestingly, however, Das’s work on spillover risk finds that
splitting up too-big-to-fail banks does not lower systemic risk, consistent with contagion effects from
large firms not being the primary driver of systemic risk.

More recently, Giudici and Parisi (2018) used a vector autoregressive (VAR) approach to model credit
default swap (CDS) spreads, using cross-sectional dependency to model the contagion transmission
mechanism. They then used the VAR to distinguish between contagion and idiosyncratic risk.

Herculano (2018) used a Bayesian spatial autoregressive model to identify bank defaults and found
that spillover effects among peers were positive and significant, although also very heterogeneous,
with some banks being more important than others. However, spillovers within the banking sector
may not apply in other sectors.

In some instances, the definition of contagion is rather different than the fundamental approach
proposed by Forbes and Rigobon. For instance, Ahrend and Goujard (2014) examined bilateral financial
and trade linkages and equity and bond price movements between 2002 and 2011, finding that financial
turmoil was transmitted through bilateral debt integration and common bank lenders. However,
these identified transmission mechanisms were actually not indicative of formal contagion, which by
definition should not be accounted for by increases in debt integration or common counterparties.

Like many of the other related papers in this area, Mezei and Sarlin (2018) also focused on systemic
risk rather than contagion per se. They promote a mechanism for aggregating individual risk and
interconnectedness but seem more concerned with cross-border linkages than contagion as defined
earlier (that is, the transmission of a shock from one entity to another other than via a common source
or established transmission mechanisms).
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Aamir and Shah (2018) investigated co-movements among Asian stock markets and Adad and
Chulia (2013) examined the impact of monetary policy surprises on European government bond
markets. Das et al. (2007) explored correlations of individual corporate defaults rather than across
sectors, finding “excess” default clustering can be matched by assuming some “extra” correlation,
and macroeconomic variables can account for some of this. However, individual corporate defaults
can often be correlated within sectors due to the common exposures to exogenous developments and
shocks—the spate of US shale defaults after the 2014/2015 decline in the oil price is a clear example
of this. As such, these within-sector defaults may likely represent common exposures rather than
genuine contagion that instead may be easier to identify across different sectors.

There is some past evidence that the default of one company can increase the measured probability
of another company defaulting (see Azizpour et al. 2018). Here, the authors used latent variable
techniques to account for unobservable “frailty”, and contagion is assumed to follow the specific form
proposed by Hawkes (1971). The results of this approach suggest that the impact of one default on the
default rate has a half-life of only three months. However, it is questionable whether the modelling
correctly identifies changes in underlying macroeconomic conditions (which, as noted above, can bias
measures of contagion) from non-stationary shifts in the latent “frailty” factor.

It is also striking that more sophisticated computational techniques employed to examine contagion
over the past two decades are far from uniform in their assessments. For instance, Leschinski and
Bertram (2017) use a “rolling window analysis” to identify contagion effects during the euro crisis,
finding pure contagion from Italy and Spain but not for Greece, Ireland or Portugal. Yet, at the same
time, Caporin et al. (2018) analysed sovereign risk contagion using quantile regressions focusing on the
euro area and found that the risk spillover was not affected by the sign or size of the shock, implying
that contagion has remained subdued. At best, these different results demonstrate that more complex
modelling approaches still result in ambiguity about the role and impact of contagion.

However, probably the most important paper for gauging the effectiveness of newer methods
of testing for contagion is Rigobon (2016) which reviews the empirical literature. As with the simple
correlation analysis discussed earlier, Rigobon notes that the econometric issues arising from endogeneity
and omitted variables produce time-varying biases. All the empirical approaches examined, including
VARs, event studies, autoregressive conditional heteroskedasticity models, non-linear regressions,
suffer to a greater or lesser extent—put simply, Rigobon finds that there is no single technique that can
completely address this issue without formally correcting for these biases.

This implies that, while the techniques mentioned above are, to varying degrees, more complex
than the statistical analysis implicit in correlation coefficients, the underlying structural data conditions
that the original paper by Forbes and Rigobon (1999) speak to still matter. Whenever the variance
of explanatory variables varies over the data sample, it is critical to adequately correct for this in the
estimated variance–covariance statistics that underpin the coefficient estimates and other features of the
approaches and models outlined above. Simply using a Granger causality test or VAR will not adequately
adjust for the fact that statistical bias will be present in any estimated coefficients where the variances
of the underlying data vary over time. As such, while the approach originally presented by Forbes
and Rigobon (1999) is simple, compared with some of the complex alternatives employed today, it still
serves a useful purpose: any model estimates will be biased unless the underlying biases arising from
statistical analysis are accounted for. Sometimes, stripping away statistical sophistication to focus on the
underlying issue can shed more light on an issue than resorting to greater computational complexity.

As such, armed with the original approach set out by Forbes and Rigobon (1999)—and conscious
that more complex approaches will suffer from the same concerns about bias that they illustrate—this
analysis will now examine sectoral default rates for evidence of contagion. To the best of my knowledge,
there has been little exploration of whether this type of cross-sectoral contagion exists in corporate
bond markets which is the key contribution of this paper.
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3. Sectoral Bond Defaults: Inspecting the Data

Ultimately, this analysis regards the question of whether corporate bond distress is contagious
across sectors as an empirical one. In order to investigate this, we need to examine corporate default
rates across sectors to see if there is evidence of contagion from one sector to another. To be clear, this
analysis examines empirical data for signs of contagion among different sectoral default rates. Each
sectoral default rate was calculated as the number of default events, relative to the universe of rated
entities within that sector, over a specified time period.

The default data here were collected and published by Moody’s, a global credit rating agency.
Moody’s has collated data on defaults for over a century and publishes default rates back to 1920 on
some bases. In this instance, the data sample covered defaults by non-financial corporate issuers as a
percentage of Moody’s rated universe. All the data used in this analysis were default rates (percentages)
and were not absolute numbers of default events.

The data are categorized according to one of 33 corporate sectors and default rates are published
on an issuer-weighted basis. The entire data sample covered the period from the start of 1983 to the
start of 2017; default rates were reported on a monthly frequency. Overall, the dataset comprised
13,530 observations across the 33 sectors considered here. Towards the start of the sample, the data were
more heavily concentrated on US issuers, reflecting Moody’s geographical coverage; but, as Moody’s
expanded into other markets, over time, more issuers from other parts of the world—particularly
the UK, Germany, and France—were included in the data. More detail on Moody’s default data are
presented by Moody’s (2019a).

It is important to consider what constitutes a default event in these data. Moody’s defines defaults
on the basis of one (or more) of four events (see Moody’s 2019b). These include: a missed or delayed
disbursement of a contractually obligated interest or principal payment; a bankruptcy filing or legal
receivership by the debt issuer or obligor that will likely cause a miss or delay in future debt service
payments; and a distressed exchange where an issuer offers creditors a new or restructured debt (or
assets) that amount to a diminished value relative to the debt obligation’s original promise, with the
effect of allowing the issuer to avoid a likely eventual default. Finally, a change in the payment terms
imposed by the sovereign that results in a diminished financial obligation also constitutes a default.
Many defaults represent one of the first two instances, although distressed exchanges do periodically
account for a sizeable number of total defaults.

Simply from inspecting the data, it is readily evident that default rates typically jump at similar
times across different sectors which, in principle at least, could be consistent with contagion across
sectors (Figure 2). In the data sample examined here, there are three particular episodes where default
rates jumped across a wide range of sectors. These three periods corresponded to macroeconomic
and financial economic downturns that started in the late 1980s, the early 2000s, and the August 2007
Financial Crisis. These episodes are also clearly evident in Figure 1 as spikes in the default rate.

It is clear from Figure 2 that a spike in the default rate in one sector often occurs at the same
time that default rates jump in other corporate sectors. This is also confirmed by simple correlation
calculations among different sectoral default rates across the whole data sample. These are presented
in Figure 3, where darker shading indicates stronger correlation.

However, as noted in the earlier discussion, a coincident jump in default rates could reflect the
macroeconomic environment deteriorating and simultaneously impacting on different sectors; this
would reflect a common macro shock rather than “contagion” from one sector to another. It is very
important to differentiate between co-movement and genuine contagion as discussed previously. This
is what the remainder of this paper investigates.



Int. J. Financial Stud. 2020, 8, 1 8 of 17

Int. J. Financial Stud. 2020, 8, x FOR PEER REVIEW 7 of 17 

 

The default data here were collected and published by Moody’s, a global credit rating agency. 
Moody’s has collated data on defaults for over a century and publishes default rates back to 1920 on 
some bases. In this instance, the data sample covered defaults by non-financial corporate issuers as a 
percentage of Moody’s rated universe. All the data used in this analysis were default rates 
(percentages) and were not absolute numbers of default events. 

The data are categorized according to one of 33 corporate sectors and default rates are published 
on an issuer-weighted basis. The entire data sample covered the period from the start of 1983 to the 
start of 2017; default rates were reported on a monthly frequency. Overall, the dataset comprised 
13,530 observations across the 33 sectors considered here. Towards the start of the sample, the data 
were more heavily concentrated on US issuers, reflecting Moody’s geographical coverage; but, as 
Moody’s expanded into other markets, over time, more issuers from other parts of the world—
particularly the UK, Germany, and France—were included in the data. More detail on Moody’s 
default data are presented by Moody’s (2019a). 

It is important to consider what constitutes a default event in these data. Moody’s defines 
defaults on the basis of one (or more) of four events (see Moody’s 2019b). These include: a missed or 
delayed disbursement of a contractually obligated interest or principal payment; a bankruptcy filing 
or legal receivership by the debt issuer or obligor that will likely cause a miss or delay in future debt 
service payments; and a distressed exchange where an issuer offers creditors a new or restructured 
debt (or assets) that amount to a diminished value relative to the debt obligation’s original promise, 
with the effect of allowing the issuer to avoid a likely eventual default. Finally, a change in the 
payment terms imposed by the sovereign that results in a diminished financial obligation also 
constitutes a default. Many defaults represent one of the first two instances, although distressed 
exchanges do periodically account for a sizeable number of total defaults. 

Simply from inspecting the data, it is readily evident that default rates typically jump at similar 
times across different sectors which, in principle at least, could be consistent with contagion across 
sectors (Figure 2). In the data sample examined here, there are three particular episodes where default 
rates jumped across a wide range of sectors. These three periods corresponded to macroeconomic 
and financial economic downturns that started in the late 1980s, the early 2000s, and the August 2007 
Financial Crisis. These episodes are also clearly evident in Figure 1 as spikes in the default rate.  

 

Figure 2. Corporate default rates across different sectors. Note that the exhibit presents sectoral 
default rates for 33 non-financial corporate sectors; each sector is shown in a different colour. The 
vertical axis was deliberately limited to 50% to illustrate volatility within and across sectors relative 
to lower default rates in some time periods. Source: Moody’s. 

0%

5%

10%

15%

20%

25%

30%

19
83

19
84

19
86

19
87

19
89

19
90

19
92

19
93

19
95

19
96

19
98

19
99

20
01

20
02

20
04

20
05

20
07

20
08

20
10

20
11

20
13

20
14

20
16

Figure 2. Corporate default rates across different sectors. Note that the exhibit presents sectoral default rates for 33 non-financial corporate sectors; each sector is
shown in a different colour. The vertical axis was deliberately limited to 50% to illustrate volatility within and across sectors relative to lower default rates in some time
periods. Source: Moody’s.
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Figure 3. Cross-sector correlation coefficients for sectoral corporate defaults. Source: Author’s calculations. Note: Sectors are defined numerically for ease of
presentation; see Appendix A for further details.
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4. Testing for Contagion across Sectors

As noted earlier, a simple test for contagion is to compare the correlation (or covariance) between
two markets or sectors during a relatively stable period with the correlation during a period of turmoil,
often directly after a shock occurs. A significant increase in correlation during the turmoil period is
indicative of contagion across sectors.

However, it is important to correct correlation coefficients for the bias that will naturally arise in
stressed periods, compared with calm periods. To do so, we need to correct for the jump in volatility
that will lead the estimated correlation in periods of high volatility to exceed the unconditional
correlation. As noted earlier, Forbes and Rigobon (2002) present the formal proof for this theorem in
their seminal work. To summarise, unless we control for the higher variance that naturally exists in
stressed periods, the correlation coefficients that are calculated to evaluate contagion will be biased
and misleading, leading to contagion being identified where in fact none exists. Forbes and Rigobon
(2002) demonstrated this effect when testing for contagion across equity markets and found that, while
interdependence was present, actual contagion was less prevalent than often assumed and also much
less prevalent than suggested by misspecified correlation tests. The analysis that follows will test for
this effect when examining potential contagion among corporate default rates across different sectors.

In the context of examining contagion, we might expect sectors that cause contagion to exhibit
credit stresses before those stresses then spread to, and are evident in, other sectors. From inspecting
the data, there are some sectors that appear to have “led” past downturns in credit quality: that is,
corporate default rates jumped in some sectors before default rates across a range of other sectors then
subsequently picked up.

For instance, in the August 2007 downturn the default rate in the “media and publishing” sector
increased prior to default rates in other sectors. In particular, the default rate for media and publishing
reached 8% in 2007 Q1, long before the broader downturn was evident across a wide range of sectors.
No other sector saw as early or as sharp a jump in its default rate during 2007; thus, if there was
one sector that led others, potentially causing contagion, it would likely have been the media and
publishing sector. In Figure 4, the media and publishing sector is represented by the red line to
distinguish this “leading” sector from other corporate sectors during that time period.Int. J. Financial Stud. 2020, 8, x FOR PEER REVIEW 11 of 17 
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Figure 4. Sectoral default rates around the late 2000s’ deterioration in credit conditions. Source:
Author’s calculations and Moody’s. Note that the exhibit presents sectoral default rates for 33
non-financial corporate sectors. The vertical axis was deliberately limited to 50% to illustrate volatility
within and across sectors relative to lower default rates in some time periods. The “media and
publications” sector is highlighted in red, as it was the first sector that saw its default rate jump sharply
during the course of 2007.
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This suggests that, if contagion flows from one sector to another, the credit stresses should have
originated first in the media and publishing sector before defaults there then triggered credit stresses
elsewhere. This is not to say that the media and publishing sector is necessarily more important than
others per se—any contagion appears to spread from other sectors in other periods—but it is the sector
where credit defaults are evident earliest in the August 2007 episode. As noted later, the identification
of the media and publishing sector is not critical for the contagion analysis presented herein; rather, it
is meant to serve as an illustration of how contagion testing can be conducted.

The simple test of this contagion in this instance is to examine whether the correlation coefficients
between the default rate in the media and publishing sector and default rates in other sectors
significantly increased during the “stress” period relative to whole period of data we are considering.
In order to do this, we need to define the high and low volatility periods in the sample that we are
going to test across for any significant change in correlations.

In this instance, the high volatility period, hereafter referred to as the “stress” period, was assumed
to run from January 2008 until January 2011. This was based on when default rates started to increase
across many sectors. The low volatility (or “calm”) period was assumed to run from February 2003
until December 2007. The sample period as a whole was therefore defined as the months between
February 2003 and January 2011. It is this entire time period from February 2003 to January 2011 that
the “benchmark” correlations were calculated over and with which the “stress” correlations were
then compared.

It is important to note that, for some sectors, default rates in one of the (sub)sample periods
were zero throughout; as such, it is impossible to test for changes in correlation coefficients, because
the underlying variance of those particular data series was zero in the (sub)sample which does not
allow the calculation of (adjusted) correlation statistics. Of the 32 sectors that could potentially exhibit
evidence of contagion from the “media and publishing” sector, it was only possible to conduct the
statistical correlation tests for contagion for 29 of them. But, using the sample periods defined above
and the sectors for which it was possible to test for changes in correlation coefficients, we can formally
test for evidence of contagion in corporate bond markets.

The results, based on tests of simple correlation coefficients, are striking. As shown in the second
column of Table 1, fully 16 of the 29 sectors appeared to show higher correlations in the stress period at
the five percent statistical significance level (using a one-sided test, as we are looking for an increase in
correlation rather than a decrease). At face value, this appears to be strongly indicative of contagion.

However, when we adjusted the “high stress” correlation coefficients for the underlying bias
in the calculation as noted by Forbes and Rigobon (2002), this number dropped to just one sector
out of the 29 exhibiting signs of contagion, as shown in the fourth column of Table 1. Furthermore,
that sector is where a negative correlation had become less negative (as opposed to an increase in a
positive correlation).

From this analysis, it appears that correcting for the bias in correlation coefficients due to the
heterogeneous volatility can have a significant impact on the statistical test results of changes in
correlation coefficients. Even without the issue of the negative correlation, given the underlying size of
the significance test (as opposed to its power) and the number of sectors we are testing, this is not
indicative of broad contagion across sectors in corporate bond markets. Consistent with the original
work by Forbes and Rigobon (2002), this suggests that, while there may be interdependence in credit
conditions across different corporate sectors, consistent with them all being affected by a common
macro shock, contagion was not formally present in corporate bond markets in the late 2000s based on
the results presented above. Instead, the co-movements in default rates are likely to have reflected the
common macroeconomic shock, a form of interdependence.
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Table 1. Biased and adjusted correlation coefficients for contagion tests in August 2007. Source: Author’s
calculations. Note: Contagion tests based on statistical tests for differences in correlation coefficients
calculated in “stress period” (defined as January 2008 until January 2011) compared with correlation
coefficients calculation between February 2003 and January 2011.

Sector
Correlation in
Stress Period
(Unadjusted)

Evidence of
Contagion?

Correlation in
Stress Period

(Adjusted)

Evidence of
Contagion?

Aerospace and Defense 0.806 N 0.225 N
Automotive 0.948 Y 0.453 N

Beverage, Food and Tobacco 0.604 Y 0.128 N
Capital Equipment 0.946 Y 0.444 N

Chemicals, Plastics and Rubber 0.875 Y 0.294 N
Construction and Building 0.267 N 0.047 N
Consumer goods: Durable 0.933 Y 0.403 N

Consumer goods: Non-durable 0.688 Y 0.159 N
Containers, Packaging and Glass 0.712 Y 0.170 N

Energy: Electricity −0.577 N −0.119 N
Energy: Oil and Gas 0.860 Y 0.276 N

Environmental Industries −0.249 N −0.044 N
FIRE: Finance 0.889 Y 0.313 N

FIRE: Insurance −0.614 N −0.131 Y
FIRE: Real Estate 0.914 N 0.358 N

Forest Products and Paper 0.433 N 0.081 N
Healthcare and Pharmaceuticals 0.637 Y 0.139 N

High Tech Industries 0.887 Y 0.311 N
Hotel, Gaming, and Leisure 0.921 Y 0.372 N

Media: Advertising, Printing and Publishing 0.883 Y 0.306 N
Media: Diversified and Production 0.310 N 0.055 N

Metals and Mining 0.985 Y 0.691 N
Retail −0.265 N −0.047 N

Services: Business 0.781 Y 0.208 N
Services: Consumer 0.121 N 0.021 N
Telecommunications 0.926 Y 0.385 N

Transportation: Cargo 0.285 N 0.051 N
Transportation: Consumer −0.332 N −0.060 N

Wholesale 0.721 Y 0.174 N
Summary: All Sectors 16/29 1/29

We can conduct the same formal tests for the other two stress periods in the data sample as well;
for illustrative purposes, results are presented again based on identifying which sector saw early peaks
in default rates. In the early 2000s, the default rate in the “environmental services” sector picked up
before default rates in other sectors (Figure 5), and in the late 1980s’ downturn in credit quality, the
“hotels and gaming” sector saw default rates jump before the broader deterioration across a range
of sectors (Figure 6). The fact that these “leading” sectors were not consistent over time could be
consistent with each downturn having different underlying drivers or with sectoral performance
differing over time or, indeed, with contagion spreading from different sectors in each instance.

As with the previous contagion tests, we again split the subsamples into two periods, each for
longer episodes: a “calm” period and a “stress” period. For the early 2000s period illustrated in
Figure 5, the total sample period ran from February 1992 until January 2003; the “stress” episode was
assumed to start in July 1999 (with the “calm” period running prior to the “stress” period). For the late
1980s downturn shown in Figure 6, the total sample period ran from January 1983 until January 1992,
with the “stress” period starting in December 1988.

For these earlier two periods in the data, any signs of contagion were less pronounced than in the
late 2000s period, even using unadjusted correlation coefficients; in particular, there was very limited
evidence of contagion to start with in the late 1980s, although it was more prevalent in the late 1990s
downturn. However, it is striking that once the bias in the correlation coefficient was accounted for,
the results were now consistent across all three periods in that there was scant genuine evidence of
contagion across different corporate bond sectors.
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Figure 5. Sectoral default rates around the early 2000s downturn in credit conditions. Source: Author’s
calculations and Moody’s. Note that the exhibit presents sectoral default rates for 33 non-financial
corporate sectors. The vertical axis was deliberately limited to 50% to illustrate volatility within and
across sectors relative to lower default rates in some time periods. The “environmental services” sector
is highlighted in red, as it is the first sector that saw its default rate jump sharply and persist higher
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Figure 6. Sectoral default rates around the late 1980s downturn in credit conditions. Source: Author’s
calculations and Moody’s. Note that the exhibit presents sectoral default rates for 33 non-financial
corporate sectors. The vertical axis was deliberately limited to 50% to illustrate volatility within and
across sectors relative to lower default rates in some time periods. The “hotels and gaming” sector
is highlighted in red, as it is the first sector that saw its default rate jump sharply and persist higher
during the course of 1998/1999.

Table 2 summarizes this analysis and illustrates the impact of this bias; it presents the percentage
of sectors that exhibit signs of contagion when this is tested for on the basis of both biased and adjusted
(unbiased) correlations coefficients. Across the three episodes, co-movements in default rates between
the “lead” sectors—highlighted previously for each of the three stress periods in the sample—and other
corporate sectors did show evidence of significant changes on the basis of simple correlation statistics.
This would suggest some degree of corporate contagion from one sector to another. However, when



Int. J. Financial Stud. 2020, 8, 1 14 of 17

the bias identified by Forbes and Rigobon (1999) was corrected for, any evidence of contagion was
sparse at best.

Table 2. Percentage of sectors exhibiting contagion compared with “leading” sector. Source: Author’s
calculations. Note that the sectors with negative “stress” correlation coefficients were excluded from
the percentages presented. The contagion tests were calculated as specified in Table 1 using the sample
periods specified in the main text.

Credit Downturn Cycle Leading Sector Ordinary (Biased)
Correlations

Adjusted (Unbiased)
Correlations

1988 Hotel and gaming 3% 0%
1999 Environment 27% 10%
2008 Media and publications 48% 0%

In order to further test the robustness of this result, tests were also run to examine for contagion
starting from other sectors: that is, not assuming that contagion would start from those sectors where
default rates were observed to jump first (e.g., picking a different starting sector from media and
publications in 2008). This is important because, although specific sectors were identified above for
illustrative purposes, in principle it is possible that contagion could have flowed from other sectors that
had financial fragilities that were not yet fully evident in default rates. However, these broader tests of
contagion among different corporate sectors across the same time periods noted above yielded very
similar results to those presented in Table 2—once the bias in correlation coefficients was controlled for,
there was very little evidence of contagion across sectors.

To further test the robustness and sensitivity of these results, correlations were also calculated
after changing the “calm” and “stress” periods across each of the three episodes in our broader sample.
It is possible that the specific choice of these dates could lead to so-called “boundary effects”, where
the statistical inference changes when these dates were varied. Happily, this did not appear to be the
case, as the broad results presented herein were unchanged; once again, there was little evidence of
contagion once the underlying bias in correlation coefficients was controlled for. As with the detailed
analytical results presented earlier, unadjusted correlation coefficients gave a misleading picture of
potential contagion among sectors and that contagion was not then evident when the bias in the
correlation coefficients was adjusted to account for this.

5. Conclusions

The presence or otherwise of contagion during periods of financial turmoil remains an important
question for investors, market participants and policymakers alike. Looking at past patterns in
corporate bond default rates across sectors, it is tempting to assess that contagion has been present in
past episodes of stress.

However, the analysis presented herein demonstrated that simply observing that defaults increased
first in a particular sector does not necessarily imply contagion in corporate bond markets. Instead, we
should investigate changes in correlations across sectors for evidence of contagion and adjust for bias
that will exist in simple correlation statistics. In addition, when the correlation tests are corrected for
the bias that arises from the changing volatility between stressed and non-stressed periods, there is
little consistent evidence of contagion from bond defaults in one sector to others over the different
credit cycles. In line with previous research on equity market contagion, this demonstrates that simple
correlation analysis can result in misleading results. Rather than contagion, the shifts in correlation
coefficients represent the interdependence among the different corporate sectors.

The analysis presented herein was deliberately simple. This was partly due to the desire to
clearly demonstrate how misspecified hypothesis tests can lead to misleading analytical results and
interpretation; but, importantly, it also reflects the fact that there is simply no single technique,
complex or otherwise, that can assess contagion while addressing the issues around endogeneity,
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omitted variables and time-varying biases. As such, while it is important to note that the correlation
analysis presented herein was not as sophisticated as some contagion estimation techniques—which is
arguably a limitation of this research—the same issues will also pervade those more complex statistical
approaches, unless the bias effects illustrated herein are sufficiently controlled for.

Overall, these results suggest that, while default rates often rise across a range of sectors in the
face of an economic downturn, reflecting a common underlying shock, corporate bond markets do not
present a significant risk in terms of contagion spreading from one sector to another. As such, while
investors should be vigilant for macroeconomic shocks that can drive credit distress across a range of
sectors, there is little sign that idiosyncratic credit stresses in one sector will drive widespread credit
stresses in other sectors.
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Conflicts of Interest: The author declares no conflict of interest.

Appendix A Numerical Listing of Corporate Sectors

The main body of this paper uses default rates from 33 different non-financial corporate sectors to
test for evidence of contagion. Given the difficulties in presenting 33 different sectoral titles in chart
format, for simplicity, each sector is assigned a number in the analysis. Table A1 below presents the
sectoral key, listing the individual sectors against the number they are assigned (for instance in Figure 3).

Table A1. List and numbering of non-financial corporate sectors. Source: Moody’s and author.

S01 Aerospace and Defense
S02 Automotive
S03 Beverage, Food and Tobacco
S04 Capital Equipment
S05 Chemicals, Plastics and Rubber
S06 Construction and Building
S07 Consumer goods: Durable
S08 Consumer goods: Non-durable
S09 Containers, Packaging and Glass
S10 Energy: Electricity
S11 Energy: Oil and Gas
S12 Environmental Industries
S13 FIRE: Finance
S14 FIRE: Insurance
S15 FIRE: Real Estate
S16 Forest Products and Paper
S17 Healthcare and Pharmaceuticals
S18 High Tech Industries
S19 Hotel, Gaming and Leisure
S20 Media: Advertising, Printing and Publishing
S21 Media: Broadcasting and Subscription
S22 Media: Diversified and Production
S23 Metals and Mining
S24 Retail
S25 Services: Business
S26 Services: Consumer
S27 Telecommunications
S28 Transportation: Cargo
S29 Transportation: Consumer
S30 Utilities: Electric
S31 Utilities: Oil and Gas
S32 Utilities: Water
S33 Wholesale
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