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Abstract: This paper evaluates the homogeneity of the financial markets in European Union (EU) 
countries and the impact of determinants of the financial sector in individual EU countries on the 
investment by economic entities in the given countries. The objective of the paper is to evaluate the 
homogeneity of financial sectors in EU countries in terms of individual indicators. The paper also 
evaluates the interdependence between the loan amount (debt and liabilities of the financial sector) 
on one side and the selected investments on the other. This paper uses the statistical method of 
correlation analysis to determine the strength and closeness of dependence among indicators, and 
the multidimensional statistical method of cluster analysis to determine the homogeneity among 
the individual countries. The results show that, in terms of financial markets, there is still a 
difference between developed countries in terms of Gross Domestic Product and the rest of the EU 
Member States. However, in the case of investment activity that is no longer. Partial integration 
therefore takes place within the EU, in terms of financial markets. 

Keywords: financial sector; debt; loans; obligations; investment; European Union; correlation and 
regression analysis; cluster analysis. 

JEL Classification: E4; E5; G0; A1 
 

1. Introduction 

This article deals with the financial sector at the level of individual states of the European Union 
(EU). The effort of this group is through the coordination of monetary policy to achieve a single 
aggregate market. These efforts then appear even in the case of the financial market, which is 
fundamentally influenced by the monetary union, which associates countries paying with the single 
currency, the euro. The subject of this article is to examine whether this process of unification is 
completed, that is, whether there is a financial market in the European Union with close and similar 
monitored indicators. The basic question then is whether financial markets of nation-states united in 
the European Union achieve homogeneity and the process of transformation of financial markets in 
the Member States into a single homogenous unit is completed. The article is also extended to 
examine the amount of loans for investment activity. As the financial markets primarily consists of 
credit creation and capital markets are not within the European Union dominant, it is therefore 
possible to verify, on the basis of this, the theoretical assumption that the relationship between these 
indicators presupposes. Thus, it is possible to confirm the functioning of financial markets within the 
European Union, and this is also the second research question of this article. It thus brings an 
up-to-date view of the issue and newly deals with and evaluates the financial market of the 
European Union from the perspective of individual Member States. Appropriate data will be 
generated based on theoretical research to help answer the research questions. Selected statistical 
methods will also help. Conclusions will then be formulated in a separate chapter. We managed to 
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prove the existence of persistent differences between the developed EU countries in terms of Gross 
Domestic Product (GDP) and the rest, southern and eastern EU Member States. Euro- arena thus 
does not contribute to greater integration in terms of financial markets. The situation is different in 
terms of investment activity. Here already homogeneous groups within the group are more 
diversified not only in terms of economic development but also geographical location. Thus, it can 
be stated that partial integration within the EU is therefore taking place in terms of financial markets. 
However, it is still not satisfactory. 

2. Literature Review 

The unification of individual national markets into one homogeneous unit is the intention of the 
European Union at the level of many markets. This article is primarily focused on financial markets 
that are modified at the level of individual EU Member States historically, legally and economically. 
A homogeneous financial market can provide significant benefits to many actors. On the one hand, it 
offers greater stability, combined with greater resistance to external shocks (Bekaert et al. 2014), 
lower capital costs, incentives for investment, etc. On the other hand, Chambet (2008) using a 
multivariate GARCH (1,1) -M return generating model, in turn, suggests that the financial crisis may 
reduce integration. However, it proves so on the basis of one crisis and it would be necessary to 
further verify this hypothesis. Another advantage, for example, identifies Azzimonti et al. (2014) and 
he proves that integrated financial markets give the government the ability to access more debt 
finance. Kose (2009) then directly states that open financial markets “unleash forces that result in 
better government and corporate governance” (Kose 2009, p. 4). However, the integration process 
itself is time-consuming (Bekaert 2011; Arouri 2012) and it is therefore necessary to evaluate the 
process over time and identify areas where more effort is needed. 

J. M. Keynes, in his time, assumed that savings were completely transformed into investments 
at the ideal interest rate. That is, the unused portion of an individual’s disposable income is used for 
investment and the whole product is thus divided into two parts. The interest rate is the factor that 
influences an individual’s decision about how to deal with their income (Hachem 2011). Of course, 
other factors may be mentioned, but this article does not deal with the consumer decision-making 
theory or others.  

As interest rates rise, savings will increase and, as a result, investment will rise, as the two 
components are identical (Keynes 1963; Duan and Ying 2014; Guitiérrez and Lozano 2012). Although 
at present and in practice the situation is somewhat different, the interest rate has not lost its 
importance in relation to investment. Assuming that central banks retain some form of 
independence, their decision on the level of interest rates also directly affects the amount of 
investment that is made in the country. The lower the interest rate, the more consumer and 
investment activity, supported by cheaper loans, will grow, and the more the product will grow. On 
this basis, investments were also supported during the economic crisis, as described by Gros (2014), 
for example, based on the description and comparison of panel data, Gaiotti (2013) then identifies 
the importance of loans for investment mainly in times of economic downturn. Furthermore, the 
importance of loans for investment Nishant et al. (2015); De Mitri et al. (2010); Murillo et al. (2010).  

The theoretical view of investments may not fully reflect reality, in that models are created for 
perfect conditions and do not consider other interactions and economic factors. The main subjects to 
which investments and their creation are attributable are companies. A profit-maximizing firm seeks 
to increase its capital, which, as an input factor, contributes to output creation through investment at 
the required optimum level (Barro and Sala-i-Martin 1995; Gopalan et al. 2011; Ioannidou and 
Ongena 2010; Dewally and Shao 2014). Investment also brings innovations, and as Kritikos (2014) 
describes, these are crucial for further economic progress and new opportunities; similarly, Coad 
and Hölzl (2010).  

In the context of investments, the term investment cycle can be used, as their turnover is even 
more pronounced than in the business cycle itself. This is due to several factors that determine the 
level of investment activity. The main determinants include the interest rate, the business cycle itself, 
national savings, and foreign direct investment. These factors are followed by other factors that are 
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related to them and which can also improve or worsen the investment cycle position. The demand 
for investment is linked to the central bank’s interest rate by an inverse relationship, and thus the 
demand for investment increases with falling interest rates. The interest rate is an investment cost. 
Other factors influencing investment are company expectations and demand for the output of the 
given company after realizing the investment (Samuelson and Nordhaus 2007; Panetta and 
Signoretti 2010; Nerlove 1983).  

Increasing investment should result in greater national product growth, as it is one of the 
components of national wealth, as Ponticelli and Alencar (2016) states; Festus (2011) then 
characterises the relationship in both the short and long term as investment and economic 
development being significantly linked. Therefore, interest rate changes are used by central banks to 
maintain monetary stability and achieve targets (Bernanke and Gertler 1995).  

The business cycle is the second, very important determinant of investment. If the overall 
product grows, then the economic situation in the national economy is also favourable to investment 
activity and the investment and business cycle itself are highly interconnected, as shown by research 
to many companies, for example Campello (2010). Higher household consumption is increasing the 
demand for goods and services, to which businesses are responding by increasing supply, often 
through investment, and also with renewal investments. Similarly, for exports. 

The favourable situation is also related to the optimistic expectations of market participants, 
which motivate them to still greater investment activity, which would not be considered under 
other, less favourable circumstances. However, as Mandishekwa (2014) proves, this relationship 
does not necessarily hold; similarly, see, for example, Verman and Wilson (2005). However, the 
article deals with a developing country where investment is directed towards less developed sectors. 
This paper will analyse developed countries that invest in modern productivity-enhancing 
technologies. The investment financing and supply of capital (Lemmon and Roberts 2010; Custódio 
et al. 2013; Kahle and Stulz 2011; Leary 2009) are also an important factor. It is generally assumed 
that national savings are the primary source. If they are not high enough to meet the financial 
demand, there are also foreign sources, i.e., foreign direct investment. Their positive effect is 
confirmed by the boundary approach to cointegration (ARDL) as well as by the others (Duarte et al. 
2017). It again holds that the higher the two determinants, the more investment activity increases, 
and the cycle itself experiences a boom. 

Since the collapse of the Bretton Woods system in the early 1970s, there has been a significant 
development of financial markets, and with it, globalization of the entire world financial system 
based on deregulated markets. Alongside this, the key issues related to nation states arose, especially 
in terms of its ability to continue to manage its economic policies, which impact directly or as 
externalities on financial markets. For example, Cerny (1994), who, after briefly exploring the 
different approaches to the financial globalization process itself, identifies the limitations of possible 
policy interventions, has been dealing with this issue in detail, while others report instability directly 
(Thompson 2017; Lin 2014). However, due to economies of scale and reduced transaction costs, 
further technological developments are taking place. Despite these findings, the nation states 
themselves continued to support the integration and globalization of financial markets, in particular 
(1) granting freedom to market actors through liberalization initiatives; (2) preventing major 
international financial crises; and (3) choosing not to implement more effective controls on financial 
movements (Helleiner 1995). However, this is changing as a result of the financial crisis and 
subsequent economic crisis, which not only nation states but also the European Commission again 
seeks greater efficiency interventions regulatory and supervisory authorities (Helleiner et al. 2018; 
Underhill 2015). However, this may run counter to negative externalities or ultimately impact 
differently on EU Member States with varying effects if Member States’ financial markets are not 
very close. Critical examination of the process of integration of financial markets within the EU is 
therefore more necessary than ever. We have identified a fundamental lack of professional debate 
concerning the evaluation of homogeneity of EU financial markets and ignoring the potential 
heterogeneity of financial markets within the EU. This is all the more problematic in case of decline 
in the economic cycle can then in various homogeneous groups composed of national financial 
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markets affect the impact of policies with different force and effect and is thus necessary to seek 
further potential for better monitoring and management of highly interconnected economic and 
financial systems and, thus, may help anticipate and manage future crises (Battiston et al. 2016). 
However, we cannot study asymmetries and structures, such as Battiston et al. (2016) among 
homogeneous groups, unless their substance is clear and on the basis of what indicator they are 
formed. One of our assumptions is that it has a positive effect on the homogeneity of financial 
markets when a state is a member of a monetary union, i.e., the euro area. 

3. Data and Methods 

Three research questions related to the main objective are identified: 

• Are homogeneous financial markets and investment activities in the European Union countries 
that are members of the EMU the same as those that are not members of the EMU? 

• Are the European Union’s financial markets and investment activity homogeneous within the 
Visegrad Group countries? 

• Are EU countries different in terms of financial markets and investment activity? 

In connection with the partial objective are set two other research questions: 

• Does GDP per capita (PPS) depend on the volume of loans to non-financial institutions in the 
European Union? 

• Does GDP per capita (PPS) depend on the volume of investment in the EU countries? 

It can be assumed that central banks, when deciding on the level of interest rates, also directly 
affect the amount of loans and, consequently, the amount of investments that are made in the 
country. The lower the interest rate (discount rate, Lombard rate), the greater the volume of loans 
provided and, consequently, the higher the consumption and investment activity supported by 
cheaper loans. This will also result in an increase in asset prices and a rise in gross value added in 
sectors of the national economy, and by extension gross domestic product. To examine this 
influence, several macroeconomic variables have been selected, which are described in Table 1 
together with the abbreviations used in the analyses and the units of measure. 

Table 1. Description of macroeconomic variables. 

Area Abbreviation Variable 
Unit of 

Measure 

Fi
na

nc
ia

l s
ec

to
r 

Debt_securities_NF 
Private sector debt: debt securities of non-financial institutions, 

consolidated 
in % GDP 

Debt_NF 
Private sector debt: loans to non-financial institutions, 

consolidated 
in % GDP 

Debt_C Private sector debt: household loans, consolidated in % GDP 

Credit_flow_securities_NF 
Credit flow in the private sector: debt securities of non-financial 

institutions, consolidated 
in % GDP 

Credit_flows_NF 
Credit flows in the private sector: loans to non-financial 

institutions, consolidated 
in % GDP 

Credit_flows_C 
Credit flows in the private sector: household credit, 

consolidated 
in % GDP 

Liabilities_FI Liabilities of financial institutions, consolidated in % GDP 
Liabilities_CB Central bank liabilities, consolidated in % GDP 

Total_liabilities Total financial sector liabilities, consolidated in % GDP 

In
ve

st
m

en
t a

ct
iv

ity
 Investment_C  Household investment rate % 

Investment_NF  Investment rate of non-financial corporations % 
EMU EMU convergence criteria  % 

FDI_in Level of foreign direct investment (FDI) in the given economy in millions  

FDI_out 
Level of foreign direct investment (FDI) directed out of the 

given economy in millions  

CA Capital account in % GDP 
Balance_portf_I Portfolio investment balance in millions  
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GDP_ capita_ PPS 
Gross domestic product per capita in purchasing power 

standard 

Volume 
index, EU28 

= 100 

Table 1 brings together several financial sector indicators. Debt securities are transferable 
financial instruments serving as evidence of debt. Loans are financial assets created when creditors 
lend capital to borrowers, either directly or through intermediaries. Data are expressed as a 
percentage of GDP and are presented in a consolidated form, i.e., excluding transactions within the 
same sector. The definitions of sectors and instruments are based on the European System of 
Accounts ESA 2010. The indicators are as follows (Eurostat, 2019): 

• The status of debt securities (Debt_securities_NEF) held by non-financial corporations. 
• Loan status (Debt_NF, debt_C) held by the non-financial corporations and households’ sectors. 
• Net flows of debt securities (Credit_flows_securities_NF) to non-financial corporations. 
• Net credit flows (Credit_flows_NF, Credit_flows_C) to non-financial businesses and 

households. 
• The development of the sum of all financial sector liabilities (Total_liabilities), which includes 

currency and deposits, debt securities, loans, equity and investment fund shares, insurance, 
pension and standardized guarantee schemes, financial derivatives and employee stock options 
and other liabilities of financial institutions. 

• Developments of all liabilities of financial institutions (Liabilities_FI) include money market 
funds, collective investment funds, financial intermediaries other than insurance corporations 
and pension funds, auxiliary financial institutions, captive finance institutions and money 
lenders, insurance companies, and pension funds. 

• Development of all central bank liabilities (Liabilities_CB). 

Table 1 also includes several indicators of investment activity of economic entities (Eurostat, 
2019): 

• Gross household investment (Investment_C) is defined as gross fixed capital formation divided 
by gross disposable income adjusted for changes in net equity of households in pension funds 
reserves. Household investment mainly consists of purchases and renovation of dwellings. 

• The rate of gross investment of non-financial corporations (Investment_NF) is defined as gross 
fixed capital formation divided by gross value added. This ratio relates the investment of 
non-financial corporations in fixed assets (buildings, machinery, etc.) to the added value 
generated during the production process. 

• The Maastricht long-term interest rate criterion (EMU) is used as a convergence criterion for the 
European Monetary Union in the area of long-term interest rates (gross government bond 
yields on the secondary market with an average residual maturity of around 10 years). 

• Foreign direct investment (FDI_in) from the international investment category is carried out by 
a foreign entity (direct investor) purchasing an entity in the domestic economy for the purpose 
of earning a profit, while a direct investor controls at least 10% of the entity’s capital. For the 
comparability of economies of different sizes, FDI inward data is expressed as a share of the 
reporting country’s GDP. 

• Foreign direct investment (FDI_out) from the international investment category is made by the 
domestic entity (direct investor) purchasing an entity in a foreign economy for the purpose of 
making a profit, while the direct investor controls at least 10% of the foreign entity’s capital. For 
the comparability of economies of different sizes, FDI outward data is expressed as a share of 
the reporting country’s GDP. 

• The capital account (CA) includes all transactions related to capital transfers and the acquisition 
or assignment of unproduced non-financial assets. The capital account together with the 
current and financial accounts form the balance of payments. It is expressed as a percentage of 
GDP. Financial flows are referred to as credit items, debit items, and balance. This indicator is 
based on balance of payments data provided to Eurostat by EU Member States. 
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• International investment position (Balance_portf_I) is a statistical statement showing at some 
point the value and composition of: financial assets of residents of the given economy, which 
are claims on non-residents and gold held as reserve assets; financial liabilities of residents of 
the economy to non-residents. The difference between the foreign financial assets and the 
liabilities of a given economy can be positive or negative. The indicator is expressed in millions 
of national currency units and is based on Eurostat’s balance of payments statistics. 

• Gross domestic product per capita in purchasing power standard (GDP_capita_PPS) is a 
measure of economic performance. It represents the added value of all manufactured goods 
and services. The GDP per capita index expressed in purchasing power standard is in relation 
to the EU-28 average of 100. If a country-specific index is higher than 100, it means that its GDP 
per capita is higher than the EU-28 average and vice versa. The figures are given in the 
purchasing power standard—a common currency which wipes out differences in price levels 
between countries, allowing a comparison of GDP between countries rather than over time 

The paper uses the statistical method of correlation analysis to determine the strength and 
closeness of dependence among indicators and the multidimensional statistical method of cluster 
analysis to determine homogeneity among countries. The source of secondary data is Eurostat 
(2019), which includes data on the investment activity of economic entities and the entire financial 
sector. The analysis of secondary data is performed first using correlation analysis, and the strength 
and direction of dependence of selected variables and the influence of the independent variable on 
the dependent variable are examined. Correlation analysis represents the mutual relationship 
between two variables and measures the strength and direction of their dependence. It is assumed 
that both monitored variables are continuous. The correlation coefficient: (a) takes values from <−1; 
+1>, which indicates a perfect linear relationship (indirect or direct dependence); (b) is independent 
of the units of the original variables; it is a dimensionless quantity; (c) does not change its value 
when the order of the variables is changed; (d) is valid only within the range of the data used; f) does 
not necessarily prove a functional relationship between the variables when it differs significantly 
zero. The correlation coefficient in its absolute value and the dependence between variables may be 
interpreted as follows: (a) 0 to 0.3 shows weak dependence, (b) 0.3 to 0.8 shows medium 
dependence, (c) 0.8 to 1 shows strong dependence. The mathematical formula for the Pearson 
correlation coefficient (Artl et al. 2002): 
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where x, y are the measured first and second values; x is the arithmetic mean of the first 

measurements; y is the arithmetic mean of the second measurements; n is the number of 
observations. 

When testing the statistical significance of the correlation coefficient, the null hypothesis H0: ρ = 0 on 
the independence of quantities X and Y against the alternative hypothesis H1: ρ ≠ 0 on the dependence 
of quantities X and Y is tested. The test criterion is evaluated by comparing the absolute value of the test 
criterion |t| with a tabulated value of t1-α /2(n − 2). If |t|>t1-α /2(n − 2), the rxy coefficient is statistically 
significant. If |t|< t1-α /2(n − 2), the rxy coefficient is statistically insignificant. 

Regression analysis describes the dependence of a certain quantitative variable on one or more 
quantitative variables, predetermining which variable is independent (explanatory) and which 
variable is dependent (explained). The paper uses a simple regression that describes the dependence 
of the explained variable on only one explanatory variable and the selected function is linear. The 
linear regression function is mathematically written as follows: y = β0 + β1x. The variable y is a 
dependent variable, the variable β0 is a constant (the parameter that determines the position of the 
line), the variable β1 is the regression coefficient (the parameter that determines the slope of the line), 
the variable x is the independent variable. Parameter estimation is based on the least squares 
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method. This method approximates one-dimensional data with a straight line that has the smallest 
sum of squares of the prediction difference. Verification of statistical significance of parameters is 
evaluated based on the t-test and p-value of the relevant significance test. The partial t-tests on the 
regression function parameter values test the validity of the explanatory variable in the regression 
model. The null hypothesis H0: βi = 0 is determined and it is tested whether the regression parameter 
is significantly different from zero. 

Rejection or confirmation of the null hypothesis will be based on the p-value. If the significance 
level of alpha (alpha = 0.05) is greater than the stated value of p, the null hypothesis will be rejected, 
in which case the parameter is statistically significant in the model. The coefficient of determination 
represents the degree of tightness of the linear dependence and multiplied by hundred indicates the 
percentage of changes in the dependent variable that can be explained by the selected linear 
regression function, so it can be interpreted as the model’s correspondence with data. The whole 
model can be further evaluated on the basis of F-test. The significance of F is thus related to the 
significance of the model as a whole (the null hypothesis that all regression coefficients except the 
absolute term is zero is tested). If this value is less than the selected significance level (0.05), then the 
model is statistically significant (Artl et al. 2002). 

In the case of correlation, but also of regression analysis, we observe mutual dependence, but 
we do not say and we do not aim to determine how causality is managed. However, the point is at 
least we suggest what the relationship might look like, which we try to show on the basis of 
regression analysis and say that one phenomenon conditions another phenomenon only with a 
certain probability and in different intensity, which we do not investigate and are certainly suitable 
topics for further research. Further, regression examines the relationship between one dependent 
variable and one or more independent variables, and our goal is to facilitate understanding of that 
relationship. A number of different values of a second quantity correspond to a certain value of one 
quantity. This dependence can be characterized by the theoretical course of dependence and 
possibly its tightness. 

Cluster analysis is used to find groups of similar countries; its aim is to examine whether it is 
possible to identify the differences between the monitored cases on the basis of selected economic 
factors. Cluster analysis is a multidimensional statistical method that can be used to identify a 
group of similarly behaving objects and group them into clusters. Objects inside of clusters are the 
most homogeneous, and objects belonging to different clusters are the most heterogeneous. 
Common types of cluster techniques include hierarchical clustering and the K-Means method. 
Hierarchical clustering begins with n clusters, where each observation forms a separate cluster and 
ends with one cluster that includes all observations. In each step, the two closest observations or 
observation clusters are merged into one new cluster. The clustering procedure is captured by a 
special tree graph, or so-called dendrogram, which shows the individual steps of hierarchical 
clustering, including the distances at which the individual clusters (or observations) were merged. 
The dendrogram is also used to present the results. The starting point for clustering is to determine 
the method of expressing the similarity (distance) of individual cases. The squared Euclidean 
distance was chosen as the distance metric in the presented work. This is the standard distance 
metric used in geometry, which is generalized to multidimensional data. Ward’s method, which is 
based on the creation of clusters with the highest possible internal homogeneity, and is a 
hierarchical clustering method recommended by many experts, was used for the clustering itself. 
One of its advantages is that the chaining of clusters does not occur, as it does, for example, in the 
case of the nearest neighbor and farthest neighbor methods. Ward’s method is based on the 
analysis of variance, and it selects and merges clusters with a minimum sum of squares. For the 
purposes of this work, hierarchical clustering is only used to determine the number of clusters that 
have a tendency to form naturally. 

Ward’s method: 
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where xgij is the value of the ith element of cluster G, G is the number of elements of this cluster, vgj 
is the average value of the jth clustered variable G, etc. (Meloun et al. 2012). 

What is specific to Ward’s method is that it requires the distance of objects to be expressed by 
the squared Euclidean distance. In the squared Euclidean distance metric: 


=

−=
n

1i

2
iiE )y(xy)(x,D  (3) 

where x is the current value of the component (variable) in the matrix, and y represents the number 
of factors (Meloun et al. 2012). 

The paper is methodically proceeded by firstly, based on the available secondary data, a 
correlation analysis for 21 European Union countries in 2017 is carried out and the direction and 
strength of dependence of selected relationships between financial sector indicators, investment 
activity and economic performance are examined. These are: Debt_NF + Investment_NF, Debt_C + 
Investment_C, Credit_flows_NF + Investment_NF, Credit_flows_C + Investment_C, 
GDP_capita_PPS + Debt_NF, GDP_capita_PPS + Debt_C, GDP_capita_PPS + Investment_NF, 
GDP_capita_PPS + Investment_C. Subsequently, the homogeneity of the countries of the European 
Union is evaluated for financial sectors and investment activity for 19 EU countries in 2017, 
individually for financial sectors for 28 EU countries in 2017, and for investment activity for 20 EU 
countries in 2017. The number of countries entering the analyzes depends on the completeness of the 
secondary data in the given year 2017. If any country lacks the measured value for a particular 
variable, it is excluded from the analysis because it cannot adequately replace its value. 

4. Results 

4.1. Correlation Analysis 

The correlation analysis examines the relationship between the observed variables in the 
European Union, measuring the strength and direction of dependence. Complete data for all 
indicators are available for 21 European Union countries in 2017: Belgium, the Czech Republic, 
Denmark, Germany, Estonia, Spain, France, Italy, Cyprus, Latvia, Lithuania, Luxembourg, Hungary, 
the Netherlands, Austria, Portugal, Slovenia, Slovakia, Finland, Sweden, and the United Kingdom. 
The variables for the selected relationships were chosen on the basis of theoretical and economic 
assumptions as well as on the basis of logical consideration of their relationship. Table 2 shows the 
results of correlation coefficients for all countries under review, which enter the correlation analysis 
and only 2017 is monitored. Correlation coefficients were tested for their significance and as a result 
are statistically significant. For the graphical representation of the correlation (Figure 1), two 
relations are selected that show the highest correlation coefficient, showing the position of the Czech 
Republic and indicating the outlying countries (data in Appendix A). Correlation coefficients 
measure the strength of dependence, do not determine causality. Simple linear regression can be 
used to model the relationship between variables, where one dependent variable (plotted on the 
y-axis) and one independent variable (plotted on the x-axis) are selected. The influence of the 
independent variable on the dependent variable can be determined based on the given regression 
relation. 

Table 2 shows the values of the correlation coefficient for the selected variables, a deeper shade 
of green represents the strength of direct correlation, a deeper shade of red represents the strength of 
indirect correlation A moderately strong direct relationship was found between gross domestic 
product per capita and the volume of loans to non-financial institutions (57.1%), and further 
between gross domestic product per capita and household investment (46.3%). On the other hand, 
weak direct dependence was found between the volume of loans to non-financial institutions and 
the investment rate of these institutions (19.2%); the same applies to the household credit flow and 
their investment rate (18.7%). Very weak direct dependence was found between the gross domestic 
product per capita ratio and the investment rate of non-financial institutions (0.5%). In relation to 
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credit flows of non-financial institutions and the level of their investment, very weak indirect 
dependence was found (−1.7%). 

Table 2. Correlation coefficients for selected relationships. 

The observed relationship Indicator 1 Indicator 2 Result 
Relationship 1 Debt_NF Investment_NF 0.192943 
Relationship 2 Debt_C Investment_C 0.351116 
Relationship 3 Credit_flows_NF Investment_NF −0.01687 
Relationship 4 Credit_flows_C Investment_C 0.187758 
Relationship 5 GDP_capita_PPS Debt_NF 0.571182 
Relationship 6 GDP_capita_PPS Debt_C 0.370495 
Relationship 7 GDP_capita_PPS Investment_NF 0.005208 
Relationship 8 GDP_capita_PPS Investment_C 0.462431 

To illustrate the paired relationships in point graphs, two relationships were selected that show 
the strongest dependence between the traits (Figure 1). Relationship 5 is shown in the graph on the 
left, where gross domestic product per capita in purchasing power standard is chosen as a 
dependent variable and the volume of loans of non-financial institutions is chosen as an 
independent variable. The simple linear regression equation has the form: 

GDP_capita_PPS = 0.4716 × Debt_NF + 68.393  (4) 

Based on the significance t-tests and p-value, the absolute term and the Debt_NF variable are 
statistically significant in the model. The interpretation of the equation is as follows: If Debt_NF 
increases by one unit, the GDP_capita_PPS volume index increases by 0.47. 

Medium-strength direct dependence of the monitored indicators in the European Union in 2017 
is clearly shown in the point chart, and the regression coefficient indicates that the linear trend 
explains this relationship at 33%. High values are reported by Luxembourg (volume index of gross 
domestic product per capita is well above the EU28 average at 253, and at the same time the 
non-financial lending volume is 200.7% of GDP), while Cyprus has a low volume index of gross 
domestic product per capita (85) and a high volume of loans to non-financial institutions (208.3% of 
GDP) and the Czech Republic has a low volume index of gross domestic product per capita (89) and 
a low volume of loans to non-financial institutions (31.3% of GDP). Relationship 8 is shown in the 
right-hand point graph, where the volume index of gross domestic product per capita in purchasing 
power standard is chosen as a dependent variable and the household investment rate is selected as 
an independent variable. The simple linear regression equation has the form: 

GDP_capita_PPS = 9.2465 × Investement_C + 30.471 (5) 

Based on the significance t-tests and p-value, the absolute term and Investement_C are 
statistically significant in the model. The interpretation of the equation is as follows: If 
Investement_C increases by one unit, the GDP_capita_PPS volume index will increase by 9.24. 

It is evident from the point chart that within the European Union in 2017, weak to medium 
direct dependence of the monitored indicators is shown. Again, it is Luxembourg which shows high 
values of both monitored indicators (the volume index of the gross domestic product per capita is 
253, while the household investment rate is 10%). The Czech Republic has a low volume index of 
gross domestic product per capita (89) and a higher level of household investment (9%). Finland has 
the highest value of household investment (11.32%), while GDP per capita in PPS values are only 
slightly above the EU28 average (109). 
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Figure 1. Linear regression of monitored variables in selected EU countries, 2017. 
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clustering, Ward’s method using square Euclidean distances was chosen. 
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from the financial sector and also from the field of investment activity. Figure 2 shows the 
dendrogram in which the countries of the European Union form clusters, i.e., homogeneous units; 
countries in the clusters are most similar within the given indicators. Conversely, countries in other 
clusters are heterogeneous. The graph is divided at the fifth Euclidean distance and thus three basic 
clusters are formed (six homogeneous clusters could be created by dividing at the third Euclidean 
distance). 

The representation of the clusters is as follows: 

• Cluster 1: Germany, Finland, France, the Netherlands, the United Kingdom, Belgium, Austria, 
Denmark and Sweden; 

• Cluster 2: Latvia, Lithuania, Italy, Slovenia, the Czech Republic, Spain, Portugal, Cyprus, 
Hungary; 
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The second clustering took place for 27 EU countries for the year 2017 and only for declared 
variables from the area of the financial sector. Figure 3 shows the dendrogram in which the countries 
of the European Union form clusters, i.e., homogeneous units; the countries in the clusters are the 
most similar within the given indicators. Conversely, countries in other clusters are heterogeneous. 
The graph is divided at the fifth metric distance and three basic clusters are formed. 

The representation of the clusters is as follows: 
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• Cluster 1: Greece, Spain, Malta, the Czech Republic, Lithuania, Italy, Estonia, Poland, 
Germany, Austria, Romania, Slovenia, Latvia, Hungary, Croatia, Bulgaria; 

• Cluster 2: Ireland, Cyprus, Finland, the United Kingdom, France, the Netherlands, 
Portugal, Belgium, Denmark, Sweden; 

• Cluster 3: Luxembourg. 

The third clustering took place for 20 EU countries for the year 2017 and only for declared 
variables in the area of investment activity. Figure 4 shows the dendrogram in which the countries of 
the European Union form clusters, i.e., homogeneous units; the countries in the clusters are the most 
similar within the given indicators. Conversely, countries in other clusters are heterogeneous. The 
graph is divided at the fifth metric distance and three basic clusters are formed. 

The representation of the clusters is as follows: 

• Cluster 1: Denmark, Austria, Belgium, France, Spain, Sweden, the Czech Republic, 
Slovakia and Cyprus 

• Cluster 2: Latvia, Lithuania and Portugal; 

• Cluster 3: Germany, Finland, the Netherlands, Italy, the United Kingdom, Slovenia; 

• Cluster 4: Hungary; 

• Cluster 5: Luxembourg. 

 
Figure 2. Dendrogram for financial sectors and investment activity, 2017. 
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Figure 3. Dendrogram for financial sectors, 2017. 

 
Figure 4. Dendrogram for investment activity, 2017. 

  



Economies 2020, 8, 14 13 of 17 

5. Discussion 

The statistical method of correlation analysis has shown a significant direct relationship 
between gross domestic product per capita and loans to non-financial institutions. The basic premise 
of this article is thus proven and the positive relationship between these indicators is verified. The 
change in gross domestic product is then brought about, among other things, by a change in one of 
its components, i.e., investments. This relationship is also confirmed by correlation analysis, as the 
relationship between gross domestic product per capita and the investment activity of non-financial 
institutions has also been demonstrated. Similarly, Baldwin et al. (2005); Zhang (2011); Al-Fawwaz 
(2018). Thus, if non-financial institutions draw on loans, GDP growth increases; if they invest, GDP 
grows again. However, the correlation between the volume of loans and the investment activity of 
non-financial institutions cannot be confirmed, and this relationship must be rejected, although 
Jimenez et al. (2012) formulates opposite conclusions. In this case, this is a new finding which needs 
further investigation. This may be due to the fact that funds used for investment activities are not 
necessarily borrowed within EU countries. On the basis of the findings in this article, it is therefore 
necessary to look at and look for other ways to support investment activity. Capital markets may be 
the answer. However, this does not mean that the relationship with GDP is eliminated, as is 
confirmed by correlation analysis. It can be assumed that loans are used for consumption, which is 
again one of the components of GDP and has proven effect; and, as described in Gros (2014), 
consumption is more significant than investment. Conversely, Akbar et al. (2013) find a relationship 
between credit supply and business performance and investment. The relationship between GDP 
and the volume of loans and investments of non-financial institutions is also evident in other 
European Union countries, and this assumption can be generalized, thus confirming the economic 
theory predicting this relationship, but also between banks and companies (Braggion and Ongena 
2013; Amore et al. 2013; Dwenger et al. 2015). An exceptional deviation is shown by Luxembourg 
and also Cyprus. Luxembourg is influenced by the high GDP per capita, and in the case of Cyprus, it 
is the volume of loans to non-financial institutions. Based on the analysis, the relationship between 
changes in loans and GDP change was also confirmed, as was that between the change in GDP and 
the investment activity of non-financial institutions. In this way, the basic economic premise was 
confirmed, and so central banks have the opportunity to influence the economic activity of markets 
(Lemmon and Roberts 2010; Voutsinas and Werner 2011) and subsequently changes in GDP. These 
assumptions are confirmed in principle by all EU Member States, with the exception of Luxembourg 
and, in part, Cyprus. However, both these countries have an atypical economic situation. The article 
does not, however, confirm the link between household loans and changes in GDP. It is thus 
possible to contemplate what the cause is, and whether the reaction of households to a change in 
monetary policy strategy is less elastic than in the case of non-financial institutions. It is also possible 
to divide further the sector of non-financial institutions, further analyse individual sectors and 
examine whether the original assumption can be confirmed for all sectors or if there is a disparity in 
non-financial institutions. On the basis of cluster analysis, when investigating the homogeneity of 
individual European Union countries within the financial sector and investment activity, three 
clusters of countries were created which are heterogeneous with each other while the countries 
within the cluster are homogeneous. The first cluster consists of Western European countries 
(Germany, Finland, France, the Netherlands, the United Kingdom, Belgium, Austria, Denmark and 
Sweden); the second cluster consists of Eastern European countries and some southern coastal states 
(Latvia, Lithuania, Italy, Slovenia, the Czech Republic, Spain, Portugal, Cyprus, Hungary); and the 
last cluster is Luxembourg, which differs from all countries in terms of foreign direct investment and 
gross domestic product per capita. Other clustering occurred only within the financial sector. Again, 
Luxembourg has a stand-alone status within the EU; another cluster is made up of Western 
European countries, along with the Nordic countries (Ireland, Cyprus, Finland, the United 
Kingdom, France, the Netherlands, Portugal, Belgium, Denmark, and Sweden) and the third is the 
Eastern and Southern Europe (Greece, Spain, Malta, the Czech Republic, Lithuania, Italy, Estonia, 
Poland, Germany, Austria, Romania, Slovenia, Latvia, Hungary, Croatia, Bulgaria). The last 
clustering took place only for areas of investment activity within selected EU countries. In this case, 
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Denmark, Austria, Belgium, France, Spain, Sweden, the Czech Republic, Slovakia and Cyprus are 
homogeneous. The second cluster consists of Latvia, Lithuania and Portugal; the third cluster, 
Germany, Finland, Netherlands, Italy, the United Kingdom and Slovenia; the fourth cluster, 
Hungary; and the last cluster, Luxembourg. 

6. Conclusions 

The aim of this article is to evaluate the homogeneity of the financial sector in the European 
Union countries on the basis of selected indicators concerning the performance of the economy, the 
financial sector and investment activity of aggregate economic entities of the national economy. 
With regard to the first research question, we managed to identify the asymmetric behavior of 
financial markets in the European Union on the basis of indicators from the financial sector and also 
from the field of investment activity and variables from the area of the financial sector. However, 
these differences are not based on euro area membership, but on the persisting differences in 
economic development, represented by GDP per capita. Naturally, it follows that the countries 
associated under the Visegrad Four have homogeneous financial markets, as shown by the second 
clustering on the basis of only the declared variables from the area of the financial sector and thus 
the second research question is answered. Variables in the area of investment activity no longer 
divide EU countries according to economic development, but homogeneous groups are also 
diversified from a geographical location, as demonstrated by the third clustering, and this is the 
conclusion formulated on the third research question Thus, the article not only analyzes the current 
situation of the convergence of financial markets to the same level in terms of monitored indicators, 
but it can also serve as a basis for further research and process of homogenization of financial 
markets through economic policies, i.e., both fiscal and monetary. Both serve as regulators of this 
market and determine the rules of operation. On the basis of the development of the regulation of 
the target group of homogeneous countries, similar rules should be adopted, which will serve as a 
directive for the desired change of the market and conditions should be created that will contribute 
to the natural development of financial markets due to deregulation. There is a need to further focus 
on Eastern and Southern European countries in order to speed up the process of integrating the long 
years of dysfunctional financial markets with Western European countries, again in terms of both 
fiscal and monetary policy. These conclusions can continue to contribute to a better understanding 
of the functioning of the financial market in the European Union in terms of possible differences in 
behavior and responses to identified groups of national financial markets and to contribute to its 
homogenisation and the creation of an almost single market by establishing the target group of 
homogeneous states as the ultimate target for the other groups of homogeneous states and they 
should thus approach it, on the basis of it. Further research should identify key differences between 
identified groups. Furthermore, differences between the countries themselves in a homogeneous 
group can be monitored in order to anticipate their reactions to the business cycle or to identify 
potential threats for the markets analyzed. 
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Appendix A 

Table A1. Monitored variables in selected EU countries, 2017. 

Country 
Debt_NF, 

% in 
GDP 

Investment_C, 
% 

GDP_capita_PPS, 
volume index 

EU28 = 100 
Country 

Debt_NF, 
% in 
GDP 

Investment_C, 
% 

GDP_capita_PPS, 
volume index 

EU28 = 100 
Belgium 112.60 10.11 117.00 Luxembourg 200.70 9.99 253.00 

Czech 
Republic 

31.30 9.03 89.00 Hungary 51.20 6.79 68.00 

Denmark 65.90 8.50 128.00 Netherlands 128.00 11.01 128.00 
Germany 40.90 9.70 124.00 Austria 61.20 8.68 127.00 
Estonia 61.20 8.35 79.00 Portugal 75.70 5.16 77.00 
Spain 75.20 5.43 92.00 Slovenia 46.20 6.09 85.00 
France 61.40 9.42 104.00 Slovakia 47.10 7.69 76.00 
Italy 60.30 8.27 96.00 Finland 65.40 11.32 109.00 

Cyprus 208.30 10.22 85.00 Sweden 85.10 6.24 121.00 

Latvia 60.70 4.83 67.00 
United 

Kingdom 
65.90 6.29 105.00 

Lithuania 32.30 6.47 78.00     
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