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Introduction

Clusters are regarded as important elements in economic development (PORTER, 1998; MARTIN and SUNLEY, 2003; MALMBERG and MASKELL, 2002). Companies in clusters experience stronger growth and faster innovation than those outside clusters (SWANN et al., 1998; AUDRETSCH and FELDMAN, 1996; BAPTISTA and SWANN, 1998). These characteristics cause clusters to be considered a prerequisite for regional prosperity (PORTER, 2003; BATHELT, 2001). To understand the functioning of clusters, many factors that define clusters are detailed in the literature on the subject (see for example: MARTIN and SUNLEY, 2003; STERNBERG and LITZENBERGER, 2004; ENRIGHT, 2003), followed by various theoretical contributions, ranging from the industrial district literature (BECATTINI, 2002) to PORTER's (1990) Diamond and MASKELL's (2001) first step towards a knowledge-based theory of the cluster. However, the strong research focus on the way clusters function is contrasted with a disregard for their evolutionary development, i.e. how clusters actually become clusters, how and why they decline and how they shift into new fields (see also LORENZEN, 2005). The few existing insights on the emergence of clusters, for example, lead to the conclusion that the processes responsible for the functioning of a cluster cannot explain its emergence (ORSENIGO, 2001; BRESNAHAN et al., 2001). In addition to this, examples of declining clusters (GRABHER, 1993) illustrate that the economic advantages that stem from cluster dynamics are not permanent. In fact, the decline of clusters seems to be caused by factors that were advantages in the past (MARTIN and SUNLEY, 2006; JACOBS, 1969). These findings indicate two things: first, that clusters follow a kind of life cycle with different phases or stages of emergence, growth and decline that differ in their characteristics. The second is that theories that explain the dynamics of functioning clusters are not sufficient to explain their evolution.

At the first glance, it seems obvious that clusters follow the life cycle of their respective industry. Seen this way, the cluster life cycle is only the local expression of the
superordinate industry. However, empirical studies indicate that the life cycles of clusters and industries are different. Different clusters that belong to the same industry life cycle can follow different growth paths, as prominently described in SAXENIAN's (1994) contrasting stories of the computer industry in Boston and Silicon Valley. Comparisons of clustered and non-clustered companies during the industry life cycle highlight additional differences: clustered companies outperform non-clustered companies at the beginning of the life cycle and have a worse performance at its end (AUDRETSCH and FELDMAN, 1996; POUDER and ST. JOHN, 1996). This shows that the cluster life cycle is more than just a local representation of the industry life cycle and is prone to local peculiarities.

There are already some approaches that explain the movement of a cluster through a life cycle. VAN KLINK and DE LANGEN (2001) describe the cluster cycle as a progression through the phases of development, expansion, maturation and transition. But it is unclear which influences stem from cluster dynamics and which from the industrial environment. POUDER and ST. JOHN (1996) argue that the movement through the life cycle is shaped by a biased cognitive focus of the cluster’s companies towards each other. However, their cluster life cycle ultimately results in a negative lock-in and decline (MARTIN and SUNLEY, 2003), thereby neglecting the possibility of entering new growth phases.

Currently, there is no approach that explains the emergence, growth and decline of clusters, their renewal and why the life cycles of clusters differ from those of industries. We intend to bridge this gap and present a knowledge-based approach to analysing the life cycles of clusters. The core premises of the model are that movement of the cluster through the life cycle depends on the increase and decrease of heterogeneity among the cluster’s companies and organisations; and that the way this heterogeneity is exploited distinguishes clustered from non-clustered companies. To give an outline of the model, we follow MALERBA's (2006: 19) suggestion to „identify some empirical regularities, stylised facts or puzzles that need to be explained, develop appreciative theorizing, do quantitative analysis and formal
modelling”. We concentrate on the first two elements of his suggestion below. Section 2 summarises stylised facts on different phases of clustering. In Section 3, we take one step back and begin with the question of what clusters actually are, to uncover the essential elements of cluster development. Section 4 analyses the insights gained from research on industry life cycles and identifies analogies to the cluster life cycle. Section 5 explores the interdependencies of the different elements of the cluster. Section 6 analyses which localised interdependencies result in a deviation of the cluster from the industry life cycle. We apply the findings to the different stages of the cluster in Section 7. Section 8 concludes the paper and gives some suggestions for future research.

**Stylised Facts on Cluster Stages**

The contributions that compare the development of clustered and non-clustered companies provide general evidence that companies in clusters grow more strongly and innovate more quickly than non-clustered companies and that clusters attract more start-ups than regions without a cluster (SWANN et al., 1998; BAPTISTA, 2000; KLEPPER, 2007). But this picture changes when the development of clustered and non-clustered companies is compared over longer time periods or during different stages of the industry life cycle. At the very beginning of the industry life cycle, a distinct spatial concentration is not observable. Despite some small agglomerations, the small number of companies in the emerging industry are geographically dispersed (KLEPPER, 2007). Clusters begin to emerge as the industry grows. KLEPPER (2007), for example, shows for the automobile, tyre and television industries that the phase of strong industry growth is accompanied by an increasing geographic concentration. Pervasive spin-off processes and higher growth rates of the clustered companies result in an increasing concentration of the whole industry. When the phase of strong growth ends (in the 1940s for the automobile industry, for example), the industry becomes more dispersed. KLEPPER (2007) sees plants constructed in remote areas to avoid
congestion effects and to move production closer to the intended market. In addition to this, the increasing codification of knowledge in the maturing industry decreases the necessity for a company to be near the places where this knowledge is generated. KETELHOHN (2006), applying the Ellison-Glaeser Index (ELLISON and GLAESER, 1997), shows that the geographic concentration of the semiconductor industry in the US increased until the 1980s and then declined. AUDRETSCH and FELDMAN (1996) compare the location of innovative activity of 210 industries that are in different phases of the industry life cycle. They find out that geographically concentrated companies do exhibit a disproportionately high innovation rate during the growth phase of the industry. Conversely, companies outside clusters are more innovative during later stages. They conclude that “the positive agglomeration effects during the early stages of the industry life cycle are replaced by congestion effects during the later stages of the industry life cycle” (AUDRETSCH and FELDMAN, 1996: 253). POUDER and ST. JOHN (1996) apply an ecological approach to illustrate the movement of the cluster through the life cycle. At the beginning, clusters grow more strongly than the rest of the industry through a creative environment. As it develops, the mental models of the actors become increasingly focussed on the (previously) successful trajectory. The former clustering advantages may turn into disadvantages as the clustered companies become locked into a trajectory that once marked their success, but is not able to cope with contemporary development. The decrease in innovative activity in later stages marks the decline of clusters and their development in these phases is worse than that of non-clustered companies (POUDER and ST. JOHN, 1996).

What all these insights have in common is that the concentration of the industry increases in younger stages and the prevalence of clusters decreases in mature stages. In doing so, they point to a cluster life cycle that differs from the industry life cycle. RIGBY and ESSLETZBICHLER (2006) give some indications that can characterise this difference. They compare the heterogeneity of production technologies for three industries on the state level in
the USA in different phases of the life cycle: meat packaging, sewing machines and surgical instruments. They found no evidence of a convergence of production technologies on the national level and heterogeneity persists in all three industries over time. However, when analysing differences in production technologies on the state level, “plants located in the same state tend to employ production techniques that are relatively similar to one another compared to plants located in different states” (RIGBY and ESSLETZBICHLER, 2006: 66). Companies converge within states and remain heterogeneous between states. Surgical instruments, as the youngest industry, are an exception. They argue that it takes time for regional distinctions to emerge. Therefore, heterogeneity persists in all industries in different phases of the industry life cycle, but the distribution of heterogeneity changes: within states at younger stages and between states in mature stages.

These general results are also confirmed by case studies. As the properties of functioning clusters are well-known (MALMBERG and MASKELL, 2002; ENRIGHT, 2003), we concentrate on the presentation of results on the emergence and decline of clusters. Few studies exist on the emergence of clusters, mainly because an emerging cluster is hard to detect and can sometimes only be described in hindsight, as in BRESNAHAN et al. (2001). During its emergence, the cluster is not actually a cluster. But in this phase, the basis for the cluster and subsequent growth processes is generated. KRUGMAN (1991) claims that “historical accidents” are responsible for cluster emergence. ARTHUR (1994) describes the emergence of clusters as a stochastic process of start-up and spin-off processes. Spin-offs form randomly in different regions. The cluster establishes itself in the region in which the number of companies first exceeds a certain threshold and generates increasing returns. KLEPPER (2001a) offers a more company-centred perspective. Successful companies pass their routines on to their spin-offs, which then also grow at a disproportionately high rate. Accordingly, the cluster develops in the location where companies with superior routines have been formed. While these approaches consider the clustering process and thus the
location of the cluster to be accidental, others also take the characteristics of the local environment into account. BOSCHMA and WENTING (2007) refine Arthur’s model. They claim that locations with older but related industries have a higher likelihood of forming a cluster (see also KLEPPER, 2007 on TV in USA). This is concordant with JACOBS (1969: ch.4), who states that for the generation of new companies and industries “new work is added to older work”. Other studies point out the importance of a strong scientific base as a prerequisite for the emergence of a cluster (ZUCKER et al., 1998). While the emergence of clusters requires regional particularities, in which of these regions the cluster eventually emerges is again completely random. This strong focus on coincidence is countered by MARTIN and SUNLEY (2006). They advocate a closer view on the causality of these “coincidences”. The development of new regional paths is not fully haphazard or accidental, but can be the result of strategic purpose. This purpose only seems to be accidental, as the logic of the strategic decision, i.e. the “coincidence”, differs from the logic of old pathways. Nevertheless, all these contributions share the view that of the many locations with an emerging cluster, only some will bear a functioning and growing cluster.

One of the main factors that turn an emerging cluster into a growing one are pervasive spin-off processes (FELDMAN et al., 2005). Although a gradual transition from an emerging cluster to a functioning and growing cluster is possible, during the growth phase of markets, in which the existing companies are well-positioned, the crucial push often stems from isolated events and sudden changes in exogenous factors like alterations in the leading companies’ organisational structures (LONGHI, 1999; FELDMAN, 2001) or a change in the technological framework (DALUM et al., 2005). Other insights are given by studies with a micro-oriented perspective. The formation of clusters does not depend on existing companies and an appropriate environment alone, but more on the relations between the companies. ORSENIGO (2001) describes how biotechnology companies in Lombardy in fact tended to cluster, but that this (emerging) cluster failed to reach critical mass because, among other
reasons, the heterogeneity of its companies was too great. MENZEL (2005) emphasises the importance of developing focal points in clusters. These focal points are based on spin-offs that have the same origin. Due to inheritance of similar routines from their common source, these companies are technologically close and are also connected through various social networks.

Declining clusters, in contrast, have quite different properties. GRABHER (1993) describes the coal and steel district in the Ruhr Area as one example of a region that “became 'locked-in' by the very socioeconomic conditions that once made these regions 'stand out against the rest' […] fell into the trap of 'rigid specialisation'” (GRABHER, 1993: 256). The decline of clusters like the textile industry in Manchester and the automobile industry in Detroit was also caused by their former success that led to mono-structured “company towns” with too little heterogeneity and diversity to generate new ideas (JACOBS, 1969). These examples indicate that clusters decline when they lose their ability to adjust to a changing environment and that this ability depends on the diversity of knowledge in the cluster.

However, very few clusters follow a rigid life cycle from emergence to growth and decline. Clusters display long-term growth if they are able to maintain their diversity. RIGBY and ESSLETZBICHLER (2006) show that industries can maintain their diversity, even in the mature stages of the life cycle. GRABHER and STARK (1997) argue that the success of the industrial districts of the Third Italy is generated by their variety of organisational forms that enables the districts to easily adjust to external changes. In Silicon Valley, a threatening decline of the semiconductor industry due to increasing rigidity of the large mass-producing chipmakers resulted in a new wave of spin-offs producing small batches of highly specialised chips, thereby increasing the diversity of the cluster (SAXENIAN, 1990). There are also examples of clusters renewing themselves and entering new growth phases. KLEPPER (2007) describes how the clusters of radio producers in the USA shifted to television. GRABHER (1993) illustrates how a new technology path in environmental technologies is emerging in
the old coal and steel cluster in the Ruhr Area. The companies of the steel and coal complex acquired the necessary core competencies correcting environmental damage that was caused by their industry. TAPPI (2005) illustrates how the accordion cluster in Marche/Italy moved into electronics. The new knowledge was brought into the cluster by expatriates from Marche who had lived in the USA. Clusters are therefore able to enter new life cycles in other industries and leave a maturing industry.
Figure 1 summarises the stylised facts. It describes the different developments of clustered and non-clustered companies throughout the industry life cycle. When the industry first emerges, the companies are scattered. The few agglomerations of companies in the new industry do not show a better performance than the rest of the industry. But during this phase the foundation for the later clusters is laid. Then the growth of the industry is accompanied by the increasing preeminence of one or more clusters and a better performance of clustered companies that results in an increasing concentration of the industry. As the industry matures, the development of clustered companies falls behind that of non-clustered ones. A dispersion of economic and innovative activity is a result. The figure shows that the cluster dynamics only work positively between two points. The first point is after the cluster’s emergence, when there is a sufficient number of companies to reach a critical mass and cluster dynamics start to show an effect. The second point is when the cluster dynamics stop working or have a negative effect on the companies in the cluster which results in a relative decline. But clusters can also renew themselves. By integrating and applying new technologies and knowledge, they move back to an earlier phase of the cluster life cycle and can enter new growth phases.
Elements of Clusters

Before we begin with the theoretical details, it is necessary to take one step back and answer the question of what clusters actually are. Although it is not possible to answer this question conclusively, due to the many definitions and forms of clusters (see MARTIN and SUNLEY, 2003), an approximation of the basic structure of the concept is necessary. There are two reasons for this. The first is analytical. A multitude of qualitative and quantitative studies describe a specific cluster as the result of the interaction of different variables such as regional assets, cluster and industrial dynamics and socioeconomic conditions. A clarification of the elements and the processes that occur within clusters requires a heuristic that, where possible, separates the factors that are internal to the cluster from those factors that contribute to shaping the cluster, but nevertheless are external and therefore not part of the dynamics of that specific cluster. The second reason is epistemological. The geographical cluster as such does not exist in reality. It is a theoretical concept that describes a particular constellation of different elements (i.e. companies, organisations and networks) and processes (e.g. interaction and monitoring). Furthermore, the movement of the cluster through the life cycle is not performed by the cluster, which is only a concept, but is the result of the activities and the evolution of its elements. It is therefore necessary to describe the different elements of clusters to avoid reification.²

PORTER (1998: 78) defines a cluster as follows: “Clusters are geographic concentrations of interconnected companies and institutions in a particular field”. Although this definition is very general, it contains the essential elements of a cluster. First, the cluster consists not only of companies, but also of institutions. These institutions include beneficial associations such as cluster organisations, but also research and educational facilities that are the basis for innovation networks and human capital. Companies and institutions are therefore the basic units of a cluster and they cannot be separated from each other, since their respective developments are closely connected (KENNEY and VON BURG, 1999; MASKELL, 2001).
Secondly, the definition only involves certain companies and institutions. Clusters thus have an outer boundary. Only those companies and institutions belong to the cluster which are “in a particular field” and exhibit a certain technological proximity or work on a common theme or along a value chain which represents the basis for various exchange processes, synergies and complementarities. Companies and organisations that deal with other themes are outside this “particular field”, even if they share the same location. Thus, the cluster is a part of the regional production system that differs from other companies or clusters in the region in its thematic boundary. The thematic boundary can even delimit variations in developmental logic at the same location. BATHELT's (2001) description of the milieu of Boston’s emerging biotechnology industry, for example, differs strongly from SAXENIAN's (1994) picture of the minicomputer industry in the same region. Therefore, the thematic boundary distinguishes the cluster from other parts of the production and innovation system within its spatial range. Apart from the thematic boundary of the cluster, there is also a spatial one, as the companies and their institutional environment are “geographically concentrated”. The spatial boundary separates the cluster from its industrial environment, which consists of companies and organisations in the same thematic field which are located elsewhere. Local path dependencies (MARTIN and SUNLEY, 2006), transaction costs (MCCANN and SHEPPARD, 2003), small cognitive distances within and large cognitive distances between clusters (MASKELL, 2001) create regional characteristics that separate the respective industries geographically (RIGBY and ESSLETZBICHLER, 2006).

The third and last aspect of PORTER's (1998) definition refers to the fact that the companies and institutions within the thematic and spatial boundary are “interconnected”. These interconnections refer both to traded and un-traded interdependencies such as market exchange of goods and services, labour market mobility, imitation of behaviour, social networks and face-to-face interaction and cooperation, most of which require a high level of mutual trust and technological proximity as well as horizontal and vertical complementarities.
of technological activities. These interconnections define which economic sectors the cluster consists of and what geographic extension it has (PORTER, 2003). However, relations and exchange processes are not evenly distributed within a cluster. A high density of interconnections around specific topics forms focal points of activity\(^3\). Depending on the level of abstraction, a cluster can form around one focal point or consist of several focal points, which in turn may form distinct sub-clusters. For example, the storage media, software and semiconductor clusters in Silicon Valley are focal points (or sub-clusters) of the greater computer cluster. Additionally, interconnections are not only thematically focussed, but also spatially. Places with dense activity are often business incubators in younger clusters, with shared facilities of clustered companies, anchor companies, or focal companies in older ones (FELDMAN, 2003). They provide the spatial context in which the actual exchange processes and interactions take place. Therefore, the cluster itself consists of a critical mass of companies and institutions around a thematic and spatial focal point. Accordingly, the boundaries of the cluster are marked by a sudden decrease of activity and interconnections at a particular range from the cluster’s centre.

![Figure 2: Elements of Clusters](image)

Figure 2 summarises the elements of a cluster. The cluster consists of interconnected companies and institutions around a focal point within a spatial and thematic boundary. For a dynamic approach to clusters, the changes these elements are subject to must also be
considered; namely: how do the spatial and technological boundaries and the centre of the cluster change, how do the interconnections change and finally, how do the companies and institutions change as the cluster evolves? Apart from the elements of the cluster, Figure 2 reveals both the overarching developmental logic that has to be included in the model (i.e. local and industrial dynamics) and those factors which are exogenous. The figure includes four types of company and institution: those that belong to the same thematic field, those that share the same location, those that are both in the same thematic field and the same location and hence constitute the cluster, and companies and institutions that belong to different industries in different locations.

As it is not our intention to discuss all influences on cluster development in depth, we limit ourselves to those factors and processes which are created within the cluster and distinguish clustered from non-clustered companies. We omit dynamics that are created elsewhere and additionally influence the three types of non-clustered companies. First, we leave out factors that affect all four categories of company, e.g. the ongoing process of globalisation or changes in the socioeconomic paradigm and the contemporary phase of capitalism (DICKEN, 1998; BOYER and DURAND, 1997). Then we exclude factors that influence all companies in the same specific spatial context such as legislation, social institutions and conventions as well as regional assets. A regional culture like that of the Italian industrial districts or of Silicon Valley, for example, influences all companies within the region, whether they are part of a cluster or not. Finally, we omit factors that are limited to a particular industry. Examples of this are possibilities for division of labour (STEINLE and SCHIELE, 2002), market structures such as the oligopolistic market in the pharmaceutical industry or a heterogeneous demand (MALERBA et al., 2007) which can prevent the cluster from undergoing a negative lock-in. For the same reason, different types of clusters, like those described by MARKUSEN (1996) are excluded here. Empirical work indicates that the structure and type of the regional cluster is more a result of industrial or market development,
and therefore external developments, than of its internal dynamics (ALBINO et al., 1999). While all these factors have an influence on the emergence, growth and decline of the cluster, we concentrate on the endogenous cluster dynamics that arise from the position of the cluster at the interface between industrial and local dynamics. Describing this interface requires an analysis of its constituting rationales, namely industrial and spatial dynamics and how their synthesis creates the specific cluster dynamics that form the basis for the cluster life cycle model.

**Industry Life Cycles and Clusters**

Several contributions describe industrial dynamics at different stages of development (MARKUSEN, 1985; VERNON, 1966; KLEPPER, 1997). Like a product, an industry follows cyclical development patterns. KLEPPER (1997: 148) distinguishes three different stages of an industry life cycle: embryonic, growing and mature:

“[…] In the initial, exploratory or embryonic stage, market volume is low, uncertainty is high, the product design is primitive, and unspecialised machinery is used to manufacture the product. In the second, intermediate or growth stage, output growth is high, the design of the product begins to stabilize, product innovation declines, and the production process becomes more refined as specialized machinery is substituted for labour. Entry slows and a shakeout of producers occurs. Stage three, the mature stage, corresponds to a mature market. Output growth slows, entry declines further, market shares stabilize, innovations are less significant, and management, marketing, and manufacturing techniques become more refined. […]”

In this model, there is an embryonic stage with small output, a subsequent growing stage and a mature stage with a decline in the number of companies and employees. But neither the age, nor the quantitative development of companies and employees sufficiently describes the development of an industry. Other concepts such as that of the dominant design (ABERNATHY and UTTERBACK, 1978; SUAREZ, 2004) and the technological trajectory
(DOSI, 1988) point to qualitative factors like competencies and knowledge which strongly characterise the development of industries and companies. During the emergence of a new technological trajectory, alternative concepts compete with each other. The technological field is quite heterogeneous and there is a large amount of uncertainty concerning the future direction of the trajectory. Over time, certain directions crystallize as the most promising ones, while other possibilities are rejected. By abandoning possibilities that are considered to be inferior, e.g. by shakeout processes and a decrease in the number of companies (KLEPPER, 2007), and because existing and newly formed companies orient themselves towards the most promising development approaches, the heterogeneity declines and the technology path becomes increasingly focused. This stabilization and focusing reduces the uncertainty of the further development and is accompanied by a growth of the respective industry (SUAREZ, 2004). As industries mature, these dynamics decrease. Nevertheless, most mature industries are able to maintain a certain degree of heterogeneity (RIGBY and ESSLETZBICHLER, 2006; KLEPPER, 1997). If this degree cannot be maintained, the technological trajectory becomes increasingly narrow and the companies linked to this trajectory can lose their ability for renewal and adaptation. The result is a decline in the corresponding industry. Therefore, there is a quantitative development of the industry described by the number of companies, employees or turnover and a qualitative development which incorporates the diversity of knowledge and competencies in the industry.

Cluster development resembles the development of the industry life cycle in several ways. As a rule, the stage is described using the age and the growth of the cluster in analogy to the industry life cycle (ENRIGHT, 2003; DALUM et al., 2005; MAGGIONI, 2002). This similarity holds not only for the quantitative development of industries and clusters, but also for their qualitative development. Even if concepts like technological trajectory and dominant design cannot be assigned on a one-to-one basis, they nevertheless indicate a connection between heterogeneity and growth that can also be found in clusters. TICHY
(2001) describes this relation using a “cluster paradox”. On the one hand, a narrow specialization of the cluster increases the possibility of making use of technological synergies between the companies. On the other hand, this strong similarity of the companies bears the danger of a negative lock-in as it decreases the probability of more radical innovations, which would lead to a wider development path and an increased ability of the cluster to adapt to changing external conditions. The same mechanism applies if the heterogeneity in the cluster is too large. Large diversity facilitates the adjustment of the companies or a change of the development path, but too much heterogeneity can also prevent the exploitation of synergies between companies.

In addition to this, the diversity of clusters must refer to their size. Large clusters such as the computer cluster in Silicon Valley consist of thousands of companies with a great diversity of technologies and knowledge. But the industrial districts of the Third Italy also represent clusters, although these are smaller and of a very specific form. The companies of the industrial district in Carpi, for example, are strongly specialised in their focus on woollens. Nevertheless, both Carpi and Silicon Valley are regarded as positive examples of regional clusters. The size and the technological diversity of clusters must therefore correspond to each other. Because of their size, large clusters can accommodate a greater diversity than small clusters while still generating sufficient synergies between companies. Accordingly, smaller clusters must be strongly focussed to be able to utilise synergies.

We describe the ratio of diversity to size using the terms focused and heterogeneous. A small cluster that covers the same technological areas as a large cluster is therefore technologically more heterogeneous than the large cluster. Figure 3 may clarify this relation. The figure shows the companies and institutions of three clusters within a technological space. For reasons of simplification, every company has the same size and capacity to innovate. The three clusters differ in three points. The first is size. Cluster A and B have the same size, while Cluster C consists of twice as many companies. The second point is
diversity. Diversity is measured by the different knowledge existing in its companies and institutions. Cluster C has the largest diversity due to its larger number of companies. As the clusters A and B consist of the same number of companies and institutions, they bear the same diversity of knowledge. The third difference lies in the heterogeneity that is described by the technological distances between the companies and institutions. The technologically most focussed cluster is B. It contains the same number of companies as cluster A, but the companies of cluster A cover wider technological areas and are more heterogeneous than those in cluster B. In contrast, the companies of cluster C bear the largest diversity and cover the widest thematic areas. Nevertheless, cluster C represents the same heterogeneity as cluster A due to its size. Although cluster C covers twice as much technological space as cluster A, it also contains twice as many companies, which compensates for the greater diversity.

The conclusion is that clusters can be distinguished by a quantitative and a qualitative dimension. The quantitative dimension describes the economic development of the cluster in terms of the number of active companies and employees. Because of the possible shift of the cluster into new industries, a description of the cluster according to its development is more appropriate than a description using its age, as old clusters can also grow when they move into new fields. Therefore, we characterise the cluster using the following stages of development: emergence with only a few companies, growth with a growing number of
companies and employees and sustainment, when the cluster is able to maintain its employment on a high level in more mature phases. We also add a fourth stage, the declining stage, to account for the fact that a cluster can decline and diminish. In addition to this quantitative account, the qualitative dimension describes the heterogeneity of companies’ competencies inherent in the cluster.

![Diagram of cluster life cycle](image)

**Figure 4: Quantitative and Qualitative Dimensions of the Cluster Life Cycle**

The development of the heterogeneity during the stages is illustrated in Figure 4. As the cluster emerges, there are only a few companies and the heterogeneity increases strongly because every new company ventures into new technological areas of the cluster. In the growth phase, the technological path becomes increasingly focused. The heterogeneity decreases until the cluster has matured and a distinct development path has taken shape. However, if the cluster is focused too narrowly, it loses its capacity for renewal and declines. The connections between quantitative and qualitative development of the cluster indicate that its heterogeneity of knowledge is the foundation of its development. The cluster declines if its heterogeneity cannot be sustained. If the heterogeneity increases again, the cluster moves
“back” in the cycle and enters a new growth stage. This increase in heterogeneity can be incremental, e.g. the integration of new knowledge from the respective technological trajectory into the cluster. Examples of this are clusters which manage to maintain their heterogeneity by incrementally adapting to a changing environment. But the increase of heterogeneity can also be of a more radical nature. Clusters can renew themselves by integrating new technologies, like the accordion cluster in Marche/Italy whose companies use electronics in their previously traditional musical instruments (TAPPI, 2005). The step back can be larger, when clusters are transformed and move into completely new fields. Such a shift took place in the declining coal and steel complex of the Ruhr Area towards environmental technologies (GRABHER, 1993). Additionally, the cluster can increase its heterogeneity by changing its developmental rationale, for example from production to the local organisation of global value chains. Therefore, the development of the cluster is not a deterministic move from the left to the right, but a steady oscillation between the left and right sides of the figure.

However, the analogies between industry and cluster life cycle cannot explain why their movement through the cycle differs. Both share heterogeneity as the decisive variable. As a different exploitation of heterogeneity inevitably leads to different developments, it is the utilisation of heterogeneity between clustered and non-clustered companies that results in different life cycles (POUNDER and ST. JOHN, 1996; AUDRETSCH and FELDMAN, 1996; RIGBY and ESSLETZBICHLER, 2006).

**Systemic Characteristics of Cluster Development**

It has been argued that the driving force of cluster development is the diversity and heterogeneity of knowledge. But this diversity only has an effect if it is put to economic use by the companies. This is precisely what GRANOVETTER (1973) describes with his notion of the "strength of weak ties" i.e. that networks primarily work by making the differences
between actors economically exploitable. In her comparative study of the computer industry in Boston and Silicon Valley, SAXENIAN (1994) demonstrates that (at the time of the study) the advantage of the companies in Silicon Valley lay in the constitution of the local networks that enabled the companies to make use of the diversity of the available skills. LONGHI (1999) describes a similar effect in the example of the technology park in Sophia Antipolis. The former “satellite platform district” (MARKUSEN, 1996) was transformed into an operating cluster through spin-off processes. During this process, the knowledge that had existed all the time within the few leading companies, but was not accessible to other companies, was embedded in regional network structures and could subsequently be tapped. Therefore, it is not the mere diversity of knowledge which is of consequence, but whether or not this knowledge can be put to use.

COHEN and LEVINTHAL (1990) argue that degree to which external knowledge can be exploited depends on the absorptive capacity of the companies. Apart from this company-specific capability, the utilisation of knowledge also depends on the strategies, corporate cultures and actions of other companies that make their knowledge accessible. NONAKA and TOYAMA (2005: 420), for example, see the company as “a dynamic entity which actively interacts with its environment and reshapes the environment, and even itself, through the process of knowledge creation”. These two reciprocal effects are especially applicable to clusters. Companies in a cluster are connected to other companies and institutions of the cluster through various exchange relations and mutual interdependencies (PORTER, 1998; MALMBERG and MASKELL, 2002). As a result, the individual companies and their innovative capabilities are affected by the actions and behaviour of other companies and actors of the cluster and, in turn, each individual company and its actions affects the possibilities of other companies to make use of the knowledge. In doing so, even single actions have an influence on the whole cluster system. These effects, which arise through the mutual influence of the different elements of the cluster, are called “systemic effects” below.
The systemic effects account for the fact that cluster dynamics emanate from the interconnection between a cluster’s different elements and are focussed on a complex system of production and innovation.

Systemic effects do not only exist for the qualitative dimension. While the qualitative systemic effects work through the interconnection of knowledge and capabilities, the quantitative systemic effects exert their influence by making use of the number of companies and employees. The size of the cluster, for example, affects the perception of the cluster by external actors. Larger clusters are more likely to be noticed, which can lead to better political support. In contrast, smaller clusters are easily ignored. There are many examples in which political support for the cluster was absent until the cluster reached a specific size. PREVEZER (1998) describes how an incubator was set up for the biotechnology cluster in North Carolina after the cluster already had over one hundred companies. For a cluster in Washington D.C., FELDMAN (2001) demonstrates that its development was not initiated by venture capital or other means of support that gained importance later in its development. In addition to this, the regional universities have only offered cluster-related teaching curricula after the emergence of the cluster in the region. LONGHI (1999) gives a similar example for Sofia Antipolis. A university with cluster-related educational programmes was only set up there after the first growth phase of the cluster. These cases show the importance of perception by external agents and also that this perception depends on the size of the cluster.

Apart from the effects that work externally and contribute to pulling outside actors into the cluster, the systemic quantitative dimension also has an internal affect that becomes apparent in the ability of the companies in the cluster to take joint and collective action to draw attention to their concerns. The larger the number of companies and employees in a cluster, the larger the collective influence these companies have and the more likely it is that they succeed in satisfying their specific needs. An example is given by SAXENIAN (1994): in the 1940s, a large portion of the national defence spending of the USA went to companies
on the East Coast. This relationship deteriorated further when West Coast companies lost some orders. In 1943, an association was formed by Californian companies of the electrical industry “to promote their industry, particularly by lobbying for a share of defence contracts that were going to Eastern companies” (ibid.: 21). This foundation was an expression of the internal capability of taking collective action towards common goals.

<table>
<thead>
<tr>
<th>Direct</th>
<th>Quantitative</th>
<th>Qualitative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Size (number of organisations,</td>
<td>Diversity (knowledge, competencies and</td>
</tr>
<tr>
<td></td>
<td>actors and employees)</td>
<td>organisational forms)</td>
</tr>
<tr>
<td>Systemic</td>
<td>Utilisation of the size (perception</td>
<td>Utilisation of the diversity (exploitation of synergies, networks and value chains)</td>
</tr>
<tr>
<td></td>
<td>of the cluster, capacity for collective action)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Dimensions of Clusters

The dimensions of a cluster are summarized in Table 1. The quantitative dimension consists of the number of companies and employees, while the qualitative dimension integrates their specific knowledge and skills into the model. Both dimensions do not only have a direct effect but also influence other parts of the cluster. This aspect is taken into account by the systemic dimension. The quantitative systemic dimension describes the perception of the cluster by external agents as well as the ability of the companies and institutions to take collective action. In addition to this, the qualitative systemic dimension describes the effect that tapping the competencies of the individual companies and institutions has on the whole cluster.

The systemic dimensions also mark the boundaries of the cluster. As the cluster is the result of the interplay between its different elements, the mere existence of companies and organisations as described by the direct quantitative and qualitative dimension is necessary but not sufficient to depict a cluster’s boundaries. MASKELL (2001: 936) defines the boundaries of the cluster as the “fit between the economic activities carried out by the related
companies of the cluster on the one hand and the particular institutional endowment developed over time to assist these activities on the other”. Exchange processes are both accompanied by, and the basis for, institutions. The fit, in the form of the interconnections between the companies and their institutional environment, define both the spatial and thematic boundary of the cluster. The spatial boundary is formed by the quantitative systemic dimension, as this dimension is derived from the location of companies and their capability to build cluster-specific institutions. Actually, the founding of formal institutions is the manifestation of the cluster’s capability to turn its size to an advantage. Strong and growing clusters are able to integrate previously unconnected economic activities in distant or adjacent areas into the cluster and, in doing so, enlarge its spatial boundaries. An example of this is Silicon Valley, which originated in the Stanford Industrial Park, grew to encompass several counties and went on to integrate distant places like Hsinchu/Taiwan (SAXENIAN and HSU, 2001) into its developmental logic. In addition to the quantitative systemic dimension that describes the spatial boundary of the cluster, the qualitative systemic dimension depicts its thematic boundary. The boundary narrows when companies orient themselves towards each other or actors at the thematic edge leave the cluster. The thematic boundary widens when other actors, e.g. companies or research institutes, are integrated into the cluster. Examples of this are companies that diversify into the cluster or research facilities in related fields that orient themselves towards the topics of the cluster and enlarge the boundaries of the cluster by doing so.

**Localised Learning and Cluster Dynamics**

The previous sections presented the dimensions of the cluster and pointed out the importance of utilising existing knowledge and heterogeneity. This section argues that the cause for the different development between clustered and non-clustered companies as well as the movement of the cluster through the different stages lies in the specific utilisation of the
diversity of the cluster’s competencies through the localisation of interactive processes, or “localized learning” as MALMBERG and MASKELL (2006) put it. Localised learning depends on two factors. The first describes local capabilities that are “some forms of knowledge creation and exchange that are still very much rooted in the cultural, institutional, and social structures of particular places” (ibid.: 3). The second factor involves the influence of spatial proximity on interaction. Since local capabilities refer to local characteristics that apply to all companies in the respective region and hence belong to the catalogue of factors that are outside our model (see Section 2), we concentrate on the second feature of localised learning. Knowledge exchange in spatial proximity can take place in several ways. One way is direct interaction. Companies can collaborate and in doing so can learn from each other. But direct interaction is not the only way of acquiring external knowledge. It is sufficient for companies to monitor each other and observe what their competitors are doing. They assess the behaviour and results of their competitors’ activities and combine their ideas with their own knowledge. Another way of localised knowledge exchange between companies takes place through social contacts of their employees to employees of other companies or through labour mobility.

The peculiarity of localised learning does not lie in transaction costs or in the efficiency of knowledge transfer. It is rather the type of knowledge that is transferred and the different knowledge sources that actors have access to. STORPER and VENABLES (2004) use the word “buzz” to describe the informal, often diffuse but steady and pervasive stream of information within a region or a cluster. GRABHER (2002) calls the same effect “noise”. Steady interaction, informal exchange of knowledge, monitoring and collaboration decrease the cognitive distance between actors. MALMBERG and MASKELL (2006: 5) describe this as follows:

All kinds of inter-firm learning are enhanced because spatial proximity provides them with an arsenal of instruments to obtain and understand subtle and complex information of possible relevance. The ability to
benefit fully from knowledge heterogeneity among firms or individuals is, consequentially, closely related to spatial proximity through cognitive correspondence, but also by sharing a common history, identical jurisdictional order and equivalent factor costs.

Because of the manifold formal, informal, direct and indirect exchange processes within a specific location, a larger diversity of actors is perceived from within than from outside this location. Empirical results support this argument. Using the example of the biotechnology industry in the U.S., PHENE et al. (2006) determined that technological distances are more easily bridged between companies in the U.S. than with partners abroad. BAPTISTA (2000) shows that innovations are spread more quickly within regional clusters than outside these clusters. These findings point to a geographical factor of the absorptive capacity of companies. The absorptive capacity comprises three elements: the recognition of external knowledge, its assimilation and its commercialisation (COHEN and LEVINTHAL, 1990). Two of them, the recognition of external knowledge and its assimilation depend at least partly on the company’s environment, which is also shaped by its local context. Therefore, the absorptive capacity of companies depends not only on their investment in R&D (COHEN and LEVINTHAL, 1990) or their similarities in organisational structures and knowledge bases (LANE and LUBATKIN, 1998), but also on their relative location. As a result, companies can learn with and from more heterogeneous actors at a greater technological distance in the same location than with other actors. The larger absorptive capacity between companies in the same location is illustrated in Figure 5. This capacity accounts for all companies in the same location, whether they belong to a cluster or not. However, clustered companies are technologically closer than non-clustered companies. Their common focus further facilitates learning processes that again are intensified by cluster-specific institutions (MASKELL, 2001).
The larger absorptive capacity of clustered companies in connection with the amount of knowledge sources available within this absorptive reach is said to be responsible for the dynamics of regional clusters, as it results in a dissimilar qualitative development. Companies do not remain static in a particular field, but move through the technological space during their development (STUART and PODOLNY, 1996). The extent of this qualitative movement is limited by past experiences and path dependencies (DOSI, 1988). In contrast to the factors that define the extent of movement, the direction of the movement depends on external factors, namely the source from which knowledge for the learning process originates. When companies learn, they combine their existing knowledge and their resources with the new knowledge from the external source. In doing so, they adjust their knowledge to the source of the new knowledge and move in its direction (DENZAU and NORTH, 1994). While this adjustment takes place with all of their collaboration partners independently of their location, adjustments due to localised learning can take place over larger technological distances. There are two reasons for this. The first is the larger absorptive capacity between companies in a cluster compared to non-clustered companies. The second is the higher intensity of learning processes due to monitoring, interactions and knowledge exchange through labour mobility that facilitate the utilisation of the absorptive capacity. As a result, the evolution of clusters is marked by a continual bridging of technological distances between companies and subsequent adjustment towards each other. When companies tend to move in the direction of other
companies within the cluster, especially towards successful companies and the cluster’s dominant design (ABERNATHY and UTTERBACK, 1978, MALMBERG and MASKELL, 2002), everything else being equal, the technological distance between companies and the heterogeneity of the cluster decrease accordingly.

**Stages of the Cluster Life Cycle**

The previous chapters presented the foundations of our cluster life-cycle model. The dimensions of the cluster are the quantitative, qualitative, direct and systemic dimensions. The dynamics of the cluster are described by the heterogeneity of knowledge which is responsible for growth, the larger geographical absorptive capacity that leads to a better exploitation of heterogeneous knowledge and the resulting convergence of companies’ activities due to mutual learning processes. This chapter applies these findings to the different stages of the cluster life cycle. It can be difficult to assign a cluster to a specific stage if it is in transition. A cluster consists of many diverse protagonists that develop differently. This diversity means that the cluster does not develop evenly and as a whole. Parts of the cluster can stay at an earlier stage while others advance along the trajectory. Focal points of activity, where most synergies exist between the actors, are supposed to move more quickly through the cycle while the actors at the edge of the cluster lag behind. Therefore, the assignment of the cluster to one of the phases depends on the development of the focal points of the cluster, even though they may change as the cluster moves through the cycle.

*Emerging clusters.* It is difficult to precisely define the phase in which a cluster first arises. The main reason for this is that the emerging cluster is not actually a cluster. One example is Silicon Valley in the late 1950s. Emerging clusters only contain a few, often quite small companies with few employees that are scattered over wide areas technologically. Nevertheless, these enterprises can already represent the future technological orientation of the cluster, just as Fairchild Semiconductor and the “Fairchildren” as spin-offs did in the case
of Silicon Valley. But their heterogeneity hampers exchange and limits possibilities for local networks, and customer-supplier relations are scarce. Synergies in this phase mainly exist between spin-offs and their parent organisation, often a research facility or a university (SHOHET, 1998). As a spatial concentration of companies linked by a common topic hardly exists and corresponding economic activity in regions with an emerging cluster can barely be distinguished from regions without a cluster, it is highly probable that an emerging cluster will not be recognised at all. But emerging clusters differ from locations with normal economic activity in two points. The first is grounded in the companies themselves. One or more companies exist which offer a lasting vision for a new local technology path. The second condition lies in the local environment. Certain conditions are given, for example a strong scientific base or political support, which give the emerging cluster the potential to reach a critical mass.

The emerging phase ends in one of two different ways. The emerging cluster either becomes a growing cluster when it is able to reach a critical mass and the growth rate of the companies exceeds the growth rate of non-clustered companies. The crucial factor for this is to first create synergies around a focal point. One possibility is by increasing the number of companies, especially through spin-offs that are regarded as responsible for the first growth of a cluster (ARTHUR, 1994; FELDMAN et al., 2005; KLEPPER, 2007). The number of spin-offs is not strictly a function of the size or number of existing companies. The rate of start-ups is also dependent on the quantitative systemic dimension. Social networks, an entrepreneurial environment in the region or organisations that support start-ups influence how many potential spin-offs are actually generated. Another factor that comes to bear on the generation of focal points lies in the qualitative systemic dimension that influences the type of spin-offs. Spin-offs contribute to the generation of synergies in the cluster when they concentrate around thematic focal points (MENZEL, 2005). In addition to this, existing companies are not static but move through the technological space. Due to learning processes, companies reduce
their technological distances. This convergence makes further collaboration possible, along with a division of labour and a specialisation of the companies and the accompanying opportunities for increasing returns. The part of the cluster where these effects happen at first marks the growth pole of the emerging cluster. Furthermore, the places where these effects come into play will show higher growth rates of companies and have a high potential to form a functioning cluster.

The second possibility for ending the stage of emergence is when the emerging cluster loses its potential to become a functioning one, i.e. when its ability to form a focal point vanishes. Two reasons are decisive for this. One would be a thinning-out of the already dispersed companies. The companies develop in different technological directions, thereby expanding the technological distances between them. The second reason would be a reduction of mass, for example through bankruptcy or relocation of companies. These ‘lost’ companies leave gaps in the competence structure of the emerging cluster that further limit possibilities for interaction. In the end, the formerly emerging cluster may completely disappear.

Growing clusters. A strong increase in employment as a result of the strong growth of existing companies and a high number of start-ups characterise a growing cluster. Examples of this stage are, among others, the semiconductor industry in Silicon Valley in the 1970s (SAXENIAN, 1994) or contemporary biotechnology in Boston (BATHELT, 2001). Unlike the emerging cluster, the boundaries are now definable. Both the existing companies and the start-ups orient themselves towards the growth centres of the cluster. A shakeout of companies at the edge of the cluster additionally decreases the heterogeneity. This convergence further narrows the boundaries of the cluster, the cluster becomes more focussed and a “dominant cluster design” forms. The growing density of companies and institutions within the boundaries of the cluster increasingly creates possibilities for innovation networks or customer-supplier relations and forms a specialised labour market. The continuous emergence of new potential networking partners prevents an isolation of individual networks
and generates an environment which has a positive effect on existing companies and start-ups. Improving supportive infrastructure and cluster organisations are established to fulfil and lobby for the fulfilment of the cluster’s needs.

The growing stage ends when the growth of a cluster adjusts to the industry average and the cluster arrives at the sustaining stage (POUNDER and ST. JOHN, 1996), albeit at higher productivity. The main reason for this adjustment is the exhaustion of the diversity by ongoing shakeouts of companies and a more focussed orientation of the cluster. Detroit is one example of this. After the growth stage with extensive founding of start-ups and a subsequent shakeout, the cluster achieved its final form with Chrysler, Ford and General Motors as leading companies (KLEPPER, 2001b).

**Sustaining clusters.** The sustaining cluster describes a state of equilibrium. Examples of this are the industrial districts of Baden-Württemberg or the Third Italy (BECATTINI, 2002; COOKE and MORGAN 1993). A sustaining cluster shows neither a high growth compared with the respective industry nor a remarkable decrease in the number of companies or employees. Fluctuations are more of a cyclical than of a structural nature. The various competencies of the companies are made accessible by dense and established networks. The connections of the companies of the cluster to outside companies and institutions bring new knowledge into the cluster and keep the networks open (ALBINO et al., 1999; BATHELT et al., 2004). The thematic boundaries of the cluster now move incrementally as new technologies are integrated into the cluster. During its development, the cluster has shaped its regional environment, whose development may even be equated with that of the cluster if it is very dominant (BRESNAHAN et al., 2001).

There are two ways in which the sustaining stage can end. The first follows the cluster cycle. A decreasing diversity in an exhausted trajectory causes a decline. The second possibility is a step back in the cluster life cycle through the generation of new heterogeneity and an accompanying shift of the thematic boundary, which results in a new growth phase.
However, the altering and renewal of the development path often takes the shape of a substantial crisis and therefore comes after a stage of decline (MARTIN and SUNLEY, 2006; MEYER-STAMER, 1998).

*Declining clusters.* A declining cluster is defined by a decrease in the number of companies and especially of employees due to failures, mergers and rationalisations. Examples of declining clusters are old industrialised regions like the Ruhr Area (GRABHER, 1993). Start-ups are rare during this phase. A region with a shrinking cluster is marked by a strong cluster-oriented bias of economic activities. This bias is caused by a specific knowledge base, highly qualified and specialised employees and companies strongly focussed on specific markets and technologies. The competencies of such a cluster are contained in only a few companies. Despite the decline, competitive pressure can lead to high innovation rates (e.g. in GRABHER, 1993; GRAHAM, 1956). These innovations, however, arise within the existing and exhausted technology path and the cluster is negatively locked into its previously successful development path. The reason for a lock-in lies not only in the exhausted regional trajectory, but also in the long-existing, closed and homogeneous networks, which are unable to renew the cluster by integrating new and often external knowledge. A declining cluster has therefore lost the ability to sustain its diversity, its ability to adjust to changing conditions as well as its potential for an independent renewal. Nevertheless, due to the strong networks, even a declining cluster can be capable of effective collective action, such as lobbying for government support.

There are three possibilities for the declining stage of the cluster to end. The first, again, follows the cluster cycle and the cluster simply diminishes. The other two possibilities break new ground due to an increase in heterogeneity. One of them is a renewal of the existing development path through the implementation of new, yet related technologies, often from other locations. The other possibility of ending the declining stage is a transition towards completely different fields. This implies the integration of completely new actors into the
cluster. Due to the intense learning processes necessary for this change, it is probable that the respective actors that bear the new knowledge are located in the same region, but in completely different fields.

Figure 6 summarises the stages of the cluster life cycle. During the emergence of the cluster, the larger absorptive capacity between the clustered companies enables them to exploit technological distances earlier and make use of more synergies compared to the non-clustered companies. In doing so, they contribute to creating the actual cluster. During the growth phase of the cluster, the companies adjust to each other further and generate optimal technological distances (WUYTS et al., 2005). In doing so, the thematic boundaries of the cluster narrow, as illustrated by the arrows. The implicit tendency to adjust to each other would eventually lead to a suboptimally small technological distance between the companies. An optimal technological distance can only be achieved by start-ups that deviate from the existing knowledge base (ALMEIDA and KOGUT, 1997), by steady implementation of external knowledge that is in line with the trajectory of the cluster or by widening the thematic boundaries of the cluster and integrating new technologies and capabilities into the cluster. If the clustered companies cannot maintain the balance between internal convergence and divergence by what may often be external knowledge, the position in a cluster may negatively affect the companies compared to non-clustered companies. This balance effect through knowledge created elsewhere is not necessary for non-clustered companies as they always rely on external sources of knowledge.
Figure 6: The Stages of the Cluster Life Cycle

- **Emerging Cluster**
  - Direct: Few companies and employees, quite heterogeneous
  - Systemic: Hardly perceivable, few possibilities for collective action, scarce possibilities for interaction

- **Growing Cluster**
  - Direct: Increasing employment, focussing
  - Systemic: Growing perception, collective actions, institution building, open and flexible networks

- **Sustaining Cluster**
  - Direct: Stagnation, focussed competencies, strong regional bias
  - Systemic: The cluster shapes the region, open networks take advantage of synergies and external knowledge

- **Declining Cluster**
  - Direct: Decline in number of companies and in employment, strong focus on a narrow trajectory
  - Systemic: Negative sentiments regarding the cluster, lobbying, closed networks impede adaptability of the cluster
Conclusions

The paper introduces a life-cycle model for clusters. We began with the observation that clusters move through different developmental stages and that these developmental stages differ from those of the development of the respective industry. The development of the cluster through the different stages is not only quantitatively described by a growth and decline in the number of companies and employees, but also qualitatively by the diversity and heterogeneity of knowledge. Additionally, there is a systemic dimension that accounts for the fact that companies and organisations in a cluster are part of a complex production and innovation system and that, through various interconnections, both influence and are influenced by other companies and organisations. The quantitative systemic dimension illustrates the perception of the cluster by external actors and the capability of the companies to take collective action. The qualitative systemic dimension describes the innovation and learning processes of companies. This dimension also indicates that it is not the pure existence of knowledge that matters, but how companies can access and make use of it. Both the quantitative and qualitative systemic dimensions point out that the difference between cluster and industrial development lies in the idiosyncratic learning processes within clusters. The larger geographical absorptive capacity of companies within the same cluster enables them to bridge larger technological distances and access more diverse knowledge. This continual bridging of technological distances results in a steady orientation of the companies towards each other. This convergence creates additional synergies, but also narrows the thematic boundaries of the cluster.

The model shows that clusters are only advantageous for companies between two particular points. The first point is after the emergence, when the cluster reaches a critical mass. Then, the cluster enters the growth stage and clustered companies outperform non-clustered companies. The second point is when the cluster has exploited its heterogeneity and the development of clustered companies is inferior to that of non-clustered companies. During
the emergent phase, the companies are too heterogeneous to make use of synergies, while they are too close in the declining stage to endogenously maintain their diversity. These findings suggest that policy support has to consider the phase the cluster is in. To do this, two different major strategies are necessary to adequately support clusters. The first is a focussing, the second a widening of the cluster’s diversity. During the emergence of the cluster, the goal must be to focus the often thematically scattered companies on particular points. These focal points generate first synergies within the cluster and enable it to enter the growth stage. After the growing stage, the intention must be to steadily maintain a certain heterogeneity of the cluster to avoid a decline and to enable new growth paths. Measures to enforce these strategies are, for example, the selective promotion of start-ups that either lead to a widening of the thematic boundaries of the cluster or to its focussing, depending on the stage of the cluster.

The aim of this paper is a detailed discussion of the internal dynamics of the cluster. Beside a deeper theoretical analysis of the underlying processes and closer consideration of the external environment, much research is necessary to empirically test the model. The life-cycle model consists of four dimensions that each require distinct empirical methods and data. KÖHLER and OTTO (2006) for example, tested the direct quantitative dimension of the cluster during different stages with regard to start-ups with quantitative data on company survival rates, number of start-ups and number of failures with an eye on employment growth in different clusters at different stages. An analysis of the qualitative dimension would have to focus on degrees of specialisation or diversity with regard to the technological fields the cluster companies are active in over time. These numbers could be gleaned from patent data. Another possible criterion is the evolution of business fields of clustered companies over time. The assessment of the systemic dimensions requires more qualitative measures, as their influence only becomes apparent in in-depth case studies. The task at hand is to combine the different kinds of studies in a single framework. Therefore, further empirical work on the
cluster life-cycle model would require both quantitative and qualitative research. The necessity of applying both types of research shows that neither case studies, nor econometric analyses alone can contribute to an understanding of the evolution of clusters and highlights the complexity of the evolution of regional clusters. The cluster life-cycle model could contribute to structuring this complexity in a meaningful way.
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Notes

1 The upcoming book by BRAUNERHJELM and FELDMAN, (forthcoming) is a notable exception.

2 See LANE et al. (2006) for the problem of reification with regard to the concept of “absorptive capacity” (COHEN and LEVINTHAL, 1990)

3 Intensity as a measure of delimitation is also applied in other fields, for example in the generation of functional regions where planning or labour market areas are defined by an increase in commuter streams between regions as a proxy for interconnections of economic activities.


5 We include demand insofar as it refers to a buyer-supplier relationship within the cluster, the importance of this for cluster development is indicated by case studies (KETELHOHN, 2006)

6 Most cycle theories (see VERNON, 1966; KLEPPER, 1997) propose a change from product innovation to process innovation as the industry matures. A direct analogy would deterministically imply the decline of clusters, as cost reduction becomes more important during later stages of the life cycle. However, the emergence of the industrial districts of the Third Italy in the 1980s, which all produce traditional products, indicates that product innovation can be a crucial source of development during later stages of the industry life cycle as well (STORPER, 1985).

7 For reasons of simplification, and to illustrate the main argument, we omit different sizes of companies and different absorptive capacities.