Haas, Markus; Mittnik, Stefan; Paolella, Marc S.

Working Paper
Multivariate normal mixture GARCH

CFS Working Paper, No. 2006/09

Provided in Cooperation with:
Center for Financial Studies (CFS), Goethe University Frankfurt

Suggested Citation: Haas, Markus; Mittnik, Stefan; Paolella, Marc S. (2006) : Multivariate normal mixture GARCH, CFS Working Paper, No. 2006/09, Goethe University, Center for Financial Studies (CFS), Frankfurt a. M., http://nbn-resolving.de/urn:nbn:de:hebis:30-26004

This Version is available at:
http://hdl.handle.net/10419/25475

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.
You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.
No. 2006/09

Multivariate Normal Mixture GARCH

Markus Haas, Stefan Mittnik, and Marc S. Paolella
The Center for Financial Studies is a nonprofit research organization, supported by an association of more than 120 banks, insurance companies, industrial corporations and public institutions. Established in 1968 and closely affiliated with the University of Frankfurt, it provides a strong link between the financial community and academia.

The CFS Working Paper Series presents the result of scientific research on selected topics in the field of money, banking and finance. The authors were either participants in the Center’s Research Fellow Program or members of one of the Center’s Research Projects.

If you would like to know more about the Center for Financial Studies, please let us know of your interest.

Prof. Dr. Jan Pieter Krahnen
Prof. Volker Wieland, Ph.D.
Abstract:
We present a multivariate generalization of the mixed normal GARCH model proposed in Haas, Mittnik, and Paolella (2004a). Issues of parametrization and estimation are discussed. We derive conditions for covariance stationarity and the existence of the fourth moment, and provide expressions for the dynamic correlation structure of the process. These results are also applicable to the single-component multivariate GARCH(p, q) model and simplify the results existing in the literature. In an application to stock returns, we show that the disaggregation of the conditional (co)variance process generated by our model provides substantial intuition, and we highlight a number of findings with potential significance for portfolio selection and further financial applications, such as regime-dependent correlation structures and leverage effects.
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Non–technical Summary

In this paper, we propose a multivariate generalization of the normal mixture GARCH model originally proposed in Haas, Mittnik, and Paolella (2004a, an earlier version has also been published as CFS Working Paper 2002/10). One of the most characteristic properties of this model is that it explicitly allows the evolution of risk inherent in a given financial position to depend on—unobservable—states of the market, such as, for example, bull and bear markets. This meets frequently expressed concerns about standard GARCH models, which are not able to capture state–dependent volatility dynamics.

As shown in Alexander and Lazar (2004, 2005), and Haas, Mittnik, and Paolella (2004a,b) for a considerable number of financial return series, the normal mixture GARCH model is well suited for modeling and forecasting the volatility of financial assets such as stocks and currencies, and consistently outperforms many competing approaches both in– and out–of–sample. However, while the existing literature on normal mixture GARCH models is confined to univariate processes, many applications in finance are inherently multivariate and require us to understand the dependence structure between assets. For example, in portfolio management, correlations between assets are often of predominant interest, because the size of the correlations determines the degree of risk reduction which can be achieved by efficient portfolio diversification. However, there is evidence that stock returns exhibit stronger dependence in bear markets, when volatility is high and market returns are decreasing. This issue is of considerable importance for portfolio selection and risk management, because it is in times of adverse market conditions that the benefits from diversification are most urgently needed. Models not taking into account the state–dependent correlation structure will thus tend to overstate the benefits of diversification in bear markets, and, consequently, they will underestimate the risk during such periods.

We discuss this and further implications of the mixture approach to multivariate GARCH models in the paper, and demonstrate their empirical relevance in an application to stock market returns. Moreover, we address issues of parametrization, estimation, and model selection, and we derive various relevant dynamic properties of the multivariate normal mixture GARCH process.
Nichttechnische Zusammenfassung


1 Introduction

Since the publication of Engle’s (1982) ARCH model and its generalization to GARCH by Bollerslev (1986), a considerable amount of research has been undertaken to develop models that adequately capture the volatility dynamics observed in financial return data at weekly, daily or higher frequencies. Within the GARCH class of models, the recently proposed family of normal mixture GARCH processes (Alexander and Lazar, 2004; Haas, Mittnik, and Paolella, 2004a,b) has been shown to be particularly well suited for analyzing and forecasting short–term financial volatility.\footnote{These models are generalizations of earlier proposed applications of normal mixture distributions in the GARCH context (see Vlaar and Palm, 1993; Palm and Vlaar, 1997; and Bauwens, Bos, and van Dijk, 1999). There is also some relationship with the models of Wong and Li (2001), and Cheung and Xu (2003), as well as with the Markov–switching (G)ARCH models of Cai (1994), Hamilton and Susmel (1994), Gray (1996), Dueder (1997), and Klaassen (2002). A detailed discussion of these models and their relationships is provided in Haas, Mittnik, and Paolella (2004a,b).} A finite mixture of a few normal distributions, say two or three, is capable of capturing the skewness and kurtosis detected in both conditional and unconditional return distributions, and can, when coupled with GARCH–type equations for the component variances, exhibit quite complex dynamics, as often observed in financial markets. For example, there may be components driven by nonstationary dynamics, while the overall process is still stationary. This corresponds to the observation that markets are stable most of the time, but, occasionally, subject to severe, short–lived fluctuations. Empirical results for several stock and exchange rate return series, as reported in Alexander and Lazar (2004, 2005), and Haas, Mittnik, and Paolella (2004a,b) show that the normal mixture GARCH process provides a plausible disaggregation of the conditional variance process, and that it performs well in out–of–sample density forecasting, which can be viewed as a rigorous check of model adequacy.

While the existing literature on normal mixture GARCH models is confined to univariate processes, many applications in finance are inherently multivariate and require us to understand the dependence structure between assets. For example, in applications to portfolio selection, correlations between assets are often of predominant interest. However, there is evidence that asset correlations are regime–dependent, in the sense that stock returns appear to exhibit stronger dependence during periods of high volatility, which are often associated with market downturns (see, for example, Patton, 2004). As stressed by Campbell, Koedijk, and Kofman (2002), the issue of regime–dependent correlations is of considerable interest for portfolio analysis, because it is in times of adverse market conditions that the benefits from diversification are most urgently needed.

In this paper, we generalize the normal mixture GARCH model proposed by Haas, Mittnik, and Paolella (2004a) to the multivariate setting. We will define the model in terms of the
arguably most general multivariate GARCH specification, i.e., the vech model as defined by Bollerslev, Engle, and Wooldridge (1988). This model, without further restrictions, is not amendable for direct estimation, but it nests several more practicable specifications, such as the diagonal vech model, also proposed by Bollerslev, Engle, and Wooldridge (1988), and the BEKK model of Engle and Kroner (1995).

For the multivariate normal mixture GARCH($p,q$) model, we present conditions for covariance stationarity and the existence of the fourth unconditional moment, along with expressions for the autocorrelation matrices of the squared process. As the mixture model nests the single–component specification, these results are also applicable to the standard multivariate GARCH($p,q$) model in vech form. For this model, our results improve upon the existing literature on this issue, both in terms of simplicity and interpretability, as will be discussed in Appendix D. Moreover, no results for asymmetric multivariate GARCH models, i.e., specifications with a leverage effect, exist in the literature so far.

In the most general specification of our model, we allow for leverage effects, i.e., an asymmetric reaction of variances and covariances to positive and negative shocks, as well as for asymmetry of the conditional mixture density. The second– and fourth–order moment structure for this general specification is detailed for the empirically most relevant GARCH(1,1) model.

The paper is organized as follows. In Section 2, we define the model and present results on its unconditional moments and its dynamic correlation structure. In Section 3, we provide an application to a bivariate stock return series. Section 4 concludes and identifies issues for further research. Technical details are gathered in a set of appendices.

2 The Model and its Properties

In this section, we define the multivariate normal mixture GARCH process, discuss estimation issues and present some theoretical properties.

2.1 Finite Mixtures of Multivariate Normal Distributions

An $M$–dimensional random vector $X$ is said to have a $k$–component multivariate finite normal mixture distribution, or, in short, MNM($k$), if its density is given by

$$f(x) = \sum_{j=1}^{k} \lambda_j \phi(x; \mu_j, H_j), \quad (1)$$

See Bauwens, Laurent, and Rombouts (2006) for an overview over multivariate GARCH models.
where $\lambda_j > 0$, $j = 1, \ldots, k$, $\sum_j \lambda_j = 1$, are the mixing weights, and
\[
\phi(x; \mu_j, H_j) = \frac{1}{(2\pi)^{M/2} \sqrt{|H_j|}} \exp \left\{ -\frac{1}{2} (x - \mu_j)' H_j^{-1} (x - \mu_j) \right\}, \quad j = 1, \ldots, k, \tag{2}
\]
are the component densities. The normal mixture random vector has finite moments of all orders, with expected value and covariance matrix given by (see, e.g., McLachlan and Peel, 2000)
\[
E(X) = \sum_{j=1}^k \lambda_j \mu_j, \tag{3}
\]
and
\[
\text{Cov}(X) = \sum_{j=1}^k \lambda_j (H_j + \mu_j \mu_j') - \left( \sum_{j=1}^k \lambda_j \mu_j \right) \left( \sum_{j=1}^k \lambda_j \mu_j \right)', \tag{4}
\]
respectively. We will also make use the third and fourth moments of a multivariate normal mixture distribution, which are given in Appendix B.

A question that naturally arises in the estimation of mixture distributions is identifiability. Obviously, a lack of identification always arises as a consequence of label switching, but this can be ruled out by restricting the parameter space such that no duplication appears, e.g., by imposing $\lambda_1 > \lambda_2 > \cdots > \lambda_k$. However, there is a more fundamental problem when the class of density functions to be mixed is linearly dependent (Yakowitz and Spragins, 1968). Fortunately, the class of multivariate finite normal mixtures is identifiable, as has been shown by Yakowitz and Spragins (1968), who generalized Teicher’s (1963) results for univariate finite normal mixtures.

An issue which has not been satisfactorily resolved so far is the empirical determination of the number of mixture components, i.e., the choice of $k$ in (1). It is well–known that standard test theory breaks down in this context (McLachlan and Peel, 2000). However, there is some evidence, that, at least for unconditional mixture models, the Bayesian information criterion of Schwarz (1978) provides a reasonably good indication for the number of components (see McLachlan and Peel, 2000, Ch. 6, for a survey and further references). According to Kass and Raftery (1995), a BIC difference of less than two corresponds to “not worth more than a bare mention”, while differences between two and six imply positive evidence, differences between six and ten give rise to strong evidence, and differences greater than ten invoke very strong evidence.
2.2 Multivariate Normal Mixture GARCH Processes

The $M$–dimensional time series $\{\epsilon_t\}$ is said to be generated by a $k$–component multivariate normal mixture GARCH($p,q$) process, or, in short, MNM($k$)–GARCH($p,q$), if its conditional distribution is a $k$–component multivariate normal mixture, denoted as

$$
\epsilon_t | \Psi_{t-1} \sim \text{MNM}(\lambda_1, \ldots, \lambda_k, \mu_1, \ldots, \mu_k, H_{1t}, \ldots, H_{kt}),
$$

where $\Psi_t$ is the information set at time $t$. By imposing $\mu_k = -\sum_{j=1}^{k-1} (\lambda_j/\lambda_k) \mu_j$ on the mean of the $k$th component it is guaranteed that $\epsilon_t$ in (5) has zero mean. Furthermore, stack the $N := M(M + 1)/2$ independent elements of the covariance matrices and the “squared” $\epsilon_t$ (i.e., $\epsilon_t \epsilon_t'$) in $h_{jt} := \text{vech}(H_{jt})$, $j = 1, \ldots, k$, and $\eta_t := \text{vech}(\epsilon_t \epsilon_t')$, respectively. Then, the component covariance matrices evolve according to

$$
h_{jt} = A_{0j} + \sum_{i=1}^{q} A_{ij} \tilde{\eta}_{ij,t-i} + \sum_{i=1}^{p} B_{ij} h_{jt-i}, \quad j = 1, \ldots, k,
$$

where $\tilde{\eta}_{ij,t} = \text{vech}[(\epsilon_t - \theta_{ij})(\epsilon_t - \theta_{ij})']$; $\theta_{ij}$, $i = 1, \ldots, q$, and $A_{0j}$ are columns of length $M$ and $N$, respectively; and $A_{ij}$, $i = 1, \ldots, q$, and $B_{ij}$, $i = 1, \ldots, p$, are $N \times N$ matrices, $j = 1, \ldots, k$. The $\theta_{ij}$’s are introduced in order to allow for the leverage effect in applications to stock market returns, i.e., the strong negative correlation between equity returns and future volatility. In the univariate GARCH literature, various specifications of the leverage effect exist. Our choice, i.e., incorporating the $\theta_{ij}$’s in (6), can be viewed as a generalization of one of the earliest versions, namely Engle’s (1990) asymmetric GARCH (AGARCH) model.\(^3\) In the univariate framework, this model has been coupled with the normal mixture GARCH structure by Alexander and Lazar (2005). We will denote the asymmetric MNM($k$)–GARCH($p,q$) as MNM($k$)–AGARCH($p,q$). Moreover, in some applications, a symmetric conditional density will be appropriate, so that, in (5), $\mu_1 = \cdots = \mu_k = 0$. We will denote this restricted version as MNM$_S(k)$–(A)GARCH($p,q$). An overview over the different model specifications is provided in Table 1.

To compactify the notation and facilitate the theoretical analysis of the model, note that, by (A.3) in Appendix A, $\text{vech}(\epsilon_{t-i} \theta_{ij}^t + \theta_{ij} \epsilon_{t-i}') = 2D_M^+ \text{vec}(\theta_{ij} \epsilon_{t-i}') = 2D_M^+(I_M \otimes \theta_{ij}) \epsilon_{t-i}$. Then we rewrite (6) as

$$
h_{jt} = \tilde{A}_{0j} + \sum_{i=1}^{q} A_{ij} \epsilon_{t-i} - \sum_{i=1}^{q} \Theta_{ij} \epsilon_{t-i} + \sum_{i=1}^{p} B_{ij} h_{jt-i}, \quad j = 1, \ldots, k,
$$

where $\tilde{A}_{0j} := A_{0j} + \sum_{i=1}^{q} A_{ij} \text{vech}(\theta_{ij} \theta_{ij}')$, and $\Theta_{ij} := 2A_{ij} D_M^+(I_M \otimes \theta_{ij})$, $j = 1, \ldots, k$, $i = 1, \ldots, q$. Let $h_t := (h_{1t}', \ldots, h_{kt}')'$; $\tilde{A}_0 := (\tilde{A}_{01}', \ldots, \tilde{A}_{0k}')'$; $\Theta_i = (\Theta_{i1}', \ldots, \Theta_{ik}')'$, $A_i = \begin{bmatrix} A_{i1} & \cdots & A_{ik} \end{bmatrix}'$.

\(^3\) The acronym AGARCH is due to Engle and Ng (1993).
Table 1: Variants of MNM–GARCH models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Conditional Density</th>
<th>Leverage Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNM$(k)$–GARCH$(p,q)$</td>
<td>symmetric</td>
<td>no</td>
</tr>
<tr>
<td>MNM$_S$(k)–AGARCH$(p,q)$</td>
<td>symmetric</td>
<td>yes</td>
</tr>
<tr>
<td>MNM$(k)$–GARCH$(p,q)$</td>
<td>possibly asymmetric</td>
<td>no</td>
</tr>
<tr>
<td>MNM$(k)$–AGARCH$(p,q)$</td>
<td>possibly asymmetric</td>
<td>yes</td>
</tr>
</tbody>
</table>

A symmetric conditional density is enforced by restricting the component means in (5) to zero, i.e., $\mu_1 = \cdots = \mu_k = 0$; while the absence of a leverage effect is imposed by restricting the $\theta_{ij}$’s in (6) to zero, i.e., $\theta_{ij} = 0$, $j = 1, \ldots, k$, $i = 1, \ldots, q$. 

$(\mathbf{A}'_1, \ldots, \mathbf{A}'_k, \ldots, q)$, $i = 0, \ldots, q$; and $B_i = \bigoplus_{j=1}^k B_{ij}$, $i = 1, \ldots, p$, where $\bigoplus$ denotes the matrix direct sum. Using these definitions, we have

$$ h_t = \tilde{A}_0 + \sum_{i=1}^{q} A_i \epsilon_{t-i} - \sum_{i=1}^{q} \Theta_i \epsilon_{t-i} + \sum_{i=1}^{p} B_i h_{t-i}. $$

(8)

For estimation purposes, the general formulation as given in (6) is not directly applicable, and parameter constraints are required in order to guarantee positive definiteness of all conditional covariances matrices. A particular restriction of the vech form of the multivariate GARCH process, which guarantees positive definiteness, is implied by the BEKK model of Engle and Kroner (1995) which specifies the covariance matrices as

$$ H_{jt} = A_{0j}^* A_{0j}^* + \sum_{\ell=1}^{L} \sum_{i=1}^{q} A_{ij,\ell}^* (\epsilon_{t-i} - \theta_{ij})(\epsilon_{t-i} - \theta_{ij})^t A_{ij,\ell}^* + \sum_{\ell=1}^{L} \sum_{i=1}^{p} B_{ij,\ell}^* H_{j,t-i} B_{ij,\ell}^*, \quad j = 1, \ldots, k, $$

(9)

where $A_{0j}^*$, $j = 1, \ldots, k$, are triangular matrices. As shown by Engle and Kroner (1995), each BEKK model implies a unique vech representation (the converse is not true), and, once a BEKK representation (9) is estimated, the matrices $A_{ij}$ and $B_{ij}$ of the vech model (6) can be recovered via

$$ A_{ij} = \sum_{\ell=1}^{L} D_{ij}^*(A_{ij,\ell}^* \otimes A_{ij,\ell}^*) D_M, \quad i = 1, \ldots, q, \quad j = 1, \ldots, k, $$

(10)

$$ B_{ij} = \sum_{\ell=1}^{L} D_{ij}^*(B_{ij,\ell}^* \otimes B_{ij,\ell}^*) D_M, \quad i = 1, \ldots, p, \quad j = 1, \ldots, k, $$

where $D_M$ and $D_M^*$ denote the duplication matrix and its Moore–Penrose inverse, respectively, both of which we briefly review in Appendix A. Thus, all results derived for the vech model are also applicable to the BEKK model. In practical applications, $L = 1$ is the standard choice, as well as $p = q = 1$. For this specification, it follows from Proposition 2.1 of Engle and Kroner (1995) that the model is identified if the diagonal elements of $A_{0j}^*$, as well as the top left elements of matrices $A_{ij}^*$ and $B_{ij}^*$, $j = 1, \ldots, k$, are restricted to be positive. We
will thus impose these restrictions in the applications below. In addition, while, for \( L = 1 \), the BEKK model already involves fewer parameters than the unrestricted vech form, further simplifications can be obtained by assuming that \( A_{ij}^* \) and \( B_{ij}^* \), \( j = 1, \ldots, k \), are diagonal matrices.

In the following discussion of the vech specification we will always assume that positive definite covariances matrices are guaranteed, without further specifying the constraints employed for achieving this.

### 2.3 Existence of Moments and Autocorrelation Structure

It is clear that, for practical purposes, the most important \( \text{MNM}(k)–\text{AGARCH}(p, q) \) process is the specification where \( p = q = 1 \), which is defined by (5) and

\[
h_t = \tilde{A}_0 + A_1 \eta_{t-1} - \Theta_t \epsilon_{t-1} + B_1 h_{t-1}. \tag{11}
\]

For later reference, we summarize the dynamic properties of the process given by (5) and (11) in Proposition 1, while the corresponding results for the \( \text{GARCH}(p, q) \) specification, which require a considerable amount of additional notation, are developed in Appendix D.

We denote as \( \rho(A) \) the largest eigenvalue in modulus of a square matrix \( A \), i.e.,

\[
\rho(A) := \max\{|z|: z \text{ is an eigenvalue of } A\},
\]

and define the vector of mixing weights \( \lambda = (\lambda_1, \ldots, \lambda_k)' \). Following the classic papers of Engle (1982) and Bollerslev (1986), we assume for simplicity that the process starts indefinitely far in the past with finite fourth moments.

**Proposition 1** The \( \text{MNM}(k)–\text{AGARCH}(1,1) \) process given by (5) and (11) is covariance stationary if and only if \( \rho(C_{11}) < 1 \), where the \( kN \times kN \) matrix \( C_{11} \) is defined by

\[
C_{11} = \lambda' \otimes A_1 + B_1. \tag{13}
\]

In this case, the unconditional expectation of vector \( h_t \) is \( E(h_t) = (I_{kN} - \lambda' \otimes A_1 - B_1)^{-1}[\tilde{A}_0 + A_1(\lambda' \otimes I_N)\hat{\mu}] \), where \( \hat{\mu} \) is defined in Lemma 4 in Appendix B.1; and the unconditional expectation of \( \eta_t \) is \( (\lambda' \otimes I_N)(E(h_t) + \hat{\mu}) \). Moreover, the unconditional fourth moment \( E(\eta_t\eta_t') \) exists if and only if \( \rho(C_{22}) < 1 \), where \( C_{22} \) is the \((kN)^2 \times (kN)^2 \) matrix given by

\[
C_{22} = (A_1 \otimes A_1)G_M(I_N \otimes \text{vec}(\Lambda') \otimes I_N)(K_{Nk} \otimes I_{kN}) + 2N_{kN}(B_1 \otimes \lambda' \otimes A_1) + B_1 \otimes B_1. \tag{14}
\]

In (14), \( G_M \) is the \( N^2 \times N^2 \) matrix defined in (B.13) in Appendix B.2, \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_k) \), \( K_{mn} \) is the commutation matrix defined in Appendix A, and \( N_n = (I_{n^2} + K_{nn})/2 \). An expression for the fourth-moment matrix is given in Appendix C.1. If \( \rho(C_{22}) < 1 \) holds, the multi-dimensional autocovariance function of the squared process, \( \Gamma_\tau := E(\eta_t\eta_{t-\tau}) - E(\eta_t)E(\eta_{t-\tau})' \), is
given by
\[ \Gamma_T = (\lambda' \otimes I_N) C_{11}^{T-1} Q, \]  
where \( Q \) is a constant matrix given in (C.21) in Appendix C.2.

The results of Proposition 1 are derived in Appendices B and C. From (15), the autocorrelation matrices, \( R_T \), can be calculated in the usual way. I.e., if \( D \) is a diagonal matrix with the square roots of \( \text{diag}(\Gamma_0) \) on its diagonal, where \( \Gamma_0 := E(\eta_t \eta'_t) - E(\eta_t)E(\eta'_t) \), then
\[ R_T = D^{-1} \Gamma_T D^{-1}. \]  
(16)

Note that the term determining the rate of decay of \( \Gamma_T \) is \( C_{11}^T \). Thus, under covariance stationarity, the largest eigenvalue in magnitude of the matrix \( C_{11} \) defined in (13) can be used as a measure for the persistence of shocks to volatility.

It may be worth pointing out that conditions (13) and (14), as well as the speed of decline of the autocorrelation function, do not depend on the “leverage terms” \( \theta_{ij} \) in (6). Moreover, the stationarity condition \( \rho(C_{11}) < 1 \), where \( C_{11} \) is defined in (13), allows some components to be nonstationary, in the sense that the covariance stationarity condition for single–component multivariate GARCH(1,1) processes, i.e.,
\[ \rho(A_{ij} + B_{ij}) < 1, \]  
(17)
is not satisfied for these components. Nevertheless, the overall process can still be stationary, as long as the corresponding mixture weights are sufficiently small. This parallels the situation in the univariate case (see Alexander and Lazar, 2004; and Haas, Mittnik, and Paolella, 2004a,b), and will be empirically illustrated in Section 3.

3 Application to Stock Market Returns

We investigate the bivariate time series of daily returns of the NASDAQ and the Dow Jones Industrial Average (DJIA) indices from January 1990 to December 1999, a sample of \( T = 2516 \) observations.\(^5\) Continuously compounded percentage returns are considered, i.e., \( r_{it} = 100 \times \log(P_{it}/P_{i,t-1}) \), \( i = 1, 2 \), where \( P_{it} \) denotes the level of index \( i \) at time \( t \). We let \( r_{1t} \) and \( r_{2t} \) denote the time–t return of the NASDAQ and the DJIA, respectively. As we want to concentrate our analysis on the volatility dynamics, a univariate linear AR(1) filter was applied to the series in order to remove (weak) low–order autocorrelation. Subsequently, all

\(^4\) For this condition, see Bollerslev and Engle (1993), and Engle and Kroner (1995).

\(^5\) The data were obtained from Datastream.
To make sure that all conditional covariance matrices are positive definite, we use the BEKK parametrization (9). Several versions of the general mixture GARCH model (5)–(6) with \( p = q = 1 \) have been estimated. Namely, the single–component model, which corresponds to \( k = 1 \) in (1), and which is just the standard Normal–GARCH process, has been estimated with and without imposing a symmetric reaction to negative and positive shocks. The first of these models, where \( \theta_{11} = 0 \) in (6), will be denoted by Normal–GARCH(1,1), and the second by Normal–AGARCH(1,1). Also, two–component models are considered with and without symmetric conditional mixture densities, i.e., with and without imposing \( \mu_1 = \mu_2 = 0 \) in (5), as well as with and without leverage effects. To refer to these different models, we will use the typology of Table 1.

Table (3) reports likelihood–based goodness–of–fit measures for the models and their rankings with respect to each of these criteria, i.e., the value of the maximized log–likelihood function, and the AIC and BIC criteria of Akaike (1973) and Schwarz (1978), respectively.

While it is not surprising that the Normal–GARCH model is the worst performer with respect to each of these criteria, several additional observations are worth mentioning. First, the normal mixture specifications allowing for asymmetric conditional densities, i.e., admitting nonzero component means in (5), are always favored against their symmetric counterparts. This is not the case when we consider the dynamic asymmetry, i.e., the asymmetric reaction of future variances to negative and positive shocks. The improvement in log–likelihood is much larger when passing from the symmetric MNM_S(2)–GARCH(1,1) to the MNM_S(2)–AGARCH(1,1) model (difference in log–likelihood: 25.3), than when passing from the asymmetric MNM(2)–GARCH(1,1) process to its AGARCH(1,1) counterpart (difference in log–likelihood: 14.5). As a consequence, the MNM(2)–GARCH(1,1) specification performs best overall according to the BIC. We note, however, that the difference in BIC for the latter two models is close to being insignificant according to the Kass and Raftery–recommendation.
Table 3: Likelihood–based goodness of fit.

<table>
<thead>
<tr>
<th>Distributional Model</th>
<th>$K$</th>
<th>$L$</th>
<th>Rank</th>
<th>AIC Value</th>
<th>Rank</th>
<th>BIC Value</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal–GARCH(1,1)</td>
<td>11</td>
<td>−5598.6</td>
<td>6</td>
<td>11219.3</td>
<td>6</td>
<td>11283.4</td>
<td>6</td>
</tr>
<tr>
<td>MNM$_S$(2)–GARCH(1,1)</td>
<td>23</td>
<td>−5502.4</td>
<td>4</td>
<td>11050.8</td>
<td>4</td>
<td>11184.9</td>
<td>4</td>
</tr>
<tr>
<td>MNM(2)–GARCH(1,1)</td>
<td>25</td>
<td>−5478.8</td>
<td>3</td>
<td>11007.6</td>
<td>2</td>
<td>11153.4</td>
<td>1</td>
</tr>
<tr>
<td>Normal–AGARCH(1,1)</td>
<td>13</td>
<td>−5584.1</td>
<td>5</td>
<td>11194.1</td>
<td>5</td>
<td>11269.9</td>
<td>5</td>
</tr>
<tr>
<td>MNM$_S$(2)–AGARCH(1,1)</td>
<td>27</td>
<td>−5477.1</td>
<td>2</td>
<td>11008.1</td>
<td>3</td>
<td>11156.5</td>
<td>3</td>
</tr>
<tr>
<td>MNM(2)–AGARCH(1,1)</td>
<td>29</td>
<td><strong>-5464.3</strong></td>
<td>1</td>
<td><strong>10986.5</strong></td>
<td>1</td>
<td>11155.6</td>
<td>2</td>
</tr>
</tbody>
</table>

The leftmost column states the type of volatility model fitted to the bivariate NASDAQ/DJIA returns. The column labeled $K$ reports the number of parameters of a model; $L$ is the log likelihood; $\text{AIC} = -2L + 2K$; and $\text{BIC} = -2L + K \log T$, where $T$ is the number of observations. For each of the three criteria the criterion value and the ranking of the models are shown. Boldface entries indicate the best model for the particular criterion.

The leftmost column states the type of volatility model fitted to the bivariate NASDAQ/DJIA returns. The column labeled $K$ reports the number of parameters of a model; $L$ is the log likelihood; $\text{AIC} = -2L + 2K$; and $\text{BIC} = -2L + K \log T$, where $T$ is the number of observations. For each of the three criteria the criterion value and the ranking of the models are shown. Boldface entries indicate the best model for the particular criterion.

mentioned at the end of Section 2.1. Also, a closer inspection of the parameter estimates will reveal that the leverage effect may be an exclusive feature of the high–volatility component, so that the difference in the number of parameters between these models shrinks from four to two, which would reverse these conclusions.\(^6\)

The maximum likelihood estimates are reported in Tables 4 and 5 for the models without and with leverage effect, i.e., dynamic asymmetry, respectively. Reported are the parameter matrices $A_{0j}^\ast$, $A_{1j}^\ast$, and $B_{1j}^\ast$, $j = 1, 2$, of the BEKK representation (9), from which the parameter matrices of the vech representation, $A_{1j}$ and $B_{1j}$, $j = 1, 2$, can be recovered via (10). In addition, we report the regime–specific persistence measures, i.e., the largest eigenvalues of the matrices $A_{1j} + B_{1j}$, $j = 1, 2$, where these matrices have been computed from the BEKK representation using (10), as well as the largest eigenvalues of the matrices $C_{11}$ and $C_{22}$ defined in Proposition 1, which provide information about the existence of the unconditional second and fourth moments, respectively. The two–component models have been ordered such that $\lambda_1 > \lambda_2$.

In discussing the parameter estimates, we first draw attention to a common characteristic of all mixture models fitted, whether they allow for asymmetry and/or leverage or not: All these models identify two components with distinctly different volatility dynamics. More precisely, the first component, i.e., the component with the larger mixing weight, is stationary in the sense that $\rho(A_{11} + B_{11}) < 1$, and it has less weight on the reaction parameters in $A_{11}$ and

---

\(^6\) Alternatively, a likelihood ratio test for $\theta_1 = \theta_2 = 0$ could be conducted. The associated test statistic, $\text{LRT} = 2 \times (5478.8 - 5464.3) = 29$, exceeds conventional critical values given by the asymptotically valid $\chi^2$ distribution with four degrees of freedom, thus favoring the model with the leverage terms.
Approximate standard errors are given in parentheses. Note that matrices $A_{ij}$, $A'_{ij}$, and $B'_{ij}$, $j = 1, 2$, correspond to the BEKK representation (9) of the model, while matrices $A_{ij} + B_{ij}$, $j = 1, 2$, the maximal eigenvalues of which are reported, are associated with the vech representation (6). $\rho(C_{11})$ and $\rho(C_{22})$ denote the largest eigenvalues of the matrices $C_{11}$ and $C_{22}$, defined in Proposition 1, which determine whether the unconditional second and fourth moments, respectively, exist.
Table 5: MNM–AGARCH(1,1) parameter estimates for NASDAQ/DJIA returns

<table>
<thead>
<tr>
<th></th>
<th>Normal–AGARCH(1,1)</th>
<th>MNM5(2)–AGARCH(1,1)</th>
<th>MNM(2)–AGARCH(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^*_{01}$</td>
<td>(0.135, 0)</td>
<td>(0.000, 0)</td>
<td>(0.000, 0)</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.041)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>$A^*_{11}$</td>
<td>(-0.135, 0.389)</td>
<td>(-0.149, 0.288)</td>
<td>(-0.114, 0.258)</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.030)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>$B^*_{11}$</td>
<td>(0.042, 0.911)</td>
<td>(0.024, 0.958)</td>
<td>(0.017, 0.963)</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.007)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>$\rho(A_{11} + B_{11})$</td>
<td>0.996</td>
<td>0.998</td>
<td>0.996</td>
</tr>
<tr>
<td>$\theta_{11}$</td>
<td>(0.305, 0.243)</td>
<td>(-0.116, -0.153)</td>
<td>(-0.116, -0.153)</td>
</tr>
<tr>
<td></td>
<td>(0.062, 0.079)</td>
<td>(0.097, 0.083)</td>
<td>(0.097, 0.076)</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>1</td>
<td>0.755</td>
<td>0.759</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.033)</td>
<td></td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>-</td>
<td>-</td>
<td>(0.009, 0.044)</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.002)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>$A^*_{02}$</td>
<td>-</td>
<td>(0.066, 0.000)</td>
<td>(-0.088, 0.000)</td>
</tr>
<tr>
<td></td>
<td>(0.170)</td>
<td>(0.080)</td>
<td>(0.210)</td>
</tr>
<tr>
<td>$A^*_{12}$</td>
<td>-</td>
<td>(0.027, 0.635)</td>
<td>(-0.046, 0.603)</td>
</tr>
<tr>
<td></td>
<td>(0.097)</td>
<td>(0.059)</td>
<td>(0.071)</td>
</tr>
<tr>
<td>$B^*_{12}$</td>
<td>-</td>
<td>(0.094, 0.678)</td>
<td>(0.085, 0.727)</td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td>(0.048)</td>
<td>(0.046)</td>
</tr>
<tr>
<td>$\rho(A_{12} + B_{12})$</td>
<td>-</td>
<td>1.019</td>
<td>1.017</td>
</tr>
<tr>
<td>$\theta_{12}$</td>
<td>-</td>
<td>(0.814, 0.619)</td>
<td>(0.878, 0.636)</td>
</tr>
<tr>
<td></td>
<td>(0.161)</td>
<td>(0.114)</td>
<td>(0.138)</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>0</td>
<td>0.245</td>
<td>0.241</td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.033)</td>
<td></td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>-</td>
<td>-</td>
<td>(0.030, -0.310)</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.027)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>$\rho(C_{11})$</td>
<td>0.996</td>
<td>0.994</td>
<td>0.996</td>
</tr>
<tr>
<td>$\rho(C_{22})$</td>
<td>0.993</td>
<td>0.991</td>
<td>0.992</td>
</tr>
</tbody>
</table>

See the legend of Table 4 for explanations.
more weight on the persistence parameters in $B_{11}$, relative to the second component. The latter is nonstationary in the sense that $\rho(A_{12} + B_{11}) > 1$, and it has considerably more weight on the reaction and less on the persistence parameters. This implies that the high–volatility component reacts more strongly to shocks, but has a shorter memory. However, all estimated mixture models are stationary in the aggregate, because, for all models, the largest eigenvalue of the matrix $C_{11}$, defined in (13), is less than unity.

Also, if nonzero component means are allowed for, we observe that, both for the MNM(2)–GARCH(1,1) model in Table 4 and the MNM(2)–AGARCH(1,1) model in Table 5, the low–volatility component is associated with positive means, and the high–volatility component is associated with statistically significant negative means for both variables.

A similar finding holds for the leverage effects, i.e., the dynamic asymmetries in the GARCH structure, as reported in Table 5. For both mixture AGARCH models, a leverage effect seems to be present mainly in the high–volatility, bear market component. The leverage parameters in the first component, $\theta_{11}$, are negative, and thus seem to indicate a “reverse” leverage effect, but they are also insignificant statistically. On the other hand, the leverage parameters of the nonstationary component, $\theta_{12}$, are rather large, compared to those of the fitted Normal–AGARCH model, indicating a very strong negative relation between current returns and future volatility. Interestingly, this is in accordance with Figlewski and Wang (2000), who argue that the leverage effect is really a “down market effect” in the sense that, while there is a strong leverage effect associated with falling stock prices, there is a much weaker or nonexistent relation between positive stock returns and future volatility.

It is also interesting to note that the introduction of the leverage effects reduces the persistence measure of the high–volatility component somewhat, i.e., $\rho(A_{12} + B_{12})$ decreases. However, at the same time, its mixing weight, $\lambda_{2}$, increases, so that the overall persistence of the model, as measured by $\rho(C_{11})$, remains approximately unchanged.

Another potentially relevant issue for financial applications is whether there are striking differences between the regime–specific correlation coefficients. Figure 1 displays the component–specific conditional correlations implied by the MNM(2)–GARCH(1,1) model. The upper panel plots the conditional correlations in the positive–mean/low–volatility component, and the lower panel those in the negative–mean/high–volatility component. Most of the time, the correlation coefficient in the low–volatility regime is considerably smaller than that in the high–volatility regime, with the regimes’ averages being 0.643 and 0.813, respectively.

---

7 Admittedly, the interpretation of $\rho(A_{12} + B_{12})$ as a persistence measure is a little awkward when $\rho(A_{12} + B_{12}) > 1$.

8 The results for the other mixture models are similar, and are available upon request.
It is clear that such a pattern can have significant implications for portfolio diversification, which will be a topic of future investigation. To tackle this task systematically, however, it may be more convenient to specify the dynamics in the correlation matrix directly, by using, for example, structures as proposed in Engle (2002), Tse and Tsui (2002), and, more recently, Pelletier (2006).

As the largest eigenvalue of the matrix $C_{22}$, reported in the bottom row of Tables 4 and 5, is below unity for all models, we can compute the theoretical auto- and cross-correlations implied by the fitted processes. As noted, for example, by He and Teräsvirta (2004), such calculations can help to assess whether a fitted model is capable of reproducing some of the dynamic properties of the data being investigated.

The auto- and cross-correlations are shown in Figures 2–9, along with their empirical counterparts. As expected, the mixture models mimic the empirical shapes much better than the single-component models, although the fit is not “optimal”. A somewhat more surprising observation is the fact that the AGARCH specifications capture the observed auto- and cross-correlation structure less well than their GARCH counterparts. In particular, the AGARCH-implied auto- and cross-correlations tend to be somewhat smaller than the corresponding GARCH quantities. At first sight, and in view of Example 2 in Appendix C.2, this is somewhat surprising, as it is shown there, that, at least for the special case of the univariate QGARCH(1,1), the autocorrelations are increasing in $\theta^2$. However, this result is true only if all other parameters of the model are held constant, and this is obviously not the case for the estimates reported in Tables 4 and 5. Nevertheless, these findings may indicate that, within the asymmetric GARCH structure adopted in (6), there is a trade-off between reproducing the correlation structure of the squares and capturing the asymmetric response of volatility to good and bad news. A possible consequence of this is to investigate other parameterizations of the leverage effect, such as that of Glosten, Jagannathan, and Runkle (1993) which has been used for multivariate GARCH models by Hansson and Hördahl (1998) and Kroner and Ng (1998).

4 Conclusions

In this paper, we have generalized the normal mixture GARCH model introduced in Haas, Mittnik, and Paolella (2004a) to the multivariate framework. For the vech representation of the multivariate GARCH process, conditions for covariance stationarity and the existence of the fourth moment were presented, along with expressions for the autocorrelation function of the squares.
Figure 1: Shown are the implied component–specific correlations of the MNM(2)–GARCH(1,1) model, fitted to the NASDAQ/DJIA returns. The upper panel shows the conditional correlations in the low–volatility component, those in the high–volatility component are depicted in the lower panel.
Figure 2: Shown are the empirical autocorrelations (vertical bars) of the squared (filtered) NASDAQ returns, as well as their theoretical counterparts (solid lines), as implied by the fitted Normal–GARCH(1,1) (top panel), MNM$_S$(2)–GARCH(1,1) (middle panel), and MNM(2)–GARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
Figure 3: Shown are the empirical autocorrelations (vertical bars) of the squared (filtered) NASDAQ returns, as well as their theoretical counterparts (solid lines), as implied by the fitted Normal–AGARCH(1,1) (top panel), MNM_s(2)–AGARCH(1,1) (middle panel), and MNM(2)–AGARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
Figure 4: Shown are the empirical autocorrelations (vertical bars) of the squared (filtered) DJIA returns, as well as their theoretical counterparts (solid lines), as implied by the fitted Normal–GARCH(1,1) (top panel), MNM$_S$(2)–GARCH(1,1) (middle panel), and MNM(2)–GARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
Figure 5: Shown are the empirical autocorrelations (vertical bars) of the squared (filtered) DJIA returns, as well as their theoretical counterparts (solid lines), as implied by the fitted Normal–AGARCH(1,1) (top panel), $\text{MNM}_S(2)$–AGARCH(1,1) (middle panel), and $\text{MNM}(2)$–AGARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
Figure 6: Shown are the empirical cross-correlations (vertical bars) of the (filtered) NASDAQ and DJIA returns, i.e., $\text{Corr}(r_{1,t}, r_{2,t-\tau})$, $\tau = 1, \ldots, 150$, where $r_{1,t}$ and $r_{2,t}$ are the time-$t$ returns of the NASDAQ and the DJIA, respectively. The solid lines represent the corresponding theoretical quantities, as implied by the fitted Normal–GARCH(1,1) (top panel), MNM$_S(2)$–GARCH(1,1) (middle panel), and MNM(2)–GARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
Figure 7: Shown are the empirical cross–correlations (vertical bars) of the (filtered) NASDAQ and DJIA returns, i.e., $\text{Corr}(r^2_{1t}, r^2_{2,t-\tau})$, $\tau = 1, \ldots, 150$, where $r_{1t}$ and $r_{2t}$ are the time–$t$ returns of the NASDAQ and the DJIA, respectively. The solid lines represent the corresponding theoretical quantities, as implied by the fitted Normal–AGARCH(1,1) (top panel), MNM_S(2)–AGARCH(1,1) (middle panel), and MNM(2)–AGARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
Figure 8: Shown are the empirical cross-correlations (vertical bars) of the (filtered) NASDAQ and DJIA returns, i.e., $\text{Corr}(r_{1t-\tau}, r_{2t})$, $\tau = 1, \ldots, 150$, where $r_{1t}$ and $r_{2t}$ are the time- $t$ returns of the NASDAQ and the DJIA, respectively. The solid lines represent the corresponding theoretical quantities, as implied by the fitted Normal–GARCH(1,1) (top panel), MNM_S(2)–GARCH(1,1) (middle panel), and MNM(2)–GARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
Figure 9: Shown are the empirical cross-correlations (vertical bars) of the (filtered) NASDAQ and DJIA returns, i.e., \( \text{Corr}(r_{1,t-\tau}, r_{2,t}), \tau = 1, \ldots, 150 \), where \( r_{1,t} \) and \( r_{2,t} \) are the time-\( t \) returns of the NASDAQ and the DJIA, respectively. The solid lines represent the corresponding theoretical quantities, as implied by the fitted Normal–AGARCH(1,1) (top panel), MNM(2)–AGARCH(1,1) (middle panel), and MNM(2)–AGARCH(1,1) (bottom panel) models. The usual 95% asymptotic confidence intervals (dashed lines) associated with a white noise process with finite second moment are also included.
An application to daily returns of the NASDAQ and Dow Jones indices shows that the model captures interesting and relevant properties of the bivariate volatility process, such as regime-dependent leverage effects and conditional correlations. In view of these findings, it would be desirable to consider extensions of the model which allow for conditional forecasts of the next period’s regime, which is not possible within the iid multinomial mixture approach adopted here.

A well-known disadvantage of the BEKK representation of the multivariate GARCH model is its large number of parameters, which renders estimation quite difficult when the dimension of the return series is larger than three or four. While this is true for standard GARCH models, this curse of dimensionality is even more burdensome in the mixture framework, as we have as many covariance matrices as mixture components. Thus, future research will concentrate on developing more parsimonious parameterizations for the component-specific covariance matrices. Factor structures as proposed in Alexander and Chibumba (1997), and Alexander (2001, 2002), as well as the dynamic conditional correlation models of Engle (2002), and Tse and Tsui (2002), are natural starting points to deal with this issue.

Another important topic of further research is the empirical comparison of the mixture GARCH process with other flexible multivariate GARCH models, such as those of Bauwens and Laurent (2005), and Aas, Haff, and Dimakos (2006), who employ a multivariate skewed $t$ and the multivariate normal inverse Gaussian distribution, respectively.

**Appendix**

In the Appendix, we derive the conditions for the moments of the MNM–GARCH model. We also provide expressions for these moments and the autocorrelation structure of the process.

**A Notation**

To conveniently write down the unconditional moments of the multivariate normal mixture GARCH model, use of several patterned matrices is rather advantageous, and we define them here. A detailed discussion of (as well as explicit expressions for) these matrices can be found in Magnus (1988). The first of these matrices is the *commutation matrix*, $K_{mn}$, which is the $mn \times mn$ matrix with the property that $K_{mn}\text{vec}(A) = \text{vec}(A')$ for every $m \times n$ matrix $A$. We will use the fact that the commutation matrix allows us to transform the vec of a Kronecker

---

9 Chapter 1 of Magnus and Neudecker (1999) also provides useful information, as do the appendices in Hafner (2003) and Lütkepohl (2005).
product into the kronecker product of the vecs (Magnus, 1988, Theorem 3.6). More precisely, for an \(m \times n\) matrix \(A\) and an \(p \times q\) matrix \(B\), it is true that
\[
\text{vec}(A \otimes B) = (I_n \otimes K_{pm} \otimes I_p)(\text{vec}A \otimes \text{vec}B).
\] (A.1)

The elimination matrix, \(L_n\), is the \(n(n + 1)/2 \times n^2\) matrix that takes away the redundant elements of a symmetric \(n \times n\) matrix, i.e., for every \(n \times n\) matrix \(A\), we have \(L_n\text{vec}(A) = \text{vech}(A)\). In contrast, the duplication matrix, \(D_n\), is the \(n^2 \times n(n + 1)/2\) matrix with the property that \(D_n\text{vec}(A) = \text{vec}(A)\) for every symmetric \(n \times n\) matrix \(A\). Its Moore–Penrose inverse, \(D_n^+\), is given by \(D_n^+ = (D_n'D_n)^{-1}D_n'\) (Magnus, 1988, Theorem 4.1).

To compactify the expressions for the moments of our model, we will also made extensive use of the matrix \(N_n = (I_{n^2} + K_{nn})/2\), which is discussed in Section 3.10 of Magnus (1988), and which has the property that, for every \(n \times n\) matrix \(A\),
\[
2N_n\text{vec}(A) = \text{vec}(A + A')\). (A.2)

Note that the matrix \(D_n^+\) has a similar property. Namely, because of \(D_n^+ = L_nN_n\) (Magnus, 1988, p. 80), we have
\[
2D_n^+\text{vec}(A) = \text{vech}(A + A'). (A.3)
\]

B The Third and Fourth Moments of an Asymmetric Multivariate Normal Mixture Distribution

In this Appendix, we provide convenient expressions for the expectations of \(\text{vec[vech}(xx')x']\) and \(\text{vec[vech}(xx')\text{vech}(xx')']\), when \(x\) has a multivariate normal mixture distribution with (possibly) nonzero means, as defined in (1) and (2). These expressions will be useful for computing the unconditional moments of the multivariate mixed normal GARCH process in Appendices C and D.

To derive the expressions given in this Appendix, we draw on results of Magnus and Neudecker (1979), Balestra and Holly (1990), and Hafner (2003). We state the central results as Lemmas 2–4 for the third, and Lemmas 5–8 for the fourth moment. Details of the derivations are presented only for the third moment, because those for the fourth moment are similar.\(^{10}\)

B.1 The Third Moment

To find an expression for \(\text{vec[vech}(xx')x']\), which is needed due to the inclusion of the leverage terms, we make use of a formula of Balestra and Holly (1990) which we state as Lemma 2.

\(^{10}\) Detailed derivations are available on request from the authors.
Lemma 2 (Balestra and Holly, 1990) For an \( M \)-dimensional random vector \( x \), which is normally distributed with mean \( \mu \) and covariance matrix \( H \), we have
\[
E[(x \otimes x)x'] = \text{vec}(H)\mu' + 2N_M(\mu \otimes H) + (\mu \otimes \mu)\mu'.
\] (B.4)

We are interested in \( E\{\text{vec}[\text{vech}(xx')x']\} \) as a linear function in \( h \), where \( h = \text{vech}(H) \). Such an expression is provided next.

Lemma 3 For an \( M \)-dimensional random vector \( x \), which is normally distributed with mean \( \mu \) and covariance matrix \( H \), we have
\[
E\{\text{vec}[\text{vech}(xx')x']\} = (I_M \otimes L_M)[\tilde{G}_M(\mu \otimes D_M)h + \mu \otimes \mu \otimes \mu],
\] (B.5)
where \( h = \text{vech}(H) \), and
\[
\tilde{G}_M = I_{M^3} + 2(I_M \otimes N_M)(K_{MM} \otimes I_M).
\] (B.6)

Proof. By Lemma 2, and using \( \text{vec}(ABC) = (C' \otimes A)\text{vec}(B) \), we have
\[
E\{\text{vec}[\text{vech}(xx')x']\} = E\{\text{vec}[L_M\text{vec}(xx')x']\} = (I_M \otimes L_M)E\{\text{vec}[(x \otimes x)x']\}
= (I_M \otimes L_M)\text{vec}[\text{vec}(H)\mu'] + 2N_M(\mu \otimes H) + (\mu \otimes \mu)\mu'.
\]

Furthermore, \( \text{vec}[2N_M(\mu \otimes H)] = 2(I_M \otimes N_M)\text{vec}(\mu \otimes H) \), and (A.1) implies that \( \text{vec}(\mu \otimes H) = (K_{MM} \otimes I_M)(\mu \otimes \text{vec}(H)) \). Finally, as \( y \otimes x = \text{vec}(xy') \) for vectors \( x \) and \( y \), we have
\[
\mu \otimes \text{vec}(H) = \text{vec}[\text{vec}(H)\mu'] = \text{vec}(D_Mh\mu') = (\mu \otimes D_M)h,
\]
and thus (B.5).

Next, we consider the case of a normal mixture distribution.

Lemma 4 Assume that \( x \sim \text{MNMM}(\lambda_1,\ldots,\lambda_k,\mu_1,\ldots,\mu_k,H_1,\ldots,H_k) \). Let \( \lambda = (\lambda_1,\ldots,\lambda_k)' \), \( \Lambda = \text{diag}(\lambda) \); \( h_j = \text{vech}(H_j) \), \( j = 1,\ldots,k \); \( h = (h_1',\ldots,h_k')' \); \( \Upsilon = (\mu_1,\ldots,\mu_k) \); \( \mu = \text{vec}(\Upsilon) = (\mu_1',\ldots,\mu_k')' \); \( \tilde{\mu}_j = \text{vec}(\mu_j\mu_j') \), \( j = 1,\ldots,k \); \( \tilde{\Upsilon} = (\tilde{\mu}_1,\ldots,\tilde{\mu}_k) \); and \( \tilde{\mu} = \text{vec}(\tilde{\Upsilon}) = (\tilde{\mu}_1',\ldots,\tilde{\mu}_k')' \). Then,
\[
E\{\text{vec}[\text{vech}(xx')x']\}
= (I_M \otimes L_M)\tilde{G}_M(\Upsilon\Lambda \otimes D_M)h + (I_M \otimes \text{vec}(\Lambda)' \otimes I_N)(K_{MK} \otimes I_{KN})\text{vec}(\tilde{\mu}\mu'),
\] (B.7)
where \( N = M(M + 1)/2 \), and \( \tilde{G}_M \) is defined in (B.6).

Proof. Lemma 4 follows from the fact that the third moment of the mixture is just the weighted average of the component–specific moments as given in (B.5), i.e., for \( x \) mixed normal as defined in Lemma 4, we have
\[
E\{\text{vec}[\text{vech}(xx')x']\} = (I_M \otimes L_M)\left\{ \tilde{G}_M \sum_{j=1}^k \lambda_j(\mu_j \otimes D_M)h_j + \sum_{j=1}^k \lambda_j(\mu_j \otimes \mu_j \otimes \mu_j) \right\}. \] (B.8)
Let $e_j$ be the $j$th unit vector in $\mathbb{R}^k$. Then, for the first sum on the right–hand side of (B.8), we have that

$$
\sum_{j=1}^{k} \lambda_j (\mu_j \otimes D_M)h_j = \left\{ \sum_{j=1}^{k} \lambda_j (e'_j \otimes \mu_j \otimes D_M) \right\} h = \left\{ (\sum_{j=1}^{k} \lambda_j \mu_j e'_j) \otimes D_M \right\} h
$$

(B.9)

where, in the last equation of the first line in (B.9), we have used the identity $(y' \otimes x) = xy'$. For the second sum on the right–hand side of (B.8), we find

$$
\sum_{j} \lambda_j (\mu_j \otimes \mu_j \otimes \mu_j) = \sum_{j} \lambda_j \text{vec}[(\mu_j \otimes \mu_j)\mu'_j] = (I_M \otimes D_M) \sum_{j} \lambda_j \text{vec}(\tilde{\mu}_j\mu'_j)
$$

(B.10)

$$
= (I_M \otimes D_M) \sum_{j} \lambda_j \text{vec}[(e'_j \otimes I_N)(\tilde{\mu}_j \otimes I_M)]
$$

$$
= (I_M \otimes D_M) \sum_{j} \lambda_j (e'_j \otimes I_M \otimes e'_j \otimes I_N) \text{vec}(\tilde{\mu}_j)
$$

$$
= (I_M \otimes D_M) \sum_{j} \lambda_j (I_M \otimes e'_j \otimes e'_j \otimes I_N)(K_{mk} \otimes I_{kn}) \text{vec}(\tilde{\mu}_j)
$$

$$
= (I_M \otimes D_M) \sum_{j} \lambda_j (I_M \otimes \text{vec}(e_j e'_j \otimes I_N)(K_{mk} \otimes I_{kn}) \text{vec}(\tilde{\mu}_j)
$$

$$
= (I_M \otimes D_M)(I_M \otimes \text{vec}(\Lambda) \otimes I_N)(K_{mk} \otimes I_{kn}) \text{vec}(\tilde{\mu}_j),
$$

where we have used the identity $(A \otimes b')K_{np} = b' \otimes A$ for $m \times n$ matrix $A$ and $p \times 1$ vector $b$ (Magnus, 1988, p. 36). Finally, because $(A \otimes B)(C \otimes D) = (AC) \otimes (BD)$ if $AC$ and $BD$ exist, we have $(I_M \otimes L_M)(I_M \otimes D_M) = (I_M \otimes L_M D_M)$, and, by Theorem 5.5 of Magnus (1988), $L_M D_M = I_N, N = M(M+1)/2$, so we get (B.7).

**B.2 The Fourth Moment**

For the fourth moment, we build on results of Magnus and Neudecker (1979) and Hafner (2003) which we state as Lemmas 5 and 6, respectively.

**Lemma 5** (Magnus and Neudecker, 1979, Theorem 4.3) For an $M$–dimensional random vector $x$, which is normally distributed with mean $\mu$ and covariance matrix $H$, we have\(^\text{11}\)

$$
E[(x \otimes x)(x \otimes x)'] = 2D_M D_M^+(H \otimes H) + \text{vec}(H)\text{vec}(H)'
$$

\((B.11)\)

$$
+ 2D_M D_M^+(H \otimes \mu_l' + \mu_l' \otimes H)
$$

$$
+ \text{vec}(H)\text{vec}(\mu_l')' + \text{vec}(\mu_l')\text{vec}(H)' + \text{vec}(\mu_l')\text{vec}(\mu_l')' .
$$

\(^{11}\) Magnus and Neudecker (1979) state the result in terms of the matrix $N_n$ defined in Appendix A. In fact, by Theorem 4.2 of Magnus (1988), we have $N_n = D_n D_n^+$. Here, the representation in terms of $D_n D_n^+$ is preferable because this simplifies some of the expressions to be presented below.
For the result in Lemma 5 and generalizations, see also Magnus (1988, Ch. 10) and Ghazal and Neudecker (2000).

We are interested in \( E[\text{vech}(xx')\text{vech}(xx')'] \). Using the identity \( \text{vec}(xx') = x \otimes x \) and the definition of the elimination matrix \( L_M \), this can be written as \( L_M E[(x \otimes x)(x \otimes x)']L_M' \), which is a simple transformation of (B.11). The case of a normal distribution with zero mean was considered by Hafner (2003).\(^{12}\)

**Lemma 6** (Hafner, 2003, Theorem 1) For an \( M \)-dimensional normally distributed random vector \( x \) with zero mean and covariance matrix \( H \), we have

\[
\text{vec}\{E[\text{vech}(xx')\text{vech}(xx')']\} = G_M\text{vec}(hh'),
\]  

(B.12)

where \( h = \text{vech}(H) \), and

\[
G_M = 2(L_M \otimes D_M^+)(I_M \otimes K_{MM} \otimes I_M)(D_M \otimes D_M) + I_N^2,
\]  

(B.13)

and \( N := M(M+1)/2 \) is the number of independent elements in \( H \).

Our first step is to generalize (B.12) to the case of nonzero means, i.e., to consider the terms in the second and third line of (B.11).

**Lemma 7** For an \( M \)-dimensional normally distributed random vector \( x \) with mean \( \mu \) and covariance matrix \( H \), we have

\[
\text{vec}\{E[\text{vech}(xx')\text{vech}(xx')']\} = G_M\text{vec}(hh') + 2G_MN_N(\tilde{\mu} \otimes I_N)h + \text{vec}(\tilde{\mu} \tilde{\mu}'),
\]  

(B.14)

where \( G_M \) is defined in (B.13), \( h = \text{vech}(H) \), \( \tilde{\mu} = \text{vech}(\mu \mu') \), and \( N = M(M+1)/2 \).

The proof of Lemma 7 can be carried out along similar lines as the proof of Theorem 1 in Hafner (2003). The case of a multivariate normal mixture distribution is considered next. We make use of the notation introduced in Lemma 4.

**Lemma 8** Assume that \( x \sim \text{NMN}(\lambda_1, \ldots, \lambda_k, \mu_1, \ldots, \mu_k, H_1, \ldots, H_k) \). Then,

\[
\text{vec}\{E[\text{vech}(xx')\text{vech}(xx')']\} = G_M(I_N \otimes \text{vec}(\Lambda)' \otimes I_N)(K_{NN} \otimes I_{kN})\text{vec}(hh') + 2G_MN_N(\tilde{\Theta} \otimes I_N)h
\]

\[
+ (I_N \otimes \text{vec}(\Lambda)' \otimes I_N)(K_{NN} \otimes I_{kN})\text{vec}(\tilde{\mu} \tilde{\mu}').
\]

\(^{12}\) Actually, Hafner (2003) considered the more general class of spherical distributions which includes the normal as a special case.
Lemma 8 is obtained by combining the results of Lemma 7 with the fact that the fourth moment of the mixture is just the weighted average of the component–specific moments as given in (B.14), quite similar to equation (B.8) for the third moment, and by using arguments similar to those in the derivation of Lemma 4. For example, to show that
\[
\sum_{j=1}^{k} \lambda_j \text{vec}(h_j h'_j) = (I_N \otimes \text{vec}(\Lambda)' \otimes I_N)(K_{Nk} \otimes I_{Nk})\text{vec}(hh'),
\]  
we essentially repeat the argument in (B.10).

C The Moments of the MNM(k)–AGARCH(1,1) Model

In this Appendix, we use the results of Appendix B to derive the unconditional second and fourth moments of the asymmetric multivariate mixed normal GARCH(1,1) model as given in equation (11), as well as the conditions for their existence. Using the results of Balestra and Holly (1990), higher–order moments could in principle also be derived, but the resulting expressions become unmanageable even for the central normal distribution, as the number of terms to be evaluated is explosive as the order increases. Thus, in view of the fact that such higher moments are of minor interest in applications, we concentrate on the second and the fourth moment.\(^{13}\)

C.1 Moment Conditions

We will use the notation introduced in Section 2 and Lemmas 4 and 8. Also, as defined in (12), \(\rho(A)\) denotes the largest eigenvalue in modulus of a square matrix \(A\).

Define \(W_t = (h'_t, \text{vec}(h_t h'_t))'\), and consider the expectation of \(W_t\) at time \(t - 2\), i.e., \(E(W_t|\Psi_{t-2})\). Clearly \(E(\eta_{t-1}|\Psi_{t-2}) = (\lambda' \otimes I_N)(h_{t-1} + \bar{\mu})\), so that
\[
E(h_t|\Psi_{t-2}) = \tilde{A}_0 + A_1(\lambda' \otimes I_N)\bar{\mu} + (\lambda \otimes A_1 + B_1)h_{t-1}.
\]

The conditional expectation of \(\text{vec}(h_t h'_t)\) can be greatly simplified by extensively using the matrix \(N_n\), and in particular its basic property (A.2). In addition, we will frequently use the identities \(\text{vec}(xy') = y \otimes x\) and \(\text{vec}(ABC) = (C' \otimes A)\text{vec}(B)\). Thus,
\[
\text{vec}(h_t h'_t) = \tilde{A}_0 \otimes \tilde{A}_0 + 2N_{kN}\text{vec}[\tilde{A}_0(\eta_{t-1}'A'_1 + h_{t-1}'B'_1)] + 2N_{kN}\text{vec}(A_1\eta_{t-1}h_{t-1}'B'_1) \\
+ (A_1 \otimes A_1)\text{vec}(\eta_{t-1}\eta_{t-1}') + (B_1 \otimes B_1)\text{vec}(h_{t-1}h_{t-1}') \\
+ \text{vec}(\Theta_1 \epsilon_{t-1} \epsilon_{t-1}' - 2N_{kN}\text{vec}([\tilde{A}_0 + A_1\eta_{t-1} + B_1h_{t-1}]\epsilon_{t-1}'\Theta_1]).
\]  
\(^{13}\) For the univariate case, a condition for the existence of arbitrary integer even moments in given in Haas, Mittnik and Paolella (2004a).

\(^{14}\) Note that \(A_1(\lambda' \otimes I_N) = (1 \otimes A_1)(\lambda' \otimes I_N) = \lambda' \otimes A_1\).
Let us evaluate the conditional expectations of the components of (C.17). Observe that

\[
E\{\text{vec}(\tilde{A}_0 h_{t-1}' h_{t-1})|\Psi_{t-2}\} = \text{vec}\{\tilde{A}_0 (h_{t-1}' + \tilde{\mu}') (\lambda \otimes I_N) A_1'\}
\]

\[
= [A_1 (\lambda' \otimes I_N) \otimes \tilde{A}_0] (h_{t-1} + \tilde{\mu})
\]

\[
= (\lambda' \otimes A_1 \otimes \tilde{A}_0) (h_{t-1} + \tilde{\mu}),
\]

and

\[
E\{\text{vec}(A_1 \eta_{t-1} h_{t-1}' h_{t-1})|\Psi_{t-2}\} = \text{vec}\{A_1 (\lambda' \otimes I_N) (h_{t-1} + \tilde{\mu}) h_{t-1}' B_1'\}
\]

\[
= (B_1 \otimes \lambda' \otimes A_1) \text{vec}(h_{t-1}' h_{t-1}) + (B_1 \otimes \lambda' \otimes A_1) \text{vec}(\tilde{\mu} h_{t-1})
\]

\[
= (B_1 \otimes \lambda' \otimes A_1) \text{vec}(h_{t-1}' h_{t-1}) + (B_1 \otimes \lambda' \otimes A_1) (I_{kN} \otimes \tilde{\mu}) h_{t-1}
\]

\[
= (B_1 \otimes \lambda' \otimes A_1) \text{vec}(h_{t-1}' h_{t-1}) + [B_1 \otimes (\lambda' \otimes A_1) \tilde{\mu}] h_{t-1}.
\]

The expectation of \((A_1 \otimes A_1) \text{vec}(\eta_{t-1} h_{t-1}')\), given \(\Psi_{t-2}\), follows from Lemma 8. It remains to consider those terms of (C.17) which involve \(\epsilon_{t-1}\). First, note that \(E(h_{t-1} \epsilon_{t-1}' | \Psi_{t-2}) = h_{t-1} E(\epsilon_{t-1}' | \Psi_{t-2}) = 0\). Thus, we have two nonzero terms. The first is

\[
E\{\text{vec}(\Theta_1 \epsilon_{t-1} \epsilon_{t-1}' \Theta_1')|\Psi_{t-2}\} = (\Theta_1 \otimes \Theta_1) D_M (\lambda' \otimes I_N) (h_{t-1} + \tilde{\mu}),
\]

and the second, using Lemma 4,

\[
E\{\text{vec}(A_1 \eta_{t-1} \epsilon_{t-1}' \Theta_1')|\Psi_{t-2}\} = (\Theta_1 \otimes A_1) \left[I_M \otimes L_M \tilde{G}_M (Y_L \otimes D_M) h_{t-1} + (I_M \otimes \text{vec}(\lambda)' \otimes I_N) (K_{MK} \otimes I_{kN}) \text{vec}(\tilde{\mu} \mu') \right].
\]

Next, define

\[
d = \begin{pmatrix} d_1 \\ d_2 \end{pmatrix}, \quad C = \begin{pmatrix} C_{11} & 0_{kN \times kN} \\ C_{21} & C_{22} \end{pmatrix},
\]

where

\[
d_1 = \tilde{A}_0 + A_1 (\lambda' \otimes I_N) \tilde{\mu}
\]

\[
d_2 = \tilde{A}_0 + 2N_{kN} (\lambda' \otimes A_1 \otimes \tilde{A}_0) \tilde{\mu} + (A_1 \otimes A_1) (I_{kN} \otimes \text{vec}(\lambda)' \otimes I_N) (K_{MK} \otimes I_{kN}) \text{vec}(\tilde{\mu} \mu')
\]

\[
+ (\Theta_1 \otimes \Theta_1) D_M (\lambda' \otimes I_N) \tilde{\mu} - 2N_{kN} (\Theta_1 \otimes A_1) (I_M \otimes \text{vec}(\lambda)' \otimes I_N) (K_{MK} \otimes I_{kN}) \text{vec}(\tilde{\mu} \mu'),
\]

\[
C_{11} = (\lambda' \otimes A_1 + B_1),
\]

\[
C_{21} = 2N_{kN} (\lambda' \otimes A_1 + B_1) \otimes \tilde{A}_0 + 2N_{kN} [B_1 \otimes (\lambda' \otimes A_1) \tilde{\mu}] + 2(A_1 \otimes A_1) G_M N_N (Y_L \otimes I_N)
\]

\[
+ (\Theta_1 \otimes \Theta_1) D_M (\lambda' \otimes I_N) - 2N_{kN} (\Theta_1 \otimes A_1) (I_M \otimes L_M) \tilde{G}_M (Y_L \otimes D_M),
\]

\[
C_{22} = (A_1 \otimes A_1) G_M (I_N \otimes \text{vec}(\lambda)' \otimes I_N) (K_{MK} \otimes I_{kN}) + 2N_{kN} (B_1 \otimes \lambda' \otimes A_1) + B_1 \otimes B_1.
\]
From the preceding analysis it is clear that
\[
E(W_t | \Psi_{t-2}) = d + CW_{t-1},
\]
and, by iteration,
\[
E(W_t | \Psi_{t-\tau-1}) = \sum_{i=0}^{\tau-1} C^i d + C^\tau W_{t-\tau}.
\]  
(C.18)

From the block–triangular structure of \(C\), we have, from (C.18), that
\[
E(h_t | \Psi_{t-\tau-1}) = \sum_{i=0}^{\tau-1} C_{i1} d_1 + C_{\tau1} h_{t-\tau}.
\]  
(C.19)

Thus, as we have assumed that the process starts indefinitely far in the past with finite fourth moments, the unconditional expectation \(E(h_t)\) exists and is given by the limit as \(\tau \to \infty\), i.e.,
\[
E(h_t) = \lim_{\tau \to \infty} E(h_t | \Psi_{t-\tau-1}) = \sum_{i=0}^{\infty} C_{i1} d_1 = (I_{kN} - C_{11})^{-1} d_1
\]
if and only if \(\rho(C_{11}) < 1\), as stated in (13). By the same line of reasoning, \(E(W_t)\) exists and is given by \((I - C)^{-1} d\) if and only if \(E(h_t)\) exists and \(\rho(C_{22}) < 1\), as claimed in (14).

**Example 1** Note that the expressions for the elements of \(d\) and \(C\) defined above simplify considerably if all mixture components have zero means, which may be appropriate when the (conditional) distribution of the returns under study exhibits leptokurtosis but no asymmetries. In particular, in this case the only extra term due to the leverage effects is \((\Theta_1 \otimes \Theta_1)D_M(\lambda' \otimes I_N)\) in the lower left block of \(C\), i.e., \(C_{21}\). Moreover, in the univariate, single–component case we get the QGARCH(1,1) model of Sentana (1995); and the unconditional fourth moment, in obvious notation, is
\[
E(\eta_t^4) = E(\epsilon_t^4) = \frac{3\alpha_0(\alpha_0(1 + \alpha_1 + \beta_1) + \theta_1^2)}{(1 - \alpha_1 - \beta_1)(1 - 3\alpha_1^2 - 2\alpha_1\beta_1 - \beta_1^2)},
\]  
(C.20)

which was given by Sentana (1995). This differs from the fourth moment of the standard GARCH(1,1) model of Bollerslev (1986) only by the extra \(\theta_1^2\) in the numerator of (C.20), which shows that the QGARCH(1,1) model has a greater fourth moment than its standard GARCH(1,1) counterpart. The variance, however, is \(E(\epsilon_t^2) = \alpha_0/(1 - \alpha_1 - \beta_1)\), as in the standard GARCH(1,1), and the kurtosis is given by
\[
\kappa = \frac{E(\epsilon_t^4)}{E(\epsilon_t^2)^2} = \frac{3}{1 - 3\alpha_1^2 - 2\alpha_1\beta_1 - \beta_1^2} \left(\frac{1 - (\alpha_1 + \beta_1)^2 + (1 - \alpha_1 - \beta_1)\theta^2}{\alpha_0}\right) = \frac{3}{1 - 3\alpha_1^2 - 2\alpha_1\beta_1 - \beta_1^2} \left(\frac{1 - (\alpha_1 + \beta_1)^2 + \theta^2}{E(\epsilon_t^2)}\right),
\]
which depends on the scale parameter \(\alpha_0\). Due to the factor \(\theta^2/E(\epsilon_t^2)\), the unconditional kurtosis of the QGARCH(1,1) model exceeds that of the standard GARCH(1,1) process. However, as stressed by Carrero, Peña, and Ruiz (2004), in applications, \(\theta^2\) is usually small relative to \(E(\epsilon_t^2)\), so that the difference is rather small.
C.2 Autocovariance Function of the Squares

To find the autocovariance matrices, i.e., $\Gamma_\tau = E(\eta_t' \eta_{t-\tau}) - E(\eta_t)E(\eta_t')$, we first note that (C.19) in Appendix C.1 implies

$$E(h_t|\Psi_{t-\tau}) = \sum_{i=0}^{\tau-2} C_{11}^i d_i + C_{11}^{\tau-1} h_{t-\tau+1} = E(h_t) + C_{11}^{\tau-1} [h_{t-\tau+1} - E(h_t)].$$

Hence,

$$E(\eta_t' \eta_{t-\tau}) = E[E(\eta_t|\Psi_{t-\tau})\eta_{t-\tau}']$$

$$= E\{(\lambda' \otimes I_N)[E(h_t|\Psi_{t-\tau}) + \tilde{\mu}]\eta_{t-\tau}'\}$$

$$= (\lambda' \otimes I_N)E\{[E(h_t) + \tilde{\mu} + C_{11}^{\tau-1}(h_{t-\tau+1} - E(h_t))]\eta_{t-\tau}'\}$$

$$= E(\eta_t)E(\eta_t') + (\lambda' \otimes I_N)C_{11}^{\tau-1}E\left\{[\tilde{A}_0 + A_1\eta_{t-\tau} - \Theta_1\epsilon_{t-\tau} + B_1h_{t-\tau} - E(h_t)]\eta_{t-\tau}'\right\}.$$

Thus we have (15) with

$$Q = E\left\{[\tilde{A}_0 + A_1\eta_t - \Theta_1\epsilon_t + B_1h_t - E(h_t)]\eta_t'\right\}.$$  \hspace{1cm} (C.21)

**Example 2** For Sentana’s (1995) univariate QGARCH(1,1) process considered in Example 1, tedious calculations show that the autocorrelation function of the squares is given by

$$r_\tau = \begin{cases} \frac{2\alpha_0\alpha_1(1-\alpha_1\beta_1-\beta_1^2)+(3\alpha_1+\beta_1)(1-\alpha_1-\beta_1)\theta^2}{2\alpha_0(1-2\alpha_1\beta_1-\beta_1^2)+3(1-\alpha_1-\beta_1)\theta^2} & \tau = 1 \\ (\alpha_1 + \beta_1)r_{\tau-1} & \tau > 1. \end{cases}$$  \hspace{1cm} (C.22)

Thus, the decay pattern of the ACF is equal to that of the standard GARCH(1,1) process, as already noted by Sentana (1995). However, for given values of $\alpha_0$, $\alpha_1$, and $\beta_1$, the ACF of the QGARCH(1,1) process is always larger than that of the GARCH(1,1), and is increasing in $\theta^2$: It is straightforward to see that $\partial r_\tau / \partial \theta^2 > 0$ is equivalent to $\alpha_1(1-\alpha_1\beta_1-\beta_1^2)(3\alpha_1+\beta_1)^{-1} < (1-2\alpha_1\beta_1-\beta_1^2)/3$, and simple manipulations reveal that this is equivalent to $3\alpha_1^2+2\alpha_1\beta_1+\beta_1^2 < 1$, which is just the condition for the existence of the fourth moment, and, thus, the ACF of $\epsilon_t^2$.

D Moments of the MNM($k$)–GARCH($p$, $q$) process

In this Appendix, we indicate how the moments of the MNM($k$)–GARCH($p$, $q$) model may be computed for higher–order GARCH models, i.e., with $p$ and/or $q$ larger than 1. We keep the discussion short, because in most applications GARCH(1,1) rather than GARCH($p$, $q$) will suffice, and the properties of the GARCH(1,1) case have been developed in detail in the preceding appendix. Moreover, in order to avoid clutter, we shall assume that all the
components have zero means, i.e., in (5), \( \mu_j = 0, j = 1, \ldots, k \), and that there are no leverage effects, i.e., in (6), \( \theta_{ij} = 0, i = 1, \ldots, q, j = 1, \ldots, k \).

Recently, using the ARMA representation of a GARCH model, Zadrozny (2005) employed a state–space representation of the univariate GARCH\((p,q)\) process to derive a condition for the existence of its fourth moment.\(^{15}\) We use a similar approach to find a condition for the existence of the unconditional fourth–moment matrix of the multivariate mixed normal GARCH model. However, we use a different representation than Zadrozny (2005). Although the representation we use is less parsimonious, it is preferred in present context because, in addition to providing a condition and an expression for the fourth moment, it allows for the computation of the autocorrelation matrices of the process. Clearly, the results presented here also apply to the single–component case, i.e., the standard GARCH\((p,q)\) model in vech form, the fourth–moment structure of which has been investigated by Hafner (2003). However, Hafner’s (2003) analysis is based on the MA(\(\infty\)) representation of the process, which makes the application of the results less convenient. A brief comparison of Hafner’s (2003) analysis with our approach is provided at the end of this Appendix. A condition for the existence of the fourth moment in single–component multivariate GARCH\((p,q)\) models has also been derived by Comte and Lieberman (2000).\(^{16}\) Their condition involves a matrix which is composed of \(2q\) terms, where \(q\) is the ARCH order. For \(q = 1\), this matrix coincides with the matrix \(Z\) in Theorem 3 of Hafner (2003). However, Comte and Lieberman (2000) do not consider how to compute the autocovariances from their approach.

To write the model in VARMA form, define \( \bar{h} = E(\eta_t|\psi_{t-1}) = (\lambda' \otimes I_N)h_t \), and \( u_t = \eta_t - \bar{h}_t \), so that \( \{u_t\} \) is a white noise process (uncorrelated but not independent).\(^{17}\) Then we can write the MNM–GARCH\((p,q)\) process as a VARMA\((r,v)\) model for \( h_t \), i.e.,

\[
\hat{h}_t = A_0 + \sum_{i=1}^{r} C_i h_{t-i} + \sum_{i=1}^{v} A_i u_{t-i}, \tag{D.23}
\]

where \( r = \max\{p,q\} \), \( v = \max\{q,2\} \), \( C_i = \lambda' \otimes A_i + B_i \), \( A_i = 0 \), for \( i > q \), and \( B_i = 0 \), for \( i > p \). To put the MNM–GARCH\((p,q)\) model in VAR(1) form, we adopt a slightly modified form of the VAR(1) representation of a VARMA model discussed in Lütkepohl (2005, p. 426).

---

\(^{15}\) Papers dealing with the fourth–moment structure of the univariate GARCH\((p,q)\) model include Chen and An (1998), He and Teräsvirta (1999), Karanasos (1999), Ling (1999), Davidson (2002, Section 2.3), and Ling and McAleer (2002). There also exist results for other multivariate GARCH models than the vech model. For example, moment conditions for Jeantheau’s (1998) generalization of Bollerslev’s (1990) constant conditional correlation model are derived in Ling and McAleer (2003) and He and Teräsvirta (2004).

\(^{16}\) Computation of the fourth moment in the bivariate case was also considered by Nijman and Sentana (1996).

\(^{17}\) Recall that, in the present section, we assume zero component means and absence of leverage effects.
That is, we define

\[ X_t = \begin{pmatrix} h_t \\ \vdots \\ h_{t-r+1} \\ u_{t-1} \\ \vdots \\ u_{t-v+1} \end{pmatrix}, \quad \tilde{A}_0 = \begin{pmatrix} A_0 \\ 0_{N(k(r-1)+(v-1)) \times 1} \end{pmatrix}, \quad Z = \begin{pmatrix} A_1 \\ 0_{Nk(r-1) \times N} \\ I_N \\ 0_{N(v-2) \times N} \end{pmatrix}, \]

\[ H = \begin{pmatrix} H_{11} & H_{12} \\ H_{21} & H_{22} \end{pmatrix}, \quad \text{where} \quad H_{11} = \begin{pmatrix} C_1 & \cdots & C_{r-1} & C_r \\ I_{kN(r-1)} & 0_{kN(r-1) \times kN} \end{pmatrix}, \]

\[ H_{12} = \begin{pmatrix} A_2 & \cdots & A_v \\ 0_{kN(r-1) \times N(v-1)} \end{pmatrix}, \quad H_{22} = \begin{pmatrix} 0_{N \times N(v-2)} & 0_{N \times N} \\ I_{N(v-2)} & 0_{N(v-2) \times N} \end{pmatrix}, \]

and \( H_{21} \) is a \( N(v-1) \times kNr \) matrix of zeros. Thus, \( X_t \) is of dimension \( N(kr+v-1) \). Given the definitions in (D.24), we can write

\[ X_t = \tilde{A}_0 + HX_{t-1} + Zu_{t-1}. \]  

(D.25)

From (D.25), we can infer that the MNG–GARCH\((p,q)\) process is stationary if \( \rho(H_{11}) < 1 \), or, equivalently, the roots of

\[ \det(I_{kN} - \sum_{i=1}^r C_i z^i) = 0 \]  

(D.26)

are outside the unit circle.

To find a condition for the existence of the fourth moment, i.e., of \( E\{X_tX_t'\} \), define the matrices

\[ \mathbb{I} := (I_{kN}, 0_{kN \times N\{k(r-1)+(v-1)\}}), \]  

(D.27)

so that \( h_t h_t' = \mathbb{I} X_t X_t' \mathbb{I}' \), and

\[ F_M := G_M(I_N \otimes \text{vec}(\Lambda^I \otimes I_N))(K_{Nk} \otimes I_{kN}) - (\lambda' \otimes I_N \otimes \lambda' \otimes I_N). \]

(D.28)

Definition (D.28) is useful for calculating \( E\{u_t u_t'\} \). In fact, as \( E\{u_t u_t'\} = E\{\eta_t \eta_t'\} - E\{\tilde{h}_t \tilde{h}_t'\} \), and \( E\{\tilde{h}_t \tilde{h}_t'\} = (\lambda' \otimes I_N)E\{h_t h_t'\}(\lambda \otimes I_N) \), we have

\[ E[\text{vec}(u_t u_t')] = L_M E[\text{vec}(h_t h_t')]. \]

Also note that \( E\{u_t u_t'\} = E[h_t E\{u_t' | \Psi_{t-1}\}] = 0. \) Thus,

\[ E[\text{vec}(X_t X_t') | \Psi_{t-2}] = \tilde{A}_0 \otimes \tilde{A}_0 + (\tilde{A}_0 \otimes H + H \otimes \tilde{A}_0) X_{t-1} + [H \otimes H + (Z \otimes Z)F_M(\mathbb{I} \otimes \mathbb{I})] \text{vec}(X_{t-1} X_{t-1}'), \]

(D.29)
and an argument quite similar to that of Appendix C shows that $E(X_tX_t)$ exists if and only if $\rho(P) < 1$, where

$$P := H \otimes H + (Z \otimes Z)F_M(\mathbb{I} \otimes \mathbb{I}).$$  \hfill (D.30)

In case of existence, the unconditional moments $E(X_t)$ and $E(X_tX_t')$ can be computed by taking unconditional expectations and solving (D.25) and (D.29), respectively.

As mentioned above, representation (D.25) of the process—although less parsimonious than that used by Zadrozny (2005) in his analysis of the univariate GARCH\,$(p,q)$ process—is useful for calculating the sequence of autocovariances of $\eta_t$, which is not dealt with in Zadrozny (2005). The reason is that, in present context, it is much more convenient to work with the VARMA representation of $h_t$ rather than that of $\eta_t$, which involves determinantal terms and is quite difficult to handle. On the other hand,

$$E(\eta_t\eta_{t-\tau}^\prime) = E[(\bar{h}_t + u_t)(\bar{h}_{t-\tau} + u_{t-\tau})'] = E(\bar{h}_t\bar{h}_{t-\tau}^\prime) + E(\bar{h}_tu_{t-\tau}'),$$  \hfill (D.31)

as $E(u_tu_{t-\tau}') = E(u_t\bar{h}_{t-\tau}') = 0$. Thus, it is advantageous to explicitly model both $h_t$ and $u_t$.

The terms on the right–hand side of (D.31) can be extracted from

$$E(X_tX_{t-\tau}') = E\{E(X_t|\Psi_{t-\tau-1})X_{t-\tau}')\}$$  \hfill (D.32)

$$= E\left\{\left(\sum_{i=0}^{\tau-1}H^i\tilde{A}_0 + H^\tau X_{t-\tau}\right)X_{t-\tau}')\right\}$$

$$= E\{[(I - H^\tau)(I - H)^{-1}\tilde{A}_0 + H^\tau X_{t-\tau}]X_{t-\tau}')\}$$

$$= E(X_t)E(X_t)' + H^\tau[E(X_tX_t') - E(X_t)E(X_t')]$$

For the first term on the right–hand side of (D.31), we have

$$E(\bar{h}_t\bar{h}_{t-\tau}^\prime) = (\lambda' \otimes I_N)E(h_t\bar{h}_{t-\tau}^\prime)(\lambda \otimes I_N) = (\lambda' \otimes I_N)\mathbb{E}(X_tX_{t-\tau}^\prime)\mathbb{E}(\lambda \otimes I_N),$$  \hfill (D.33)

and the second term is

$$E(\bar{h}_tu_{t-\tau}') = (\lambda' \otimes I_N)\mathbb{E}(X_tX_{t-\tau-1}^\prime)\tilde{I}',$$  \hfill (D.34)

where

$$\tilde{I} = (0_{N \times kN}, I_N, 0_{N \times N(v-2)}).$$  \hfill (D.35)

This completes the characterization of the fourth–moment structure of the multivariate mixed normal GARCH\,$(p,q)$ process.

To compare with Hafner’s (2003) method for the single–component multivariate GARCH\,$(p,q)$, let us briefly sketch his argument when applied to the MNM\,$(k)$–GARCH\,$(p,q)$ process. By inverting (D.23), we obtain the MA\,$(\infty)$ representation of $h_t$,

$$h_t = [I_{kN} - C(1)]^{-1}A_0 + [I_{kN} - C(L)]^{-1}A(L)u_t = E(h_t) + \sum_{i=1}^{\infty}\Phi_iu_{t-i},$$  \hfill (D.36)
where $C(z) = \sum_{i=1}^r C_i z^i$, $L$ is the lag operator, $L^i y_t = y_{t-i}$, and the MA($\infty$) coefficient matrices, $\Phi_i$, $i = 1, 2, \ldots$, can be calculated recursively in the usual way (see, e.g., Lütkepohl, 2005). Then, in case of existence of $E(h_t h'_t)$, or, equivalently, of $E(u_t u'_t)$,

$$\text{vec}[E(h_t h'_t)] = \text{vec}[E(h_t)E(h'_t)] + \sum_{i=1}^{\infty} (\Phi_i \otimes \Phi_i) \text{vec}[E(u_t u'_t)]$$

$$= \text{vec}[E(h_t)E(h'_t)] + \sum_{i=1}^{\infty} (\Phi_i \otimes \Phi_i) F M \text{vec}[E(h_t h'_t)].$$

Thus,

$$\text{vec}[E(h_t h'_t)] = \left( I_{N^2k^2} - \sum_{i=1}^{\infty} (\Phi_i \otimes \Phi_i) F M \right)^{-1} \text{vec}[E(h_t)E(h'_t)].$$

From Theorem 2 in Hafner (2003) we have that, under covariance stationarity, a condition for existence of $E(h_t h'_t)$ is $\rho(\Omega) < 1$, where $\Omega = \sum_{i=1}^{\infty} (\Phi_i \otimes \Phi_i) F M$.

Note that $\Omega$ and $P$ (as defined in (D.30)) are, in general, different matrices and do not have the same maximal eigenvalue. However, as expected, the conditions $\rho(P) < 1$ and $\rho(\Omega) < 1$ turn out to be equivalent, i.e., $\rho(\Omega) \leq 1 \Leftrightarrow \rho(P) \leq 1$. For example, in the GARCH(1,1) case, we can compute $\Omega$ explicitly as

$$\Omega = \sum_{i=1}^{\infty} (\Phi_i \otimes \Phi_i) F M = \sum_{i=1}^{\infty} [(C_i^{-1} A_1) \otimes (C_i^{-1} A_1)] F M = (I_{k2N^2} - C_1 \otimes C_1)^{-1} (A_1 \otimes A_1) F M.$$ 

Thus, in the single-component, univariate case, where $F M = 2$, $\rho(\Omega) = 2\alpha_1^2/(1-(\alpha_1+\beta_1)^2) < 1$ is equivalent to $3\alpha_1^2 + 2\alpha_1\beta_1 + \beta_1^2 < 1$ under stationarity, i.e., $\alpha_1 + \beta_1 < 1$. For $k > 1$ and/or $M > 1$, the equivalence is not obvious but can still be checked numerically, and an example is provided in Figure 10, where we consider the case $p = q = 1$, $k = 2$, and $M = 2$ (hence $N = 3$), with $\lambda = (0.75,0.25)^t$,

$$A_{11} = \begin{pmatrix} A_{11,11} & 0.05 & 0.20 \\ 0.12 & 0.13 & 0.05 \\ 0.24 & 0.13 & 0.10 \end{pmatrix}, \quad A_{12} = \begin{pmatrix} 0.20 & 0.12 & 0.01 \\ 0.10 & 0.09 & 0.08 \\ 0.24 & 0.13 & 0.20 \end{pmatrix},$$

$$B_{11} = \begin{pmatrix} 0.23 & 0.16 & 0.30 \\ 0.29 & 0.14 & 0.05 \\ 0.03 & 0.12 & 0.13 \end{pmatrix}, \quad B_{12} = \begin{pmatrix} 0.32 & 0.04 & 0.03 \\ 0.02 & 0.04 & 0.18 \\ 0.11 & 0.05 & 0.25 \end{pmatrix},$$

and parameter $A_{11,11}$ varies from 0 to 0.25. Clearly, both $\rho(\Omega)$ and $\rho(P)$ are monotonically increasing in $A_{11,11}$, and they intersect exactly at $\rho(\Omega) = \rho(P) = 1$. We observe the same pattern if we let any other parameter vary or use different parameter matrices in (D.41).

However, while the conditions give rise to the same conclusions with respect to existence of $E(\eta_t \eta'_t)$, they have, relative to each other, several benefits and drawbacks. Clearly, an
Figure 10: This figure illustrates the equivalence of the fourth-moment eigenvalue conditions based on matrices $\Omega = \sum_{i=1}^{\infty} (\Phi_i \otimes \Phi_i) F_M$, defined in (D.40), and $P$, defined in (D.30). Shown are, for the example in (D.41), the maximal eigenvalues, $\rho(P)$, solid, and $\rho(\Omega)$, dash-dotted, for values of the parameter $A_{11,11}$ increasing from 0 to 0.25.

advantage of $\Omega$ is that, in particular for high ARCH/GARCH orders, it is of a considerably lower dimension than $P$. On the other hand, computation of $\Omega$ requires the evaluation of the (infinite) sequence of MA coefficients $\Phi_i, i = 1, 2, \ldots$, while the expression for $P$ in (D.30) is more compact. Also, Hafner (2003: 35) argues that, if the fourth moment exists, the closeness of the maximum eigenvalue of $\Omega$ to unity may be considered as a measure for the degree of “persistence in kurtosis”. However, this is questionable as, from (D.29), the appropriate measure of persistence in the fourth moment is $\rho(P)$. Thus, using $\Omega$, the persistence in fourth moments is underestimated, as it is generally found that, for $\rho(\Omega) < 1$, we have $\rho(\Omega) < \rho(P) < 1$, as illustrated in Figure 10.
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