
Yesilada, Muhsin; Lewandowsky, Stephan

Article

Systematic review: YouTube recommendations and
problematic content

Internet Policy Review

Provided in Cooperation with:
Alexander von Humboldt Institute for Internet and Society (HIIG), Berlin

Suggested Citation: Yesilada, Muhsin; Lewandowsky, Stephan (2022) : Systematic review:
YouTube recommendations and problematic content, Internet Policy Review, ISSN 2197-6775,
Alexander von Humboldt Institute for Internet and Society, Berlin, Vol. 11, Iss. 1, pp. 1-22,
https://doi.org/10.14763/2022.1.1652

This Version is available at:
https://hdl.handle.net/10419/254285

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your
personal and scholarly purposes.

You are not to copy documents for public or commercial
purposes, to exhibit the documents publicly, to make them
publicly available on the internet, or to distribute or otherwise
use the documents in public.

If the documents have been made available under an Open
Content Licence (especially Creative Commons Licences), you
may exercise further usage rights as specified in the indicated
licence.

  https://creativecommons.org/licenses/by/3.0/de/legalcode

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.14763/2022.1.1652%0A
https://hdl.handle.net/10419/254285
https://creativecommons.org/licenses/by/3.0/de/legalcode
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


Volume 11 | 

Systematic review: YouTube 
recommendations and problematic content 
Muhsin Yesilada University of Bristol 

Stephan Lewandowsky University of Bristol 

DOI: https://doi.org/10.14763/2022.1.1652 

Published: 31 March 2022 
Received: 18 July 2021 Accepted: 29 November 2021 

Funding: This paper was partly supported by funding from the Volkswagen 
Foundation for the project Reclaiming individual autonomy and democratic discourse 
online under grant number 98 517. Lewandowsky is supported by a Humboldt Award 
from the Humboldt Foundation, Germany, and by an ERC Advanced Grant 
(PRODEMINFO) for part of this work. He acknowledges support from the European 
Commission (Horizon 2020 grant 964728 JITSUVAX). 
Competing Interests: The author has declared that no competing interests exist that 
have influenced the text. 
Licence: This is an open-access article distributed under the terms of the Creative 
Commons Attribution 3.0 License (Germany) which permits unrestricted use, 
distribution, and reproduction in any medium, provided the original work is properly 
cited. https://creativecommons.org/licenses/by/3.0/de/deed.en 
Copyright remains with the author(s). 

Citation: Yesilada, M. & Lewandowsky, S. (2022). Systematic review: YouTube 
recommendations and problematic content. Internet Policy Review, 11(1). 
https://doi.org/10.14763/2022.1.1652 

Keywords: YouTube, Extremism, Online radicalisation, Recommendation algorithms,
Content recommender systems 

Abstract: There has been much concern that social media, in particular YouTube, may facilitate 
radicalisation and polarisation of online audiences. This systematic review aimed to determine 
whether the YouTube recommender system facilitates pathways to problematic content such as 
extremist or radicalising material. The review conducted a narrative synthesis of the papers in this 
area. It assessed the eligibility of 1,187 studies and excluded studies using the PRISMA process for 
systematic reviews, leaving a final sample of 23 studies. Overall, 14 studies implicated the YouTube 
recommender system in facilitating problematic content pathways, seven produced mixed results, 
and two did not implicate the recommender system. The review's findings indicate that the 
YouTube recommender system could lead users to problematic content. However, due to limited 
access and an incomplete understanding of the YouTube recommender system, the models built by 
researchers might not reflect the actual mechanisms underlying the YouTube recommender system 
and pathways to problematic content. 
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Introduction 

Social media has many positive aspects, such as creating online friendships and 
communities (Allen et al., 2014). However, there has also been much concern 
about how social media can serve as a vector for problematic content, including 
misinformation and conspiracy theories, that may polarise or radicalise audiences 
with adverse consequences for society (Allcott & Gentzkow, 2017; Allcott & 
Gentzkow, 2018). A recent study showed that the likelihood of users aged 15-30 
encountering online hate content relating to gender, ethnicity, political views, ter-
rorism, and religion had tripled between 2013-2015 (Kaakinen, Oksanen, & Räsä-
nen, 2018). Other studies that investigated the same age group showed that 37% 
of participants reported seeing extremist content on social media platforms like 
YouTube (Nienierza et al., 2021). This research indicates that problematic content 
might be increasingly accessible. Some researchers have focused on the accessibil-
ity of problematic content on YouTube, and the role its recommender system plays 
in facilitating extremist content pathways (O’Callaghan et al., 2013; O’Callaghan et 
al., 2015; Ribeiro et al., 2020). The YouTube recommender system provides users 
with further viewing options based on their search and personal viewing history, 
along with other information about the user. Since YouTube is a massive social 
media platform, the notion that its algorithms facilitate pathways to extremist 
content is concerning. These findings have raised questions about the balance be-
tween users actively seeking out problematic content, and recommender systems 
leading individuals towards content that they might not otherwise have encoun-
tered. 

At first glance, it may appear reasonable to assume that individuals deliberately 
seek content, such as videos on YouTube, that they are interested in and that is 
consistent with their attitudes (Knobloch, Westerwick, & Meng, 2009). On that 
view, YouTube users seek out content they are interested in, and the content cre-
ators supply the content to fulfil a need (Munger & Phillips, 2019). However, this 
simplistic view of consumer choice ignores the fact that YouTube, by default, auto-
matically plays further videos that its recommender system deems to be of interest 
to the user. Even when the “autoplay” feature is turned off (itself a non-trivial un-
dertaking), users are presented with suggested videos in a sidebar. The recom-
mender system is integrated into YouTube’ primary structure, which organises con-
tent into videos and channels. A Channel is a unique user’s space on YouTube, 
where other users can find their publicly available videos. YouTube provides chan-
nel recommendations as well as video recommendations. The YouTube recom-
mender algorithms utilise the user’s activity and the video producers’ interconnect-
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edness to suggest, or automatically play, videos to users (Davidson et al., 2010, p. 
293; Knuth, 1997). In consequence, the recommender system—as opposed to un-
guided user choice—is responsible for 30% of YouTube video views (Clement & 
Davies, 2021). 

The YouTube recommender system could direct users’ attention to video content 
that they otherwise might not have selected (Courtois & Timmermans, 2018; Paris-
er, 2011). For example, a recent study showed that users could reach conspiratorial 
content via the recommender system from videos about fitness, firearms, gurus, 
and even small houses (Alfano et al., 2020). Other studies have identified “filter 
bubbles” within the YouTube video network (O’Callaghan et al., 2013; O’Callaghan 
et al., 2015; Röchert, Weitzel, & Ross, 2020). A filter bubble refers to the algorith-
mically-curated presentation of homogenous content to users; this content is gen-
erally in line with the users’ interest, ideas, and beliefs (Pariser, 2011). However, 
the idea of a filter bubble has also been challenged (Bruns, 2019). Bruns argues 
that there is little empirical evidence for filter bubbles or the associated concept of 
political 'echo chambers’, pointing to the observation that social media users tend 
to be exposed to a very centrist media diet that is, if anything, more diversified 
than that of non-users. 

Concerns about the YouTube recommender system and filter bubbles are also re-
flected in case studies highlighting the potential negative consequences of the al-
gorithms, such as acts of violence that were ostensibly inspired or triggered by 
videos with conspiratorial content. For example, a 26-year-old man from Seattle 
called Buckley Wolfe killed his brother with a sword because he believed that his 
brother was a shape-shifting alien reptile (Green, 2019). A journalist investigated 
this incident by analysing Buckley's “liking” behaviour on YouTube. Buckley initially 
liked videos predominately about martial arts and fitness. However, his “liking” be-
haviour eventually shifted towards alt-lite (a loosely-defined right-wing political 
movement that distances itself from ethnic nationalism but opposes political cor-
rectness, feminism, and Islam), conspiracy theories, and ultimately alt-right (far-
right and white nationalist) content (View, 2019). These stories, although concern-
ing, are anecdotal and do not constitute evidence that the YouTube recommender 
system facilitates pathways to problematic content. Thus, assessing the evidence 
on the YouTube recommender system and pathways to problematic content could 
shed light on the extent of the issue. 

There is a growing body of literature that has aimed to investigate the causal ef-
fects of social media and internet access on anti-democratic views and behaviour. 
For example, a study conducted in Germany and Italy showed that individuals who 
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have greater access to broadband coverage at the municipality level were more 
likely to vote for populist parties (Schaub & Morisi, 2020). Another study showed 
that anti-refugee sentiment on Facebook predicted crimes against refugees (Müller 
& Schwarz, 2021), and that crimes against refugees decreased during Facebook 
and internet outages in localised areas. A randomised experiment conducted on a 
US-based sample found that deactivating Facebook four weeks before the 2018 
midterm elections reduced factual news knowledge and political polarisation, sug-
gesting a causal effect of Facebook usage on political polarisation (Allcott et al., 
2020). A recent systematic review to evaluate the causal and correlational data on 
the relationship between digital media and political factors, including trust, polari-
sation, and news consumption found a mixed pattern (Lorenz-Spreen et al., 2021). 
Some associations, for example, increases in political involvement and information 
consumption are expected to be good for democracy and have been documented 
frequently in the Global South and developing democracies. Other associations, 
such as diminishing political trust, populist advantages, and increased polarisa-
tion, are likely anti-democratic and more prominent in established democracies. 
Crucially, some of the studies reviewed by Lorenz-Spreen et al. used a variety of 
statistical techniques (e.g., instrumental-variable analysis) to establish causality, 
rather than a mere association, thus providing some support for the idea that so-
cial media can cause negative political behaviours and attitudes. 

YouTube itself acknowledges the potential adverse impacts of social media and re-
cently took steps to promote accurate information and reduce harmful content by 
making changes to their algorithms (“YouTube community guidelines”, n.d.). 
YouTube cites 4 Rs of responsibility: remove harmful content, raise authoritative 
voices as a means of promoting accurate information, reward trusted creators, and 
reduce the spread of content that brushes right up against the policy line. Between 
October 2020 to December 2020, YouTube reported that they removed 3.8 million 
videos that violated child safety rules, 1.4 million spam, misleading, and scam 
videos, 259,000 harmful or abusive videos, 73,000 videos that promoted violence 
or violent extremism (“Progress on managing harmful content”, 2021). These reme-
dial measures indicate that YouTube is aware of the accessibility of problematic 
content on its platform. 

A review of the existing literature on the YouTube recommender system in the con-
text of facilitating radicalisation could shed light on the success of the platform’s 
measures. YouTube’s role in facilitating access to problematic content via the rec-
ommender system is still much debated. As a means of filling this knowledge gap, 
we present a systematic review of the existing evidence for whether the YouTube 
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recommender system facilitates pathways to problematic content. To our knowl-
edge, this is the first systematic review of its kind. We define the facilitation of 
problematic content as the process whereby the YouTube recommender systems 
recommends problematic content from a channel that has not posted problematic 
content, or further problematic content from a video/channel that itself contained 
problematic content. We further define problematic content as content that vio-
lates the community guidelines and policies set out by YouTube as of 2020. 
YouTube regards sensitive content such as indecent videos of children, nudity and 
sexual content, suicide, and self-injury as a violation of community guidelines and 
policies (“YouTube community guidelines”, n.d.). YouTube also regards content con-
taining violent or dangerous content such as hate speech, extremist content, con-
tent from violent criminal organisations, and misinformation as a violation of com-
munity guidelines and policies (“YouTube community guidelines”, n.d.). 

Our review utilised key terms associated with these kinds of problematic content 
during the search for relevant studies (see Table 1 for a definition of these terms). 
The review included studies if they investigated at least one of those types of 
problematic content or if we deemed the content a violation of YouTube guidelines 
and policies. Each study included in the review had a classification method to 
identify problematic content and their methods are outlined in the methodology 
table (see Supplementary Materials S2). 

Method 

We searched and extracted studies from Google Scholar, Embase, Web of Science, 
and PubMed for relevant studies using Boolean operators and search terms (see 
Table 2), resulting in a database of 1,187 studies. The studies were then systemati-
cally filtered in line with the eligibility and exclusion criteria (see below). The re-
view followed the guidelines set out by PRISMA for excluding studies in systemat-
ic reviews. The PRISMA (Moher, Liberati, Tetzlaff, & Altman; The PRISMA Group, 
2009b) flowchart (Figure 1) summarises the filtering process to exclude studies 
that did not fulfil the eligibility criteria. Studies were first excluded by title, and 
then abstract, and then the remaining studies were excluded by reading the full 
text. The meta-data, methodology, classifications, and results of the remaining 
studies were then put into four tables representing, respectively, meta-data (Sup-
plementary Materials S1), methodology (Supplementary Materials S2), results 
(Supplementary Materials S3), and the classification of problematic content (Sup-
plementary Materials S4). At each point of the exclusion process, the studies were 
assessed against the eligibility criteria (see below). If the authors determined that 

5 Yesilada, Lewandowsky



a study failed to meet the eligibility criteria, they were excluded. 

Eligibility criteria 

A set of eligibility criteria was put together to identify suitable studies. The re-
search quality of the candidate papers was assumed to be equal. Studies had to 
meet the following criteria for inclusion in this review: 

• The studies must explicitly investigate YouTube, or at least include 
YouTube in the analysis. Studies that investigated recommender systems 
for other platforms, or other social media platforms in general (such as 
Twitter and Facebook) were excluded. 

• The studies must explicitly focus on the YouTube Recommender System. 
The study can focus on either channel or video recommendations. Studies 
that aimed to create classifiers of problematic content were included if 
they also investigated the recommender system. 

• The studies must explicitly focus on whether the YouTube Recommender 
System facilitates pathways to problematic content. 

• The studies must be published in a peer-reviewed journal or as a preprint, 
and the full text must be available in English. Dissertations were excluded 
irrespective of whether they were written in English. 

• Studies must focus on problematic content, including but not limited to 
extremist messages, extreme right, hate speech, extremism, alt-right, 
extreme left, Islamophobia, Islamist extremism, radicalisation, conspiracy 
theories, misinformation, and disinformation (See Table 1 for definitions). 
The studies at times have differing definitions of problematic content. 
Some papers use a particular type of problematic content as a proxy for 
another type of problematic content; for example, conspiratorial content is 
sometimes used as a proxy for extremist content (see Table S4). 

• The study must provide adequate coverage of the methodology and results 
section. The authors assessed whether the studies provided a clear 
overview of how they collected their data and their video classification 
procedure. The results had to clearly set out the findings supported by 
quantitative measurements. 
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FIGURE 1: Exclusion process – PRISMA 

Search strategy 

Google Scholar, Web of Science, Medline, PubMed, Embase were searched between 
November and December 2020. This combination of databases has been shown to 
perform best at achieving efficient and adequate coverage of studies (Bramer, 
Rethlefsen, Kleijnen, & Franco, 2017). Each database was searched using a set of 
Boolean operators and truncations (see Table 2). Studies that were not detected by 
the search terms but were sent to the researchers by colleagues throughout the in-
vestigation were also included. We contacted authors that we were aware of who 
have researched relevant areas to send over papers that they felt were relevant. 

Data extraction 

Duplicate studies were deleted from the initial set of 1,187 studies returned by the 
keyword searches and from other sources (such as studies shared with the re-
searchers directly). The set of unique studies was then subjected to a three-stage 
screening procedure (See Figure 1) using the criteria outlined earlier. At stage 1, 
the studies were screened by title. At stage 2, the remaining papers were then 
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screened by abstract. Finally, at stage 3, the papers were screened by full text, and 
the remaining studies were included in the review. 

The authors then created four tables to describe the studies included in the re-
view. The first table described the meta-data for each study, namely title, corre-
sponding author, number of citations, and publication date (see Supplementary 
Materials S1). The second table described the methods used by each of the studies 
and included problematic content type, number of seed videos/channels (a seed 
video/channel describes a starting point for the data collection, recommended 
videos/channels are collected from these starting points), video classification 
method, search queries, and the data analysis method (see Supplementary Materi-
als S2). The third table described each study's results and whether the results im-
plicated the YouTube recommender system in facilitating pathways to problematic 
content (see Supplementary Materials S3). The fourth table describes the types of 
problematic content investigated in each study and whether each type of problem-
atic content was the primary problematic content or a proxy of the target problem-
atic content. The table also describes if the included studies found evidence to im-
plicate the recommender system in facilitating problematic content pathways or 
not (see Supplementary Materials S4). 

Data analysis 

A meta-analysis was not conducted due to the varied study designs and outcome 
measures. Instead, a narrative synthesis was produced. A narrative synthesis ver-
bally summarises, explains, and compares the results and methodology within and 
between studies (Popay et al., 1995). The narrative synthesis helped to understand 
the extent to which the studies implicate the YouTube recommender system in fa-
cilitating pathways to extremist and problematic content. Each study is described 
below, followed by a comparative analysis. 

Results 

Metadata of studies 

The upload or publication dates for the final set of 23 studies ranged from 
2013-2021. Two studies focused on anti-vaccine content, three studies on conspir-
atorial content, seven studies on extremist content, two studies on radicalising 
content, four studies on unsafe content for children, one on incel-related content 
(the term incel describes a community of men who feel that they are treated un-
fairly by society and women and can display extreme misogyny), three on pseudo-
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scientific content, and one on racism. The extremist content and radicalising con-
tent categories are similar but subtly different. For example, although the videos 
in the radicalising content category also investigate extremist content, they focus 
on the possibility of a radicalisation process through the recommender system. 
That is, they investigate whether users are exposed to increasingly extremist con-
tent via the recommender system. It should be noted that this is not to suggest 
that individuals become more radical as they are exposed to more radical content. 
Instead, the authors of these papers investigate exposure to increasingly radical 
content irrespective of its consequences. The videos in the extremist content cate-
gory focus mostly on analysing the formation of filter bubbles, whereas the radi-
calising content videos investigate pathways to extremist content from innocuous 
or apolitical starting points. 

Some studies included other types of problematic content as a proxy for the type 
of problematic content they intended to investigate (see Supplementary Materials 
S4 for the problematic content classification table). For example, a study investi-
gating extremist content classified videos that contained conspiratorial content as 
extremist (Röchert, Weitzel, & Ross, 2020). Four of the 23 studies accounted for 
user personalisation in their methodology. User personalisation is the process by 
which YouTube provides recommendations based on factors such as users’ interac-
tion with other Google products and their personal search history. These studies 
created accounts and built search and watch histories to account for user personal-
isation (see Supplementary Materials S2 for methodologies). 

The mean number of Google scholar citations across the 23 studies was 20.36 
(SD=32.82, range = 0 - 133). The studies collectively analysed 1,347,949 YouTube 
videos/channels (see Table S1 for meta-data information on the included studies). 

Recommender systems and pathways to problematic content 

Overall, 14 studies implicated the YouTube recommender system in facilitating 
problematic content pathways (Alfano et al., 2020; AVAAZ Report, 2020; Chen et 
al., 2021; Hussein et al., 2020; Matamoros-Fernández, 2017; O’Callaghan et al., 
2013; O’Callaghan et al., 2015; Papadamou et al., 2020; Papadamou et al., 2020; 
Röchert, Weitzel, & Ross, 2020; Schmitt et al., 2018; Song & Gruzd, 2017; Spinelli 
& Crovella, 2020). Two studies did not implicate the YouTube recommender system 
in facilitating problematic content pathways (Hosseinmardi et al., 2020; Ledwich 
& Zaitsev, 2019). Finally, seven studies produced mixed results (Abul-Fottouh, 
Song, & Gruzd, 2020; Faddoul, Chaslot, & Farid, 2020; Kaiser & Rauchfleisch, 
2019; Kaushal et al., 2016; Papadamou et al., 2020; Ribeiro et al., 2020). 
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Narrative synthesis 

The following section produces an analysis of the included studies in subsections 
depending on the content focus of the studies: conspiratorial content, anti-vaccine 
content, extremist content, radicalised content, content unsafe for children, “incel”-
related content, pseudoscientific content, and racist content. The studies had dif-
fering classification processes for identifying and labelling problematic content. 
The methods table in Supplementary Materials S2 outlines how each study classi-
fied videos and channels as problematic content (for example, extremist). The 
methods table also provides further details about the data analysis procedure used 
by the studies. 

Conspiratorial content 

Three studies investigated conspiratorial content (Alfano et al., 2020; Hussein et 
al., 2020). The study conducted by Alfano et al. (2020) used a web crawler to simu-
late a user consuming content via the recommender. The aim of the study was to 
determine if the YouTube recommender amplified and facilitated access to conspir-
acy theories. The study showed that individuals could reach conspiratorial content 
via the recommender system from reasonably innocuous starting points, such as 
videos about martial arts and tiny houses. The study by Hussein et al. (2020) used 
a different methodology, and created bots and staged google accounts. The bots 
and staged accounts that watched conspiratorial content received recommenda-
tions for further conspiratorial content. The findings support the notion of a filter 
bubble effect, as suggested by Pariser (2011). By contrast, the study by Faddoul et 
al. (2020) found mixed results. The authors ran a longitudinal analysis to investi-
gate the frequency with which the YouTube algorithms recommend conspiratorial 
content. Throughout the longitudinal analysis, the number of conspiratorial con-
tent recommendations made by the YouTube recommender system decreased. 
However, Faddoul et al. (2020) also presented evidence that the recommender sys-
tem can recommend conspiratorial content if the user watches conspiratorial con-
tent as a starting point, supporting the notion of a filter bubble effect. 

Other studies included conspiratorial content in their investigations albeit as a 
proxy for another type of problematic content. Those studies are thus described in 
other sub-sections. For example, Ledwich and Zaitsev (2019) included conspiratori-
al content as a proxy of radicalising content, so this study is discussed in the radi-
calising content section. 
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Anti-vaccination content 

Two studies investigated anti-vaccination content (Abul-Fottouh, Song, & Gruzd, 
2020; Song & Gruzd, 2017). Song and Gruzd (2017) conducted a social network 
analysis to determine the importance of anti-vaccination content in a network of 
vaccine-related videos. The results suggested that watching anti-vaccine content 
facilitated pathways via the recommender system to more anti-vaccine content. 
The most recent study conducted by Abul-Fottouh, Song, and Gruzd (2020) also 
used social network analysis to determine the prominence of anti-vaccine and pro-
vaccine videos. The results showed that YouTube recommended more pro-vaccine 
videos than anti-vaccine videos. Over time, these differing results could reflect 
YouTube’s recent efforts to demonetise harmful content, reduce harmful misinfor-
mation, and their changes to the recommendation algorithm (YouTube, 2019). For 
example, YouTube is currently taking further steps to remove anti-vaccine content 
from the platform, perhaps as a consequence of the COVID-19 pandemic (Reuters, 
2021). 

A study conducted by Papadamou et al. (2020) also included anti-vaccine content. 
However, because they classified anti-vaccine content as a proxy of pseudoscientif-
ic content, the study is described in the next section. 

Pseudoscientific content 

The study by Papadamou et al. (2020) obtained mixed results. For example, users 
were more likely to encounter pseudoscientific videos on the platform’s search re-
sults page than through the recommender system or the homepage. A user was 
more likely to encounter pseudoscientific content when searching for anti-vaccine, 
anti-mask, and flat earth content than encountering it via the recommender sys-
tem. The study also found that the recommender system was unlikely to suggest 
COVID-19 pseudoscientific content in comparison to other types of pseudoscientif-
ic content. This finding may indicate that YouTube’s recent efforts to minimise the 
spread of problematic COVID-19 content were successful (YouTube, n.d.). In con-
trast, a study conducted by Spinelli and Crovella (2020) simulated user behaviour 
(i.e., used an algorithm to simulate a user watching content on YouTube and then 
randomly selecting a recommended video to watch next) and found that the rec-
ommender system facilitated pathways to extreme and unscientific content from 
reliable information sources. Finally, a social network analysis included in a recent 
report found that 16% of the top 100 videos under the “up next” option related to 
the search term “global warming” contained misinformation about climate change 
(AVAAZ, 2020). The findings showed that watching climate change misinformation 
videos often led to further recommendations of climate change misinformation 
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videos (AVAAZ, 2020). 

Content unsafe for children 

Four studies investigated the YouTube recommender system in the context of facil-
itating pathways to content that is unsafe for children, such as video containing 
sexually suggestive content – which is a violation of YouTubes community guide-
lines and thus included in our analysis. The study conducted by Papadamou et al. 
(2020) found that children are likely to encounter disturbing content via the rec-
ommender system from videos classified as appropriate for children aged one to 
five. However, the studies conducted by Kaiser and Rauchfleisch (2019) and 
Kaushal et al. (2016) found mixed results. For example, Kaiser and Rauchfleisch 
(2019) created a directed graph of nodes (videos) and edges (video recommenda-
tions). By structuring the recommender system into a graph, the authors identified 
potential pathways (via the edges) to inappropriate content. They found that the 
most inappropriate content was ten clicks away via the recommender system. 
Kaushal et al. (2016) found that safe-to-unsafe content transitions are rare, but un-
safe-to-unsafe transitions are common. The study conducted by Stöcker and Preuss 
(2020) simulated users consuming content via the recommender system. The au-
thors argue that contextually inappropriate content (in this context for children) is 
not the recommender system's goal, and instead, they argue it is collateral dam-
age. That is, the system sometimes leads to the promotion of problematic content 
to a broader audience. The authors particularly implicate the autoplay feature in 
recommending inappropriate content. Overall, the four papers collectively agree 
that unsafe content is accessible. However, there is disagreement on the likelihood 
of accessing inappropriate content via the recommender system. 

Incel-related content 

One study investigated pathways via the recommender system to incel-related 
content. Incel is short for “involuntarily celibate” and describes a male individual 
who blames his inability to find a romantic partner on society being designed to 
benefit attractive people. At the extreme end of these communities, incels see rad-
ical, extreme and violent action as the solution to the perceived unfairness. Vio-
lence is often targeted towards women (Cook, 2018). Incel ideology is associated 
with misogyny, alt-right ideology, and anti-feminist views. Incel ideology has been 
implicated in mass murders and violent offences (S.P.L. Center, 2019). The study 
conducted by Papadamou et al. (2020) implicated the recommender system in fa-
cilitating incel-related content pathways. A random walk analysis determined an 
18.8% probability that users could see at least one incel-related video from a be-
nign starting point within five steps through the recommender system. However, it 
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is difficult to draw firm conclusions from the results of a single study, and further 
examinations of incel-related content may be necessary to understand this content 
area. 

Extremist content 

Seven studies investigated the YouTube recommender system in the context of fa-
cilitating pathways to extremist content (Chen et al., 2021; Hosseinmardi et al., 
2020; O’Callaghan et al., 2013; O’Callaghan et al., 2015; Kaiser & Rauchfleisch, 
2020; Röchert, Weitzel, & Ross, 2020; Schmitt et al., 2018). Six studies implicated 
the recommender system in facilitating pathways to extremist content. Five of 
these studies establish a link between filter bubbles and the recommender system 
(Chen et al., 2021; O’Callaghan et al., 2013; O’Callaghan et al., 2015; Kaiser & 
Rauchfleisch, 2020; Röchert, Weitzel, & Ross, 2020). Schmitt et al. (2018) found 
that extremist content is at times closely or directly related to counter-message 
content (i.e., anti-extremist material provided by public-interest organisations or 
the government) via the recommender system. For example, Schmitt et al. found 
that users could encounter extremist content within two-clicks through the recom-
mender system from the counter-message content. This finding highlights the 
challenges faced by counter messages; users might be placed into closer proximity 
to extremist content through a counter message than they might have been other-
wise. 

A study conducted by Chen et al. (2021) used a browser plug-in to track partici-
pants’ watch history and YouTube algorithmic recommendations. The results 
showed that 9.2% of participants viewed an extremist channel video, and 22.1% 
viewed a video from an Alternative Influence Network channel. The Alternative In-
fluence Network (AIN) describes a group of channels ranging from white national-
ists to those who identify as conservative and libertarian thinkers (Lewis, 2018). 
Lewis argues that they are united by their general rejection of feminism, social jus-
tice, or left-wing political ideology. When participants watched these videos, they 
were more likely to be recommended similar videos. The study by Chen et al. 
(2021) demonstrates that the YouTube recommender system could facilitate access 
to more problematic content after a user consumed an initial video. Interestingly, 
90% of views for both AIN and extremist videos came from participants who 
scored highly in racial resentment, indicating the importance of prior attitudes to 
accessing problematic content. 

Another study used panellist data of participants who had logged onto YouTube at 
least once. The methodology aimed to identify consecutive page views by a user 
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and assigned users to communities of highly related videos. To determine overall 
trends to far-right content, overall changes in total user consumption associated 
with each of the content communities was investigated. The analysis demonstrat-
ed growing far-right echo chambers, however, no evidence to support the notion 
that they are caused by the recommendation algorithm (Hosseinmardi et al., 
2020). 

Radicalising content 

Two studies investigated the link between the recommender system and pathways 
to radicalising content (Ledwich & Zaitsev, 2019; Ribeiro et al., 2020). The study 
conducted by Ledwich and Zaitsev (2019) created a protocol to estimate the num-
ber of times a recommendation was displayed to a user and concluded that the 
recommender system does not facilitate pathways to radicalising or extremist con-
tent. By contrast, the study conducted by Ribeiro et al. (2020) found pathways via 
the channel recommender system from alt-lite (a loosely defined right-wing group) 
and Intellectual Dark Web Content (IDW; a group of commentators who discuss 
controversial topics but do not necessarily endorse extremist ideology) to alt-right 
content, but not via recommended videos. However, Ribeiro et al. also find alt-right 
content from recommended channels, but not from recommended videos. Thus, 
there is a difference in findings between the two studies. Ledwich and Zaitsev 
(2019) suggest that content creators are responsible for the accessibility of prob-
lematic content rather than YouTube itself. They agree with Munger and Phillips’ 
(2019) view that YouTube can be conceptualised as a supply and demand frame-
work. This notion suggests that users seek out content that they are actively inter-
ested in viewing rather than passively being led to problematic content from in-
nocuous starting points. 

Racist content 

One study aimed to analyse racism from an Australian-based controversy on social 
media platforms (Matamoros-Fernández, 2017). The controversy was based on 
racism directed at an Australian football player called Adam Goodes. According to 
the results, the recommender system facilitated controversial humour about the 
Adam Goodes racism topic, and videos by public figures who have shared racist re-
marks about Aboriginal people. Since this study aimed to investigate a specific 
racist incident, more research is required to determine the extent to which the 
YouTube recommender system facilitates pathways to further racist content. 

Other studies have investigated racist content but classified racist content as a 
proxy of another type of problematic content and are thus described in the other 
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subsections. For example, Ledwich and Zaitsev (2019) investigated radicalising 
content and labelled certain problematic videos as white identitarian (groups or 
individuals who believe that “whites” are the superior race) and anti-whiteness. 
These labels include essentialist concepts of racial differences and strictly frame 
current events as racial oppression. Similarly, the study conducted by O’Callaghan 
et al. (2015) included white nationalist content in their investigation of extremist 
content. According to their topic modelling approach, racism was a proxy topic of 
videos fitting into the white nationalist political party category. 

Discussion 

Summary 

This systematic review aimed to examine whether the YouTube recommender sys-
tem facilitates pathways to problematic content. Overall, most of the 23 included 
studies found evidence to implicate YouTube in facilitating pathways to problem-
atic content or found mixed results. Nine of the studies demonstrated evidence to 
support the notion of a filter bubble effect (AVAAZ, 2020; Chen et al., 2021; 
O’Callaghan et al., 2013; Faddoul et al., 2020; Hussein et al., 2020; O’Callaghan et 
al., 2015; Kaiser & Rauchfleisch, 2020; Röchert, Weitzel, & Ross, 2020; Song & 
Gruzd, 2017). Only two investigations did not implicate the YouTube recommender 
system in facilitating paths to problematic content (Hosseinmardi et al., 2020; Led-
wich & Zaitsev, 2019). 

Implications 

The rise of social media platforms presents new challenges to users. Individuals 
should be cautious about the content they consume and how they behave on so-
cial media platforms such as YouTube. Alfano et al. (2020) call for epistemic vigi-
lance as a means of conferring resistance to conspiratorial content. For example, 
they argue that deactivating autoplay could encourage users to think about what 
they would like to watch next rather than leaving the decisions solely to the rec-
ommender system. 

Studies such as Schmitt et al. (2018) demonstrate that counter-message videos 
could counter-productively facilitate extremist content pathways. Changes to the 
recommender system could maximise the benefit of introducing counter-messag-
ing. For example, these counter-messages could be placed as ads on videos identi-
fied as problematic. These ads could implement principles from inoculation theory 
to increase users’ resistance to persuasive problematic content. Inoculation strate-
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gies equip individuals with the ability to critically assess and refute potential mis-
information by revealing the logical fallacies or rhetorical deficiencies in mislead-
ing communications before people are exposed to it (Cook et al., 2017). A recent 
study demonstrated that presenting participants with a brief inoculation video in-
creases their resistance to Islamophobic and Islamist extremist disinformation 
(Lewandowsky & Yesilada, 2020). Participants in the inoculation condition were 
less likely to want to share the disinformation, perceived the disinformation as less 
reliable, agreed less with the misinformation, and indicated less support for the 
misinformation. Policymakers are increasingly entertaining social media regula-
tion, and this rollout would provide one possible target for policy intervention 
without incurring the risk of censorship (Lewandowsky & Yesilada, 2020). 

Common limitations of these studies and future directions 

For the most part, the studies reviewed here did not consider user personalisation 
(see Supplementary Materials S2 for an outline of each study’s methodology). The 
recommendations were often based on seed videos and did not account for com-
mon factors like users’ interaction with other Google products and their personal 
search history. Many papers in this area use random walk algorithms to determine 
the probability of encountering problematic content via the recommender system 
and thus do not account for user personalisation. Only two of the most recent 
studies in this area utilised a plug-in to follow real YouTube users and their recom-
mendations (Chen et al., 2021; Hosseinmardi et al., 2020). Plug-ins could lead to a 
deeper understanding of how user characteristics impact watch choices. Because 
plug-ins are based on real user recommendations, they can provide deeper in-
sights into pathways to problematic content. Munger and Phillips (2020) note the 
supply and demand concept of user watch choice. These studies could provide in-
sight into whether the YouTube recommender system facilitates pathways to prob-
lematic content irrespective of the user's characteristics and preferences. Future 
studies should follow-up on this work and focus on how user personalisation im-
pacts the recommendations provided by YouTube. These future studies could pro-
vide useful insights into the YouTube recommender system and problematic con-
tent pathways. 

However, these panel studies are also not without their limitations. As is the case 
for one study, the panel-based technique benefits by directly monitoring consump-
tion. It also allows the researchers to view movies that were recommended but not 
chosen, according to Hosseinmardi et al. (2020). As a result, a mix of panel and 
platform data would be required to reconstruct consumers' decision-making 
processes fully. However, this is difficult because YouTube does not fully disclose 
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its algorithms nor provide users' watch choices. Although, the plug-in methodolo-
gy employed by Chen et al. (2020) seems like an effective strategy in recording 
users' watch choices. 

Thus, it is challenging to characterise the YouTube recommender system accurately 
in a single headline. Most studies work from a limited list of search seeds and only 
provide a snapshot of the whole YouTube network. The authors of these studies of-
ten recognise the methodological limitations. For example, Ribeiro et al. (2020) 
point out that their methodology can only provide a small snapshot of the recom-
mender system, and to fully replicate and analyse the recommender system is be-
yond the capabilities of researchers external to YouTube. Assessing the validity of 
concepts such as the ‘filter bubble effect’ therefore remains a challenging task. 
Significant progress could be made if YouTube worked closely with researchers to 
determine the recommender system’s role in facilitating pathways to problematic 
content. 

The included studies do not explain the why behind these pathways to inappropri-
ate content, nor do they elucidate the consequences of embarking down these 
paths. A study by Alfano et al. (2020) that investigated the YouTube recommender 
system and pathway to conspiratorial content highlights this issue in their 
methodology. They explain that real users might not follow the path they describe, 
nor do they provide evidence of how many of them might do so. As a result, it is as 
yet unknown whether the recommender system results in transformational experi-
ences of the kind that could cause a significant shift (for better or worse) in one's 
epistemic perspective. It is possible that YouTube videos fill in the specifics for 
people already inclined to believe conspiracy theories rather than that YouTube 
converts non-conspiracy theorists to conspiracy theorists. Against this possibility, 
there is a growing body of literature that has determined real-world adverse 
causal effects of social media usage on polarisation and violence (Allcott et al., 
2020; Müller & Schwarz, 2018; Schaub & Morisi, 2020). Future research should 
clear up these knowledge gaps by exploring the consequences of exposure to in-
appropriate content via the YouTube recommender system. 

Conclusions 

Overall, the results suggest that the YouTube recommender system can facilitate 
pathways to problematic content. Although further research and collaboration 
with social media companies is needed to understand the underlying mechanisms 
in which this process occurs and its consequence, the review sums up the current 
understanding of the issue. The results could call for further actions to be taken by 
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YouTube to steer people away from problematic content. YouTube could work with 
external researchers to provide greater insight into the recommender system as a 
means of auditing its user safety. Currently, researchers are aware of the limita-
tions of their methodologies due to restricted access, and greater access could lead 
to more rigorous research practices. 

Tables 

TABLE 1: Search term definitions 

SEARCH TERM DEFINITION 

Extreme right A right-wing political movement that is more extreme than traditional conservative ideology 

Extreme left A left-wing political movement that is more extreme than traditional liberal ideology 

Hate Speech An expression of hate based on race, religion, or sexual orientation (Cambridge Dictionary, n.d.) 

Extremism 
The quality or state of being extreme, often used in political and religious settings (The Free 
Dictionary, n.d.) 

Alt-right A far-right, white nationalist movement 

Islamophobia The fear, hatred, and prejudice against Muslims or Islam (Cambridge Dictionary, n.d.) 

Islamist 
extremism 

Extremism associated with the religion of Islam 

Extremist 
messages 

Messages that spread an extremist ideology 

Misinformation False information, regardless of its intent to deceive (Dictionary, n.d.) 

Disinformation False information, that is actively trying to deceive (Dictionary, n.d.) 

Conspiracy 
Theories 

Explains a situation that invokes a conspiracy by sinister and powerful groups or individuals, without 
the presence of evidence (Brotherton, Robert; French, Christopher Pickering, & Alan, 2013) 

Radicalisation The adoption of increasingly radical views that move against the norms and values of society. 
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TABLE 2: Search keys 

KEY TERMS SEARCH TERMS 

Recommender system key terms 

(Information network analysis 
OR Recommender systems 
OR 
Recommender system OR Recommendation algorithm) 

AND 

YouTube content key terms (YouTube content analysis OR YouTube) 

AND 

Type of content key terms 

(Counter-messages OR Extremist messages 
OR Extreme right OR 
Hate Speech OR 
Hate OR Extremism OR Alt-right 
OR Extreme left 
OR Islamophobia OR 
Islamist OR Radicalisation OR Radicalisation OR 
Conspiracy Theory 
OR Misinformation OR Disinformation) 
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