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Financial system specialization
and private research and
development expenditure:

research for OECD countries
Edgard Alberto Méndez-Morales and Carlos Andrés Yanes-Guerra

Facultad de Ciencias Economicas, Universidad Militar Nueva Granada,
Bogota, Colombia

Abstract
Purpose – The purpose of this paper is to analyse the role that different financial sources and financial
specialization have on private research and development (R&D) activity in OECD countries.
Design/methodology/approach – The authors developed several panel regressions choosing as a final
model a two-way random effects regression to understand which funding sources are related to the R&D
expenditure, and how financial specialization has links to the private portion of R&D aggregated expenditure.
The authors include data from the years 2000 to 2016 for OECD countries.
Findings – The results reinforce the critical role that stock markets have in enhancing private R&D and
that bond markets have an inverse relationship with private R&D national expenditures. The authors do not
find evidence of a link between bank sources and private R&D. Specialized financial systems (banking or
market) support innovation in a better way than a mixed arrangement of those two systems.
Practical implications – The findings of this study have considerable policy implications. Policymakers
need to be aware of these results, given that some variables related to financial markets, seems to boost the
inputs for R&D. In the long term, this could be a signal that national and regional systems of innovation need
a broad view of the factors hampering scientific activity, and also a signal that there are other ways to impact
the results of the complex innovation activity through the development of stronger financial systems backing
up national systems of innovation.
Originality/value – The authors found that the long discussion about the financial system that a country
has to choose to enhance growth with R&D&I may have been misleading the public policy. The findings
show that rather than a bank or a stock market financial system, economies looking to boost R&D&I, must
specialize in one of the two systems, deepen these and generate the appropriate policies to promote science,
technology and innovation using those financial markets.
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1. Introduction
Financial markets seem to be deeply related to economic growth. Well-developed financial
systems tend to diminish cost transactions and promote efficiency on resource allocation
(Beck and Levine, 2004; Beck et al., 2000; Prochniak and Wasiak, 2017; Rajan and Zingales,
1998); therefore, it is expected that countries with a better financial framework, tend to grow
higher than those with underdeveloped financial systems.

At the same time, it seems to be a discussion related to the best type of financial
system needed to create such growth, whether the development of bank or market
based financial systems, given that one type of financial system could be better than
the other to promote those efficiencies (Arestis et al., 2001; Beck and Levine, 2002,
2004; Carlin and Mayer, 2003; Demirgüç-Kunt and Maksimovic, 2002; Durusu-Ciftci
et al., 2017; Levine, 1997; Zysman, 1984); however, the fact that there are high growth
rates in countries with both type of systems, tend to highlight the fact that there is no
only one type of financial system related with economic growth (Beck and Levine,
2004; Hasan et al., 2018; Lee, 2012; Luintel et al., 2008) or at least, that the real
discussion has to be focused not on the type, but on how those systems interact to
support economic growth.

On the other hand, in recent decades, the evolution of studies describing the technological
change and the economics of innovation, have concluded that innovation creates economic
growth through productivity increases (Akcigit and Kerr, 2018; Crepon et al., 1998; Romer,
1990; Solow, 1956; Stulz, 2003). Following that idea, it is a fundamental task for governments
around the world to support innovation activities to generate economic growth in the long
term. At the same time, there are several ways in which governments can help to increase
innovation activities, for example, through the development of direct interventions like,
granting subsidies to innovative firms, the generation of tax incentives for companies
making R&D (Czarnitzki and Hussinger, 2018), or the generation of indirect measures like,
promoting innovation ecosystems through the generation of strong institutions related with
innovation (Barbosa and Faria, 2011; Furman et al., 2002; Lundvall, 1999; Lundvall, 2010),
some of those institutions could be universities, research centres, government organizations
or even, a robust financial framework related with innovation.

Related to the last point, most of the time, financial factors are the ones reported by
firms like the essential ones hampering innovation results. Even when these are not the
only innovation barriers perceived by firms, those factors can diminish innovation
outputs especially for small and high technology firms (Baldwin and Lin, 2002; D’Este
et al., 2012; Iammarino et al., 2009; Madrid-Guijarro et al., 2009; Pellegrino and Savona,
2017).

In relation to this issue, is essential to note that policymakers can not affect the way firms
gather internal funds unless they grant subsidies to all innovative companies; therefore,
policymakers need to support the development of well-functioning financial systems in
which information asymmetries descend, to allow financial institutions and firms to
generate a meeting point in which cash goes from the pockets of investors and creditors to
innovation projects inside firms.

In this document, we want to determine if the development of robust financial systems,
tends to reinforce the way that countries invest on innovation (measured as the proportion of
total R&D performed by the private business within a country). Still, most importantly, we
want to determine if financial specialization in bank and market financial systems, tends to
reinforce the private R&D&I aggregated expenditures of firms. For that propose, we use
data of OECD countries for the 2000–2016 period, and we use measures of financial
development such as bank concentration, private credit to firms as a GDP percentage, stock
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market value as a GDP percentage, and volume of corporate bonds traded on the market as a
percentage of GDP. All these measures are aggregated proxies of external sources of finance
for firms. At the same time, we use a variable considering the specific character of each
country’s financial system, not to understand what type of financial system is better to
support innovation, but as a way to understand how financial market specialization is
related to the R&D activity. Our main contribution goes into this direction; we want to
understand if R&D private expenditure is affected not only by the choosing of a specific
financial system, given that bank and stock markets can support private innovation
activities in its way; instead, we want to understand if the specialization of those
arrangements creates enhancements on R&D private expenditures.

Given the unique characteristics of each of the funding sources used for companies to
fund R&D&I, and the unique framework of each financial systems within countries, in this
research, we propose some hypothesis related to the relationship between those sources,
financial systems arrangements, and innovation:

H1. Banking markets have a positive relationship with private R&D expenditures.
Companies seeking to finance their innovation ventures with external resources,
must demonstrate to banks that those investments are worthy; however, most of the
time, companies cannot demonstrate that worth to financial institutions given the
fact that there are information asymmetries; however, once banks found a
technically reliable and profitable project, those institutions tend to back up high-
quality projects; therefore, we expect to found a positive relationship between
private investments in R&D and bank financing.

H2. Stock exchange markets have a positive relationship with private R&D
expenditures. Given that innovation projects are highly risky and long-term
endeavours, and that stock markets are the types of investments searched by
investors wanting to face risk, we hypothesize that there must be a positive
relationship between aggregated measures of stock markets and private innovation
activities.

H3. Bond markets have a negative relationship with private R&D expenditures. Most of
the time, bond markets are used by firms to back up non-risky projects, because
bonds are related to fixed periodical payments; therefore, a company seeking to
finance a risky project with bonds will face high uncertainties related to bond
payments and obligations. Thus, the upraising of low-risk level bond markets
should diminish available funding for innovation.

H4. Specialized financial systems are positive related to R&D expenditures. Different
literature sources seem to find that there is a relationship between R&D and stock
markets. Still, at the same time, there is also literature supporting that bank
markets are also a good funding source for innovation activities. We hypothesize
that bank and stock markets can support private innovation activities in their way;
therefore, specialized markets (bank or stock markets) must relate to R&D
expenditures.

Our paper is structured as it follows: Section 2 introduces literature related to financial
systems and innovation, Section 3 describes the methodology used, Section 4 discusses the
results of the econometric models, and finally, Section 5 introduces conclusions and results’
implications.
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2. Literature review
The seminal writings of Schumpeter generate an initial way to consider the importance of
innovation on economic growth, at the same time, these writings point out a relationship
between financial systems and cash provision to entrepreneurial and innovation activities,
and even when today there are a big set of factors that we do not know about this
relationship, there are also some proved factors through empirical and theoretical research
since these early works of Schumpeter.

First, innovation activities are affected by information asymmetry; this market failure
elevates the financial cost of cash flows related to R&D&I ventures and causes a deficit of
external cash flow directed to those activities. At the same time, innovation project results
tend to be intangible, and therefore, there is a difficulty trying to appropriate those results;
this is one of the reasons behind the existence of an international patent system. Also,
innovation is a long-term investment, which elevates uncertainty about its results, and most
of the time moves away from companies from this type of investment. Those market failures
raise the risk of innovation investments compared with investments in traditional assets
inside a company (Hall and Lerner, 2009), decreasing the general level of R&D&I of society
(Arrow, 1972; Nelson, 1959).

Simultaneously, firms perceive that there are several financial impediments related to
money collection for innovation ventures. For one side, internal resources for innovation
most of the time are scarce, and the internally generated cash flow generally is used to cover
other types of necessities, especially in cash-restrained firms (Brown et al., 2009). On the side
of external resources, the already mentioned market failures elevate the cost of available
funding sources (Bank credits, bonds, equity, venture capital) creating an elevated
perception of external cash deficit to back up innovation (D’Este et al., 2012; Hall and Lerner,
2009; Iammarino et al., 2009; Pellegrino and Savona, 2017); this perception tend to be more
elevated in high technology, young and small companies (Hall and Lerner, 2009 and
Méndez-Morales, 2019) compared with their counterparts.

On the other hand, there is a branch of literature proposing that the differences in
innovation inputs and outputs around the World are related to the mix of institutional
frameworks within countries. This research branch began with the work of Freeman (1995,
1987), Lundvall (1999, 2010) and Nelson (1993); for Freeman, these relationships are known
as National Systems of Innovation (NSI), that he defined as “the network of institutions in
public and private sectors whose activities and interactions initiate, import, modify and
diffuse new technologies.” Following this idea, in countries in which the private investment
in R&D&I is low, one can think that the development of strong organizations backing up
innovation is necessary, in that sense, one of the main functions of those organizations and
institutions is to ease how firms perceive and face financial impediments to innovation.
Edquist (2005) proposes that one of the main activities of NSI is to back up the financing of
private innovation activities, facilitating commercialization, and adoption of technologies. In
this sense, for countries with low amounts of private R&D expenditures, one can think that
some of the institutional and organizational financial frameworks necessary to back up
innovation funding, still need to be generated. In this context, the study of the relationship of
financial systems and innovation could give us some clues about the policy actions needed
to develop a strong national system of innovation backing up the financing of innovation
ventures.

The study of the relationship between financial systems and innovation is not
comprehensive; however, there are some examples of researchers working on it. Hsu et al.
(2014) show that countries in which stock markets are active, tend to have higher growths
on innovation expenditures, at the same time, highlight the importance of legal protection
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for stockholders as a way to generate positive innovation outcomes, this is logic in the sense
that venture capital is a way to finance high technology firms. Those investments need to be
backed by robust policies to protect investors. At the same time, Tee et al. (2014) propose
that all together, the development of bank and stock markets, tends to be related to
substantial innovation investments. Simultaneously, Acharya and Xu (2017) shown that the
development of active banking markets is related to the growth of patent applications.

Acharya and Xu (2017) and Da Rin and Penas (2007) propose that public traded and
private equity firms, have different views regarding R&D investments. Public traded firms
tend to have more R&D expenditures, and their patents, tend to have a more significant
commercial impact than private firms, this is, the quality and value of those inventions are
higher than their private non-traded counterparts. At the same time, firms with reliable risk
control systems tend to have more likelihood to receive government funds and higher R&D
expenditure. Generally, this kind of firm goes public on stock markets, given their risky
nature.

At the same time, Maskus et al. (2012) find that bond markets tend to have a high impact
on innovation intensities, especially from firms financially restricted. In the same direction,
Gur and Avs�ar (2016) demonstrate that financially restricted firms tend to export more
R&D-related products when more specialized financial systems finance them. These results
could highlight that the type of financial system in which a firm is immersed tends to benefit
some characteristics of innovation activity. Therefore, the study of the relationship between
innovation results and financial system frameworks is a fundamental one.

All this literature points out the relevance of financial systems as a critical factor in
supporting innovation expenditures and ventures. However, literature seems to be
contradictory, with some studies demonstrating that bond markets tend to be the most
related to innovation; on the other side, some literature points out the importance of stock
markets, and some tend to signal the credit markets like the ones actively supporting
innovation. These contradictory results seem to be a gap in the literature, given that
policymakers could receive mixed signals related to the type of financial system that a
country has to back up to reinforce private R&D&I funding.

On the other side, literature seems to privilege methodologies to classify countries in
bank or market financial systems (Levine, 2002), forgetting that both types of markets
could reinforce private R&D&I expenditures in its way, therefore, with this research,
we want to understand if the specialization of bank or market financial systems is
related with better private expenditures in R&D&I, and that what is essential is the
deepening of any of those systems forgetting to choose between one of them. This
analysis could be significant in terms of policy decisions, given that contrary to what is
held in most of the literature, it is possible that any specific financial systems, could
enhance private R&D&I expenditures, and what is needed is to develop particular
policies to narrow the relationship between financial markets and entrepreneurs and
innovators on those financial systems.

3. Methodology
Using data collected from World Bank (�Cih�ak et al., 2018) and UNESCO data bank
between the years 2000 and 2016, we developed an econometric strategy through
estimations of longitudinal models. These models group observations by cross-section
and by time series, taking the Xit form, where (i) considers individuals, in our case,
OECD countries, and (t) takes into account each year for the interval 2000–2016. At the
same time, this method allows us to take into account the effect of heterogeneity among
individuals over time.
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The independent variable in our models is the proportion of R&D performed by the
business sector within each country, and we include a vector of covariates Xit that is divided
into four subgroups, the first one taking into account countries economic stability; therefore,
we include per capita energy consumption (as a proxy of GDP per capita [1]), exchange rate
index against the dollar and inflation rate, all these as macroeconomic conditions control
variables; we assume that stable markets tend to ease R&D private expenditures.

The second group of variables, considers external financing sources of firms to perform
R&D ventures, these are private credit to firms, stock market capitalization and volume of
corporate bonds traded in the market, whit these variables, we want to understand which
type of funding sources are better suited to support R&D.

Third, we include a control variable considering the development of national systems of
innovation, which we measure as the number of employees on private companies working
directly on R&D in full-time equivalent. With this variable, we are trying to control for most
specialized national innovation systems, that at the same time, have more researchers and
higher R&D expenditures; therefore, is a basic fact not directly related to the development of
financial systems, and we need to control it.

Lastly, we include two variables measuring financial structure within countries, bank
concentration, and our own performed dummy variable considering specialization of
financial systems (methodology explaining the way we calculate this variable is showed in
Appendix 1). For those nations where the two systems (banking and stock markets) were
active, we take the value of zero, meaning that the country has a mixed financial system. For
countries in which only one of the dimensions is present, we use the value of one, meaning
that there is a specialized financial system (bank or market based), this because we want to
understand if the deepening of bank or market systems conditions reinforces private
R&D&I. The inclusion of this variable is a novel approach to finance-innovation literature,
given that most of the time, researchers want to understand what type of financial system is
better, in our approach, it is possible that any specific financial system, could enhance
private R&D&I expenditures, and what is essential is the deepening of those systems
instead of its exclusivity. The definition of variables and sources of data can be seen in
Table 1, and the resume of variables could be seen in Appendix 3.

Our estimations were performed with two strategies, in the first one, we consider the
assumption that private R&D is related to short-term financial sources, therefore including
this last set of variables in contemporaneous terms. For this strategy, we performed the next
equation:

Yit ¼ fYit�r þ aXit þ #i þ « it ; 8 i ¼ Colombia; Spain; . . . ;N ;

t ¼ 2000; 2001; . . . ; 2016 (1)

We began this model with the insertion of a lag term of independent private R&D
expenditure variable (Yi�t), which allows us to control for endogeneity of independent
variables with the dependent variable (Arellano, 2003). In this case, we suspect the presence
of endogeneity, because R&D expenditure tends to increase firm revenues in the long term,
and this makes companies look for internal and external financial sources such as banks,
bonds or stock markets to finance new R&D ventures, which will elevate the R&D private
expenditure.

In this model, the (#i) parameter refers to the error term taken by each individual
(countries), and that is named fixed effects estimator. This estimator needs to be correlated
with covariates, should not vary among time, but should vary among countries. An
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Variable ID Description Source

Gross expenditure on R&D
performed by business
enterprise

gerd Calculated as gross expenditure on R&D
financed by business enterprise as a proportion
of total R&D expenditure

UNESCO

Electric power consumption
(kWh per capita)

epc Electric power consumption measures the
production of power plants and combined heat
and power plants less transmission, distribution
and transformation losses and own use by heat
and power plants. In this case, the EPC variable
is a proxy of GDP per capita

World Bank

Exchange rate index. Base
year 2010

exrti Real effective exchange rate is the nominal
effective exchange rate (a measure of the value
of a currency against a weighted average of
several foreign currencies) divided by a price
deflator or index of costs

World Bank

Annual inflation rate (%) irate Inflation as measured by the consumer price
index reflects the annual percentage change in
the cost to the average consumer of acquiring a
basket of goods and services that may be fixed
or changed at specified intervals, such as yearly.
The Laspeyres formula is generally used

World Bank

Domestic credit to private
sector (% of GDP)

banks Domestic credit to private sector refers to
financial resources provided to the private sector
by financial corporations, such as through loans,
purchases of nonequity securities and trade
credits and other accounts receivable, that
establish a claim for repayment. For some
countries, these claims include credit to public
enterprises. The financial corporations include
monetary authorities and deposit money banks,
as well as other financial corporations where
data are available (including corporations that
do not accept transferable deposits but do incur
such liabilities as time and savings deposits).
Examples of other financial corporations are
finance and leasing companies, money lenders,
insurance corporations, pension funds and
foreign exchange companies

World Bank

Market capitalization of
listed domestic companies
(% of GDP)

mkcap Market capitalization (also known as market
value) is the share price times the number of
shares outstanding (including their several
classes) for listed domestic companies.
Investment funds, unit trusts and companies
whose only business goal is to hold shares of
other listed companies are excluded. Data are
end of year values

World Bank

Corporate bond issuance
volume to GDP (%)

bonds Ratio of new corporate bond issuance volume by
private entities in industries other than finance,
holding companies and insurance to GDP

World Bank

Total R&D personnel (full
time equivalent) – business
enterprise

p_fte In the context of R&D statistics, the business
enterprise sector comprises all resident
corporations, including not only legally
incorporated enterprises, regardless of the

UNESCO

(continued )

Table 1.
Variables, definitions

and sources
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excellent example of this type of variance could be local financial laws, which we do not
include in our model, and therefore are captured for (#i), are related to covariates such as
banking concentration, or market capitalization, are generally fixed over time, and could
vary among OECD countries. However, if this term correlates with covariates or
independent variable, then the best approach is to estimate the model by a random-effects
model:

Yit ¼ fYit�r þ aXit þ m it ; 8 i ¼ Colombia; Spain; . . . ;N ; t ¼ 2000; 2001; . . . ; 2016

(2)

where, m it = #i þ « it, is taken as an independent term, and must be estimated with a
generalized method of moments methodology. For models of equations (1) and (2), we

Variable ID Description Source

residence of their shareholders. This group
includes all other types of quasi-corporations, i.e.
units capable of generating a profit or other
financial gain for their owners, recognized by
law as separate legal entities from their owners
and set up for purposes of engaging in market
production at prices that are economically
significant. The unincorporated branches of
non-resident enterprises are deemed to be
resident because they are engaged in production
on the economic territory on a long-term basis.
All resident non-profit institutions are market
producers of goods or services or serve business.
This sector comprises both private and public
enterprises

Bank market concentration
(%)

conct Assets of the three largest commercial banks as
a share of total commercial banking assets.
Total assets include total earning assets, cash
and due from banks, foreclosed real estate, fixed
assets, goodwill, other intangibles, current tax
assets, deferred tax assets, discontinued
operations and other assets

World Bank

Financial system
specialization

fss Constructed using principal component
analysis, starting with a subgroup of variables
related to stock markets and a subgroup of
variables related to banking systems. For those
nations where the two factors (banking and
stock markets) were strong, we take the value of
zero, meaning that the country has a mixed
financial system. For countries in which one of
the dimensions were strong, we use the value of
one, meaning that there is a specialized financial
system (bank or stock-based) (In Appendix 1, we
are showing the full methodology to construct
this variable)

Own calculations
based on World
Bank data

Source: Own calculations based on UNESCO andWorld Bank dataTable 1.
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developed a Hausman test and found that obtained parameters are consistent with a fixed-
effects model (Appendix 2).

For our second strategy, we relax the assumption of strict exogeneity of estimators,
considering countries and time variance, and, therefore, obtaining a dynamic two-way
random effects panel model. Then, our model will be expressed as:

Yit ¼ fYit�r þ aXit þ m it ; 8 i ¼ Colombia;Spain; . . . ;N ;

t & r ¼ 2000; 2001; . . . ; 2016 (3)

In this methodology, the error term is discomposed into three variance terms; according to
Amemiya (1971), m it = #i þ l t þ « it, where #i, l t, « it � (0, s 2), and are independently and
identically distributed. The (#i) term, is the within fixed effect parameter, the (l t) term
measures the time effect not included directly in the regression, and that could be measuring
an extraordinary situation like an oil bonanza or a financial crisis. In our case, these two
phenomena are valid, given that the World faced two financial crises in our time span (2001,
2008) and oil prices rise enormously in 2009 and 2010, and both effects could affect financial
provision for R&D in companies for the sample of countries. The (« it) term accounts for not
observed time and countries effect of the model. To estimate this model a set of binary
variables vectors were constructed:

U ¼ Zm m þ Zl l þ « (4)

where Zm is a vector of dummy variables for each country; Zl is a vector of dummy
variables for each year (2000–2016), and « ’:(«11,. . .,« 1T,. . .,«NT) is a vector of general
residuals of the model. The estimation ends up being consistent and robust when the error
term is controlled and discomposed into these three factors, and if is estimated for a
balanced panel, which is our case. With these vectors is possible to develop our estimation
through a two-way random effects model, controlling by individual and time effects and
minimizingmodel residues as follows:

E ¼ E UU 0ð Þ ¼ ZmE mm 0� �
Z 0
m þ ZlE ll 0ð ÞZ 0

l þ s 2
« INT (5)

where Kronecker products of individuals and time are established:

E ¼ s 2
m In�JTð Þ þ s 2

l Jn�ITð Þ þ s 2
« In�ITð Þ (6)

Being covariance expressed as:

Covariance uit; ujsð Þ

s 2
mþ s 2

lþ s 2
« i ¼ j; s ¼ t

s 2
m 0 i ¼ j; s 6¼ t

0 s 2
l i 6¼ j; s ¼ t

0 0 i 6¼ j; s 6¼ t

8>>>>>><
>>>>>>:

We stay with this final set of models because estimation is consistent and robust when we
control and decompose the error term of the dynamic panel if, at the same time, the
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estimation begins with a balanced panel, which is our case; however, in Table 2, we present
all our models as robust checks. Lastly, given that innovation is a long-term process, is
expected that the effect that financial sources have on private GERD variable, will also be
found in the long term; therefore, we include specific models with a vector of lagged (Xt�1)
financial sources (private credit to firms, stock market capitalization and volume of
corporate bonds traded in market), to consider this fact. Lastly, we perform models in which
the contemporaneous financial variables and their lags are included to understand the
simultaneous effect of short- and long-term financial sources over R&D private expenditure.

4. Results and discussion
The results of our models are presented in Table 2. In Columns 1, 3 and 5, we present the
fixed-effects models (robust checks), and in Columns 2, 4 and 6, our chosen model, two-way
random effects, is presented.

4.1 Macroeconomic conditions
For all models, the lag of the private R&D expenditure (gerdt�1) turns to be significant and
positive related to contemporaneous private R&D expenditure. The effect estimated by our
models is that for each 1% of increment in previous expenditure, the contemporaneous
private proportion of R&Dwill increase between 0.425 and 0.61%. We include this lag given
possible endogeneity issues; however, this result tells us that as it was concluded by Dosi
(1982), in the case of individual firms, and by Redding (2002), in the case of an entire
economy, there is enough evidence to say that private R&D in OECD countries tend to
follow a historical path, this is, countries in which private R&D expenditure was high in the
past, would tend to have higher private R&D expenditures in the future.

Electric power consumption (epc) is not significant in any of the models; we include this
variable as a proxy of GDP per capita to solve possible endogeneity issues; we can say that
in more industrialized countries, in which the income is higher, private companies not
necessarily tend to invest a higher proportion than its counterparts; this results are related
with the ones presented in Lederman et al. (2014), that shows that for Latin America, per
capita GDP does not explain total R&D, given that investments in R&D predicted by this
variable should be higher, concluding that there is other not observable variables affecting
the level of total R&D expenditure.

Results of the exchange rate (exrti) are related to the ones in Becker and Pain (2003) and
Jaumotte and Pain (2005). It seems that appreciation of exchange rates in OECD countries,
tend to increase private expenditure on R&D, or what is the same, exchange rate
depreciation, diminish private expenditure on R&D. For each 1% of additional depreciation
rate, private R&D proportion will decrease between 0.025 and 0.062%. Various reasons
could explain this effect; in the first place, it is possible that an appreciation of the exchange
rate against the dollar tends to raise internal competition in favour of multinational
companies. National firms could be aware that this level of competition needs more
investments in R&D to surpass competence. Second, some companies investing in R&D
could move their operations overseas, given that it is cheaper to operate in other countries
with more favourable exchange rates.

Inflation rate (irate) has a negative and significant relationship with private R&D
proportion with a decrease in this variable between 0.093 and 3.36% after a 1% increase of
inflation rate; there is some empirical evidence of this relationship in the literature (Chu et al.,
2015, 2019; Chu and Lai, 2013). As we understand this phenomenon, firms that perceive that
the economy is unstable, represented by an elevated inflation rate, and by an increasing
exchange rate, tend to decrease R&D investments given that uncertainty is higher.
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Therefore, the risk related to R&D ventures exacerbates. Results of exchange and inflation
rates show that macroeconomic stability is fundamental to increase R&D investments.

4.2 Funding sources for R&D
Regarding H1, domestic credit to the private sector (banks) is not significative related to
private R&D proportion in three of four models, furthermore, for contemporaneous models
(1, 2, 5, and 6) this variable seems to have a negative but not significative relationship with
private R&D therefore, we cannot say that credit volume from banks has a significative
relationship with R&D activity in OECD countries, but, the sign of the variable and the fact
that in the two-way model (Model 2) the variable is significative, tend to make us think that
banks are not suited to finance innovation. At the same time, when we use the lag of the
variable to understand the long-term relationship with private R&D (Models 3, 4, 5 and 6),
bank financing is not related to private R&D expenditure; therefore, there are no
contemporaneous or long-term relationships between bank sources and private R&D
expenditure,H1 cannot be proved.

When we analyse H2, the contemporaneous variable capitalization of domestic
companies (mkcap), is positively related to R&D private expenditure. The effect of this
variable after an increase of 1% could be between 0.011 and 0.026% of private R&D
proportion. When we analyse the lag of the variable, the effect is between 0.014 and 0.028%.
An essential factor is that when we include in Models 5 and 6, both the contemporaneous
and the lagged variable, the contemporaneous effect is no longer significant. A plausible
explanation for this could be that stock exchange markets are suitable institutions to
support private R&D projects in the long-term, given that R&D&I ventures are long-shot
bets for companies; therefore, firms tend to finance their innovation ventures with sources
suitable for the long-term nature of their projects, like the ones related with equity financing
in stock markets. There is some evidence about these results in research like the one by
Brown et al. (2009), Hsu et al. (2014) and Tee et al. (2014). H2 was proved, stock exchange
markets have a positive relationship with private R&D expenditure.

Bond markets (bonds) seem to be negative and significative related to our dependent
variable in 3 of 4 models, and it appears that the volume of this type of market negatively
affects R&D private expenditure. At the same time, the lag of the variable is negatively
related to private R&D expenditure; it seems that corporate bond volume in the long term
also diminishes the proportion of funds available for R&D.

As we discuss in the introduction section, bond instruments are used to back up non-
risky projects given that fixed payments related to most of this type of financial
instruments, need to have a protected cash flow to secure payments; therefore, this type of
financial instruments are not suited for R&D financing. At the same time, one possible
reason to explain this result is that innovation is a risky venture, and most of the time,
corporate bond investors are trying to avoid risky ventures. Given the low investment
amounts, incentives for investors to monitor firm projects are low, and given that R&D
projects are risky, it will require a type of financing more suited for risk, especially if
investors are not willed to closely monitoring contracts. Also, Denis and Mihov (2002) show
that bonds, as public debt securities, are more suited for big firms with good loan histories.
Given that most of the time, this type of firm is an exception, SME companies wanting to use
bonds as a way to finance R&D expenditures cannot use these financial instruments. Lastly,
if we suppose a given economy with limited financial resources, investments in bond
markets will create a displacement effect that does not allow companies to finance R&D
with another type of financial source such as stock exchanges; therefore, the negative sign of
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the variable explains this fact. H3 was proved, bond markets have a negative relationship
with private R&D expenditure.

4.3 National systems of innovation
We include a variable considering the development of national systems of innovation,
counting the number of employees working on R&D on business within countries (p_fte). In
all models, the variable was positive and significative related to private R&D expenditure.
This result is logical given that most of the expenditure effort of companies investing in
R&D, is associated with the generation of capabilities and intangible assets related to
knowledge; therefore, a higher number of R&D employees must be linked with higher
private proportions on R&D expenditures. At the same time, knowledge generation within
firms is fundamental to generate output in the innovation process, as it was proposed by
Cohen and Levinthal (2000), given that the absorptive capacity of employees produces more
and better capabilities to perform R&D&I and enhances collaborative capacities inside and
outside of the R&D departments; therefore, countries with more R&D employees will have
more likelihood to generate better innovation outputs and will tend to expend more on R&D
in the future.

4.4 The financial structure of OECD countries
Bank concentration (conct) seems to be related to higher levels of private R&D expenditure,
and it seems to be contradictory given that competence inside banking markets tends to
open banks to lend more money to risky ventures. In the research of Carlin and Mayer
(2003), the effect of bank concentration depends on the degree of economic development of
studied countries, been knowledge skilled industries of developed economies supported by
higher atomization of banking systems; however, in the case of developing countries,
concentration seems to back up the development of this type of industries. Given that the
focus of our analysis was not the determination of the differences between developed and
underdeveloped countries, we do not divide our sample into these typologies, so, it is
possible that our results are related to this issue; however, more research needs to be done to
understand this singularity.

Regarding H4, we introduce our variable of financial systems specialization; in all of the
two-way random effect models (Columns 2, 4 and 6 of Table 2), the variable is positive and
significantly related to R&D private expenditures. Given that fss is a dummy variable equal
to 1 if the country has banking or stock market specialized markets, and 0 if the country has
a mixed financial system, our results reinforce the fact that specialization is related to higher
proportions of private R&D expenditures. Literature tends to analyse if banking or stock
markets are better for economic growth and if any of those markets are better suited to
generate R&D financing. Our results seem to be in line with the ones in Levine (2002, 2004)
and Gur and Avs�ar (2016), the discussion is not whether bank-based or market-based is
better for economic growth, or if any of those systems promote R&D private expenditure.
Any of those systems could support in its way R&D activity; therefore, specialization of
bank-based andmarket-based financial systems could generate conditions to enhance firms’
investments in R&D. However, the fact that our bank measure is not significant, and that
market capitalization is highly significant, made us think that maybe, market-based
financial systems could generate more incentives to innovation activity. Nevertheless, it is
important to note that there are strong complementarities between the functioning of banks
and stock markets and that their coexistence is necessary to enhance R&D.
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5. Conclusions
We analysed the role that financial markets have on the proportion of private R&D
expenditure in OECD countries between 2000 and 2016, for this, we used a two-way random
effects panel model approach, to understand which type of financial sources (banks, bonds
and stock markets), are related with private research activity within those countries. At the
same time, we researched the relationship between financial markets specialization and
R&D activity, not to understand which type of financial system is better suited to support
R&D&I expenditures, that is the typical approach on literature, but to understand if a mixed
arrange of those systems, or specialization of any of them, could support innovation finance
in a better way.

We found that macroeconomic stability is fundamental for private research and
development activity within countries; increases in variables such as exchange rate index
and inflation affects the proportion of R&D private expenditures negatively. We found
evidence that bond markets, negatively affect the portion of expenditure invested by private
companies in the OCDE, maybe because of their short-term nature. At the same time, we do
not find evidence relating bank activity to R&D investments; however, we do find that bank
concentration is related with more private R&D expenditures proportion, this result could be
because we have countries in different stages of development in our sample; however, we
need to performmore research to understand this result fully. Stock market volume seems to
be highly related to R&D aggregated expenditures; this result seems logical given that these
markets have a long-term and risky nature, and we can say that this type of funding source
seems to be better suited to support research activity than banks or bonds sources.

Path development of national systems of innovation relates to private R&D expenditure;
countries seem to continue their long-term investment tradition as it appears by the results
of the full-time researcher’s employment variable that correlates positively with GERD.
Therefore, a critical message for underdeveloped countries is that the investment path needs
to begin at some moment; this path could be supported by public policies that privilege
researchers recruiting in private industry, that in the long-term, will generate its own
acceleration for private R&D expenditure.

We include a novel approach to research if a mixed, or a specialized arrangement of
financial systems is better to support R&D private investments, to that end, we include a
variable constructed using a principal component method taking several variables of
financial development; using this variable we classify OECD countries in specialized (bank
or market) or a mixed financial system. Our results reinforce the fact that financial
specialization relates to research activity; however, this specialization is independent of the
type of financial markets developed in a specific country, this is, countries with bank-based
markets and countries with marked based financial markets could independently, generate
more funds dedicated to private research and development activity. These results are related
to the ones of Gur and Avs�ar (2016) that highlight the fact that specialized financial systems
(any of them) relate to high technology exports, and with the ones of Levine (2002) that post
that the important discussion for economic growth is not about the type of financial systems
of a country, but about the way economies uses financial systems to boost growth. The fact
that with our approach, we found that any financial arrangement could support private
R&D investments, contributes to finance-innovation literature; the main discussion is not
which type of system supports better private R&D, but how to take advantage of financial
systems characteristics to enhance national systems of innovation. Policymakers need to be
aware of these results, given that some variables related to financial markets, seem to boost
the inputs for innovation. In the long term, this could be a signal that national and regional
systems of innovation need a broader view of the factors hampering scientific activity but
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also a signal that there are other ways to impact the results of the complex innovation
activity through the development of stronger financial systems backing up national systems
of innovation.

Results of our specialization novel variable, in conjunction with the effects of banks,
bonds, and stock market capitalization variables, generate more research questions related
to this topic, for instance, what communicating vessels make banks and stock markets
reinforce the production of R&D inputs and outputs? How can corporate or government
bond markets create a framework in which private R&D can bloom? Do developed and
underdeveloped countries differ in their provision of funds to R&D and in the way that
financial sources interact with innovative activities?

Note

1. We do not include GDP per capita directly to avoid possible endogeneity problems. Energy
consumption is highly correlated with GDP; therefore, we choose this variable to avoid these
issues. On a primary set of regressions, we use GDP per capita finding counterfactual results,
been GDP negative and significantly related with GERD variable.
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Appendix 1. Financial system specialization variable
Financial specialization variable was constructed using principal component analysis, starting
with a subgroup of variables related with stock markets (shares issued and negotiated, market
capitalization as GDP percentage and number of firms issuing stock on exchange markets per
million inhabitants), and a sub group of variables related with banking systems (Credits to
private business as GDP percentage, total deposits on banking systems as GDP percentage and
deposit money banks’ assets to GDP). With these variables, we create two different factors or
dimensions that each year collected the correlations among those variables and defined the
impact factor in each country.

For this variable we use:

fss ¼ ¼ 1; Country has a specialized financial system Bank based or stock basedð Þ
¼ 0; Mixed financial system bank and stock marketsð Þ
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The main objective of the principal component analysis is to find a factor M = [m1,m2,m3, . . .,mp], that is a
linear combination of a subset of covariables of our original model x= [x1, x2, x3, . . ., xp], with m = [u1, u2, u3,
. . ., up]’. The methodology maximizes the variance of the elements in the matrixm = xm , so that, m ’m = 1.
This system is solved with an eigenvalue decomposition of the correlation matrix that makes:

R� l Ið Þm ¼ 0

where R is the partial correlation matrix of (x) covariables, and (l ) is the eigenvalue, that is the variance
related to the components of m vector. Countries in which both financial systems coexist must have
higher correlations and the value of the dummy variable is 1. On the other side, countries in which the
correlation is low and one of the financial systems is preponderant, must have a value of zero.

Appendix 2. Hausman test for model selection
The idea behind the test is to contrast the hypothesis:

H0 : b RE � b FE

H1 : b RE �= b FE

The test results are:

Hausman x 2
� �

¼ b� Bð Þ0 s 2b� s 2Bð Þ�1
h i

b� Bð Þ
x 2

� �
¼ 82:815

Prob > chi2 10ð Þ ¼ 0:000

where b are fixed effect parameters and B are parameters obtained using random-effects model. The
difference between fixed and random effects parameters allows us to infer that we have enough
statistic evidence to reject the null hypothesis, where the difference of coefficients is not systemic.
Given that at least one of the models is inconsistent, statistical strategy tell us that, using a model like
the one of the equation (2), we should use a fixed-effects model.
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Table A1.
Variable resume

Statistic N Mean SD Min Pctl (25) Pctl (75) Max

gerd 484 49,0 13,8 16,5 39,0 59,3 90,7
epc 555 8.476,5 7.378,3 829,4 4.900,1 9.058,0 54.799,2
extri 575 97,6 12,3 55,4 92,6 102,0 152,6
irate 629 3,1 4,4 �9,7 1,1 3,9 52,9
banks 578 85,3 43,2 12,5 51,4 111,7 262,5
mkcap 551 64,8 47,9 1,5 29,3 89,9 265,1
bonds 528 2,0 1,9 – 0,8 2,7 18,1
p_fte 497 43,2 19,2 0,1 29,0 58,9 85,0
conct 577 67,4 19,4 21,4 53,3 82,4 100,0

Sources: Adapted from UNESCO Institute for Statistics (UIS), date of extraction December 2018; �Cih�ak
et al. (2018)
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