
Ben Rhomdhane, Hagher; Benlallouna, Brahim Mehdi

Working Paper

Nowcasting real GDP in Tunisia using large datasets and
mixed-frequency models

Graduate Institute of International and Development Studies Working Paper, No.
HEIDWP02-2022

Provided in Cooperation with:
International Economics Section, The Graduate Institute of International and Development Studies

Suggested Citation: Ben Rhomdhane, Hagher; Benlallouna, Brahim Mehdi (2022) : Nowcasting
real GDP in Tunisia using large datasets and mixed-frequency models, Graduate Institute of
International and Development Studies Working Paper, No. HEIDWP02-2022, Graduate Institute of
International and Development Studies, Geneva

This Version is available at:
https://hdl.handle.net/10419/253254

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/253254
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


Graduate Institute of International and Development Studies

International Economics Department

Working Paper Series

Working Paper No. HEIDWP02-2022

Nowcasting real GDP in Tunisia using large datasets and
mixed-frequency models

Hagher Ben Rhomdhane
Central Bank of Tunisia

Brahim Mehdi Benlallouna
Central Bank of Tunisia

March 2022

Chemin Eugène-Rigot 2
P.O. Box 136

CH - 1211 Geneva 21
Switzerland

©The Authors. All rights reserved. Working Papers describe research in progress by the author(s) and are published to
elicit comments and to further debate. No part of this paper may be reproduced without the permission of the authors.



  

  
 

 
1 

 
 
 

 
 
 
 
 

Nowcasting real GDP in Tunisia using large datasets and 
mixed-frequency models 

 
 
 
 
 

Hagher Ben Rhomdhane & Brahim Mehdi Benlallouna1 
 

Central Bank of Tunisia  
 

March 2022 
 

 
 
 
 
 

                                                           
1 This working paper was drawn up by the team in charge of the Central Bank of Tunisia’s strategic project “Leading 
Economic Indicators and Business Survey”: Hager Ben Romdhane, Brahim Mehdi Benlallouna, Aida Guellouz, Amani 
Jebali, Rafik Touaiti, Raoudha El Wafi, Ramzi Salem and Kamel Dridi. 
The authors would like to express their gratitude to Professors Massimiliano Marcellino and Seton Leonard for their 
guidance and support, in the framework of the technical assistance under the Bilateral Assistance and Capacity 
Building for Central Banks (BCC). In addition, we would like to thank State Secretariat for Economic Affairs (SECO) 
and the management team of BCC- Professor Cedric Till and Naël Shehadeh for their support and assistance during 
the strategic project. Many thanks go to Mr. Mohamed El Hadhri, sponsor of the project, Mr. Mourad Abdessalam 
(beneficiary), and Professor Rached Bouaziz (research unit in the CBT). 
The views expressed in this paper are solely those of the author(s) and do not necessarily reflect those of the 
CENTRAL BANK of Tunisia. 

 



  

  
 

 
2 

Abstract 

This study aims to construct a new monthly leading indicator for Tunisian economic activity and 
to forecast Tunisian quarterly real GDP (RGDP) using several mixed-frequency models. These 
include a mixed dynamic factor model, unrestricted mixed-data sampling (UMIDAS), and a three-
pass regression filter (3PRF) developed at the Central Bank of Tunisia, based on a 
monthly/quarterly set of economic and financial indicators as predictors. 

Our methodology is based on direct and indirect approaches, and the direct approach nowcasts 
aggregate RGDPs . The indirect approach is a disaggregated approach based on the output side 
of GDP (manufacturing, non-manufacturing, and services) using a set of available monthly 
indicators by sector. 

Furthermore, mixed-frequency dynamic factor models and unrestricted MIDAS perform well in 
terms of root mean squared errors compared to the benchmark model VAR (2). The forecast 
errors derived from the disaggregated approach during the recent COVID period are smaller than 
those derived from classical models such as VAR (2). 

In our model, we used indicators such as electricity consumption by sector, stock market index 
detailed by sector, and international economic surveys to capture the pandemic effect. The 
financial variables improve forecasting for all horizons. 

Additionally, we find that it is better to employ several UMIDAS-ARs by each component of GDP 
at constant prices and to pool the results rather than relying on aggregated GDP, specifically in 
volatile times. 

 
 
 
 
Key words: Mixed-Frequency Data Sampling, Nowcasting, short-term forecasting. 
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1. Introduction 
Policymakers often face the problem of assessing the current state of the economy 
with incomplete statistical information because important economic variables are 
released with considerable time lags and low frequencies. 

Especially in times of crisis, nowcasting is important because timely forecasts of the 
gross domestic product’s (GDP) growth are useful summaries of recent news on the 
economy and are commonly used as inputs for structural forecasting. 

COVID-19 has raised the issue of nowcasting and short-run forecasting owing to 
heightened uncertainties. In fact, the pandemic has led to a sudden halt in economic 
activity worldwide. The supply disruptions due to containment measures were 
magnified by large-scale demand destruction from employment and income losses and 
contraction in global trade and tourism. Tunisia’s economy also took a severe hit, with 
GDP for Q2: 2020 declining by 21.7% year-on-year (y-o-y). 

Econometric models that consider the information in unbalanced datasets have 
recently been developed. These datasets are unbalanced because of two features: the 
different sampling frequency and the “ragged-edge” issue, as publication delays cause 
missing observations for some of the variables at the end of the sample. 

The Tunisian National Statistical Institute (INS) releases an estimate of GDP 
approximately 45 days after the end of the quarter. Furthermore, many leading and 
coincident indicators are available monthly or more frequently based on financial and 
business cycle indicators, such as financial and monetary variables. These helps 
monitor the current state of the economy, nowcasting, and short-run forecasting. 

Usually, the simplest way to handle unbalanced data is to aggregate them to obtain 
balanced data at the same frequency and work with a “frozen” final vintage dataset; 
thus, the left-and right-hand side variables are sampled at the same frequency. 
However, this aggregation process destroys potentially useful information and can 
lead to misspecifications. 

Accordingly, central banks rely on continuously flowing information from leading 
and coincident activity indicators to gauge the underlying state of the economy in 
real-time. 
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Currently, many central banks use a variety of models, such as bridge and factor 
models for nowcasting, by introducing survey variables. However, central banks such 
as the European, the Bank of England and the Federal Reserve Bank of America 
increasingly use Mixed-data sampling (MIDAS) models for short-term forecasting of 
GDP. Every month, they publish the national activity index. 

In Tunisia, periods such as the 2011 revolution and the COVID-19 crisis are 
characterised by a significant decline in GDP. To address this issue, we remove 
outliers from the series used to estimate the model parameters for the entire sample 
period (2000M01-2021M04). Then, we add these outliers to generate predictions for 
nowcasting and forecasting the GDP. 

Following the theoretical and empirical background, we constructed and evaluated 
the nowcasts of real GDP growth for the Tunisian economy. We collected data from 
January 2000 to June 2021 to forecast real GDP growth in the second quarter of 2021. 
Further, we focused on the multivariate unrestricted MIDAS approach proposed by 
Forroni et al. (2015) and cast real GDP growth several times each quarter. The 
explanatory variables included in the models were selected so that their single most 
recent observations were used, considering the delay in data releases. Real GDP 
nowcasts were aggregated from the sectoral value-added at constant prices 
(manufacturing, non-manufacturing, and services). 

We also considered a large mixed-frequency dynamic factor model in the state-space 
approach of Mariano and Murassawa (2003) to summarise and exploit large mixed-
frequency sets for nowcasting. In addition, we used a mixed-frequency factor model 
to construct a monthly index of economic activity that is fully consistent with 
quarterly data in terms of time aggregation. 

Moreover, to assess the performance of forecasts, short-term forecasts, and the 
relevance of models’ uncertainty, we considered alternative benchmark model vector 
autoregressive (VAR (2)) and mean to-date. 

As a preview of the results, mixed-frequency dynamic factor models performed well 
in root mean squared errors concerning a benchmark model VAR (2), with the 
multivariate unrestricted MIDAS being the second best. The gains were larger during 
crisis periods. However, the magnitudes of predictions in these crises were 
significantly less than the realised values. Therefore, we think that an extension of 
this project will appropriately track the COVID period, which will be based on 
surveys. 
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The remainder of this paper is organised as follows. Section (2) briefly reviews the 
literature. Section (3) explains methodology used in this study. Section (4) gives an 
overview of Tunisian economic growth. Section (5) presents the data selection. 
Sections (6) to (9) give the main findings and results, and Section (10) concludes the 
paper. 

2. Literature Review 
In this section, we review the empirical literature using mixed-data sampling models 
to forecast real GDP growth. Various econometric approaches have been developed 
when ragged-edge data issues arise, such as MIDAS regression and factor models, 
including the Kalman filter (Giannone et al., Reichlin and Small, 2008) and Clements 
and Galvao (2008). These researchers introduced the use of MIDAS regressions in 
forecasting macroeconomic data. They examined whether a mixed-data sampling 
approach, including an autoregressive term, can improve U.S. real output growth 
forecasts. They conducted a real-time forecasting exercise that exploits the monthly 
vintages of the indicators and the quarterly vintages of output growth, consistent with 
the time of the release of the different data vintages. The authors found that using 
within-quarter information on monthly indicators can result in a marked reduction in 
Root Mean Square Error (RMSE) compared with the more traditional quarterly 
frequency VAR or AR distributed lag models. 

Similarly, Marcellino, Foroni, and Schumacher (2012) compared the performance of 
the MIDAS with functionally distributed lags estimated with non-linear squared 
technic (NLS) to the performance of the UMIDAS, the unrestricted version of 
MIDAS. Monte Carlo experiments showed that UMIDAS generally performed better 
than MIDAS when mixing quarterly and monthly data. However, distributed lag 
functions outperformed unrestricted polynomials with larger differences in sampling 
frequencies. In an empirical application of out-of-sample nowcasting GDP in the Euro 
Area and the U.S. using monthly predictors, UMIDAS performed well. 

Mariano and Murasawa (2003) proposed a new coincident index of the business cycle 
that relied on monthly and quarterly indicators. In addition, Mariano and Murasawa 
(2010) applied the mixed-frequency VAR method to construct a new coincident 
indicator, that is, an estimate of monthly real GDP. They found that the coincident 
index based on the VAR model, relative to that obtained by a factor model, tracks 
quarterly real GDP well, although they were quite volatile. 
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Furthermore, Marcellino and Shumacher (2010) proposed merging factor models 
with the MIDAS approach, allowing them to forecast low-frequency variables, such 
as GDP, exploiting information in a large set of higher-frequency indicators. They 
found that all factor–MIDAS nowcasts can improve quarterly factor forecasts based 
on time-aggregated data. 

Recent applications using mixed-frequency factor models include Banbura and 
Modugno (2014), who discussed maximum likelihood estimation of factor models on 
datasets with arbitrary patterns of missing data. 

Unfortunately, the reliability of forecasts decreases during crisis times and steep 
recovery periods. The main reason for this pattern is the failure of the model to capture 
these tail events. Therefore, we can cite the empirical work developed by Marcellino, 
Foroni, and Stevanovic (2020), who used mixed-frequency MIDAS and UMIDAS 
models and then adjusted the original nowcasts and forecasts by an amount similar to 
the nowcast and forecast errors made during the financial crisis. Their main findings 
show that the adjusted growth forecasts for 2020 Q2 become closer to the actual value. 
Further, the adjusted growth forecasts based on alternative indicators become much 
more similar, indicating a slower recovery than without adjustment. 
 

3. Mixed-Frequency Models 
This section presents Mixed-Frequency Models: Mixed-Frequency Small Factor 
Models, UMIDAS Model and Mixed-Frequency 3-Pass Regression Filter. 

3.1 Mixed-Frequency Dynamic Factor Models (MFDFM) 
A bridge equation relates a quarterly variable to the three-month average of monthly 
variables. This implicitly restricts the parameters for the months of the quarter, which 
introduces asymptotic biases and inefficiencies (Ghysels, 2004). By contrast, MIDAS 
estimates a monthly regression of GDP on monthly indicators using distributed lags. 
This approach has been extended to mixed dynamic factor models, unrestricted 
MIDAS, and 3PRF. 

Factor models have also been employed to handle data with different frequencies. 
These models have been used to extract an unobserved state of the economy, create a 
new coincident indicator, exploit more information, and obtain more precise forecasts. 
Factor models have a long tradition of use in econometrics. Stock and Watson (1989), 
(2002) introduced a simple algorithm for estimating DFMs by maximum likelihood. 
By modelling the driving process behind (multivariate) observed data as latent 
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(unobserved), DFMs can incorporate missing observations without falsified imputed 
data and model noisy observations due to measurement errors. 

Mariano and Murasawa (2003) presented an mixed-frequency dynamic factor model 
(MFDFM) framework for mixed-frequency data, allowing practitioners to 
incorporate, for example, monthly and quarterly data without having to aggregate 
observations to the lowest frequency in the data. 

Mariano and Murasawa (2003) applied a maximum likelihood factor analysis to a 
mixed-frequency series of quarterly GDP and monthly business cycle indicators to 
construct an index related to monthly real GDP. Further, Giannone et al. (2008) 
pioneered the application of DFMs to nowcasting, with a specific emphasis on using 
real-time data flow to update predictions as new information became available. 

3.1.1. The Kalman Filter and Smoother 

Kalman filtering and smoothing allowed us to model the observations as a function of 
unobserved latent factors. The measurement equation relating observations to factors 
is defined as 𝑦𝑦𝑡𝑡 = 𝐻𝐻𝑧𝑧𝑡𝑡+𝜀𝜀𝑡𝑡  (1) 

And the transition equation, governing the evolution of unobserved factors, is 

𝑧𝑧𝑡𝑡 = 𝐴𝐴𝑧𝑧𝑡𝑡−1 + 𝑒𝑒𝑡𝑡  (2) 

Where 𝜀𝜀𝑡𝑡 and 𝑒𝑒𝑡𝑡 are normally distributed error terms with covariance matrix: 

𝐶𝐶𝐶𝐶𝐶𝐶 �
𝑒𝑒𝑡𝑡
𝜀𝜀𝑡𝑡�=�

𝑄𝑄 0
0 𝑅𝑅� 

In the above 𝑦𝑦𝑡𝑡, are noisy observations, 𝑧𝑧𝑡𝑡 stacked factors 𝑧𝑧𝑡𝑡 = [𝑥𝑥𝑡𝑡 , 𝑥𝑥𝑡𝑡−1 … , 𝑥𝑥𝑡𝑡−𝑝𝑝]. 
with 𝑝𝑝 lags and 𝑛𝑛𝑡𝑡  predetermined exogenous variables. 

Given the parameters 𝐻𝐻,𝐴𝐴,𝑄𝑄, 𝑎𝑎𝑛𝑛𝑎𝑎 𝑅𝑅, estimates of factors or estimates of missing 
series in 𝑦𝑦𝑡𝑡 are derived from the Kalman filter and are smoother. Our Kalman filter 
is: 

𝑧𝑧𝑡𝑡 𝑡𝑡−1⁄ = 𝐴𝐴 𝑧𝑧𝑡𝑡−1 𝑡𝑡⁄ −1 

𝑃𝑃𝑡𝑡 𝑡𝑡−1⁄ = 𝐴𝐴 𝑃𝑃𝑡𝑡−1 𝑡𝑡⁄ −1𝐴𝐴′ + 𝑄𝑄 

𝑦𝑦𝑡𝑡 𝑡𝑡−1⁄ = 𝐻𝐻�𝑧𝑧𝑡𝑡 𝑡𝑡−1⁄  

𝑆𝑆𝑡𝑡 = 𝐻𝐻� 𝑃𝑃𝑡𝑡 𝑡𝑡−1 ⁄ 𝐻𝐻�′ + 𝑅𝑅 

𝐶𝐶𝑡𝑡=𝑃𝑃𝑡𝑡 𝑡𝑡−1⁄  𝐻𝐻�′ 

𝑧𝑧𝑡𝑡 𝑡𝑡⁄ = 𝑧𝑧𝑡𝑡 𝑡𝑡⁄ −1 + 𝐶𝐶𝑡𝑡𝑆𝑆𝑡𝑡−1(𝑦𝑦𝑡𝑡 𝑡𝑡⁄ − 𝑦𝑦𝑡𝑡 𝑡𝑡−1⁄ ) 

𝑃𝑃𝑡𝑡 𝑡𝑡⁄ =𝑃𝑃𝑡𝑡 𝑡𝑡−1⁄ − 𝐶𝐶𝑡𝑡𝑆𝑆𝑡𝑡−1𝐶𝐶𝑡𝑡′ 
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Matrix 𝐻𝐻� in the above incorporates a helper matrix 𝐽𝐽 to extract, in the simplest 
example, contemporaneous factors from 𝑧𝑧𝑡𝑡. That is, 𝐽𝐽 = [𝐼𝐼𝑚𝑚 0 0 …] and 𝐻𝐻� = 𝐻𝐻𝐽𝐽. 

In the above notation 𝑥𝑥𝑡𝑡 𝑡𝑡−1⁄  refers to our estimates of 𝑥𝑥𝑡𝑡 given observations through 
𝑡𝑡, and 𝑥𝑥𝑡𝑡 𝑇𝑇⁄  is our estimate of 𝑥𝑥𝑡𝑡 conditional on available data through period T. Note 
that in the above 𝐾𝐾𝑡𝑡 = 𝐶𝐶𝑡𝑡𝑆𝑆𝑡𝑡−1 is the Kalman gain, 𝜗𝜗𝑡𝑡 = (𝑦𝑦𝑡𝑡 𝑡𝑡⁄ − 𝑦𝑦𝑡𝑡 𝑡𝑡−1⁄ ) is the 
prediction error and thus 𝐾𝐾𝑡𝑡𝜗𝜗𝑡𝑡 is our forecast update. 

3.1. 2 State-Space in Mixed-Frequency Models 

Because state-space models are apt to handle missing data, they are particularly well 
suited to mixed-frequency data sets in which, for example, a quarterly variable will 
not be observed for two out of three months. 

First, suppose that our model is in log levels, and as a concrete example, the 
frequencies are either monthly or quarterly. Denote 𝑦𝑦𝑡𝑡

𝑞𝑞 as the log of a quarterly 
observation in month 𝑡𝑡, Then 

𝑒𝑒𝑦𝑦𝑡𝑡
𝑞𝑞

= 𝑒𝑒𝑦𝑦𝑡𝑡𝑚𝑚 + 𝑒𝑒𝑦𝑦𝑡𝑡−1𝑚𝑚 + 𝑒𝑒𝑦𝑦𝑡𝑡−2𝑚𝑚   (3) 
  

The difficulty is that equation (1) is linear in the log variables, while equation (3) is 
not. To overcome this issue, we simply take a linear approximation of (3), which yields 

𝑦𝑦𝑡𝑡
𝑞𝑞 =

1
3

(𝑦𝑦𝑡𝑡𝑚𝑚 + 𝑦𝑦𝑡𝑡−1𝑚𝑚 + 𝑦𝑦𝑡𝑡−2𝑚𝑚 )  (4) 

Plugging equation (8) into the above yields the linear state-space structure: 

𝑦𝑦𝑡𝑡
𝑞𝑞 = 1

3
𝐻𝐻𝑥𝑥𝑡𝑡 + 1

3
𝐻𝐻𝑥𝑥𝑡𝑡−1 + 1

3
𝐻𝐻𝑥𝑥𝑡𝑡−2 + 𝜀𝜀𝑡𝑡  (5) 

Note that this requires that the model includes at least three lags of factors, although 
one does not need to estimate the coefficients on factors with more than one lag in the 
transition equation. 

To put the model into log differences, we begin with equation (4) and note that the 
observed ∆𝑦𝑦𝑡𝑡

𝑞𝑞is 

𝑦𝑦𝑡𝑡
𝑞𝑞 − 𝑦𝑦𝑡𝑡−3

𝑞𝑞 =
1
3

(𝑦𝑦𝑡𝑡𝑚𝑚 − 𝑦𝑦𝑡𝑡−3𝑚𝑚 ) +
1
3

(𝑦𝑦𝑡𝑡𝑚𝑚 − 𝑦𝑦𝑡𝑡−4𝑚𝑚 ) +
1
3

(𝑦𝑦𝑡𝑡−2𝑚𝑚 − 𝑦𝑦𝑡𝑡−5𝑚𝑚 ) 

                                  = 1
3
∆𝑦𝑦𝑡𝑡𝑤𝑤 + 2

3
∆𝑦𝑦𝑡𝑡−1𝑤𝑤 + ∆𝑦𝑦𝑡𝑡−2𝑤𝑤 + 2

3
∆𝑦𝑦𝑡𝑡−3𝑤𝑤 + 1

3
∆𝑦𝑦𝑡𝑡−4𝑤𝑤   (6) 

This is the result of Mariano and Murassawa’s (2003) study. Unlike in the level case, 
we now need to include at least four lags of the factors. 
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  We used the expectation–maximization (EM) algorithm, which is based on two steps: 

 Expectation step that computes the expected values of the factors given 
parameters at the current iteration 

 The maximisation step consists of finding the parameters that maximise the 
likelihood of the factors and the observed data 𝑦𝑦𝑡𝑡 for the current iteration. 

We repeat this process until the likelihood function converges. 

As with principal components, there is an identification issue, and a possible solution 
to avoid this issue is to use blocks. In fact, the blocks impose zero restrictions on our 
estimate 𝐻𝐻. For example, we can use the following over-identified model: 

𝐻𝐻 =

⎣
⎢
⎢
⎢
⎢
⎡
ℎ1,1 ℎ1,2 ℎ1,3
ℎ2,1 0 0

0 ℎ3,2 0
0 ℎ4,2 0
0 0 ℎ5,3⎦

⎥
⎥
⎥
⎥
⎤

 

In this example, our variable of interest (RGDP) is variable 1, which loads all factors. 
The factors may be nominal, supply, or demand factors. This framework allows us to 
examine how each economic sector contributes to our variable of interest (RGDP). 
Deviations in the observed value from the fitted values may be interpreted as a “gap”. 

3.2 Multivariate UMIDAS Models 

Foroni et al. (2015) studied the performance of a variant of MIDAS which does not 
resort to functionally distributed lag polynomials. They discussed how an unrestricted 
MIDAS (UMIDAS) regression could be derived in a general linear dynamic 
framework, under which conditions the parameters of the underlying high-frequency 
model can be identified. 

The UMIDAS is the model when 𝒚𝒚𝒕𝒕𝒕𝒕 (low-frequency) is regressed on its quarterly 
lags and on lags 𝒙𝒙𝒊𝒊𝒕𝒕𝒕𝒕  (high-frequency N variables); then, the model can be written as 
  𝒄𝒄(𝑳𝑳𝒕𝒕) 𝒚𝒚𝒕𝒕𝒕𝒕 = 𝜹𝜹𝟏𝟏(𝑳𝑳)𝒙𝒙𝟏𝟏𝒕𝒕𝒕𝒕+. . . . . . . . . . . . . . . . . . . . . . . . . . +𝜹𝜹𝑵𝑵(𝑳𝑳)𝒙𝒙𝒋𝒋𝒕𝒕𝒕𝒕 +  𝜺𝜺𝒕𝒕𝒕𝒕  (7) 

Where            𝑐𝑐(𝐿𝐿𝑚𝑚) = (1 − 𝑐𝑐1𝐿𝐿𝑚𝑚 −. . . . . . . . . . . . . .−𝑐𝑐𝑐𝑐𝐿𝐿𝑚𝑚𝑐𝑐  ), 
                        𝛿𝛿𝑗𝑗(𝐿𝐿) = �𝛿𝛿𝑗𝑗,0 + 𝛿𝛿𝑗𝑗,1𝐿𝐿 + ⋯… . +𝛿𝛿𝑗𝑗,𝑣𝑣𝐿𝐿𝑣𝑣�, 

This model is estimated at low-frequency, uses high-frequency regressors, and can be 
re-estimated for each month within the quarter. UMIDAS is linear; therefore, it can 
be estimated by Ordinary Least Squares (OLS), where t=1 …T and m represents the 
months of the quarter. 
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We used a form of direct estimation and constructed the forecast as: 

𝐲𝐲�𝐓𝐓𝐌𝐌𝐗𝐗+𝐦𝐦/ 𝐓𝐓𝐌𝐌
𝐗𝐗= �̅�𝐜(𝐋𝐋𝐤𝐤)𝐲𝐲𝐓𝐓𝐌𝐌𝐗𝐗 + 𝛅𝛅𝟏𝟏���(𝐋𝐋)𝐱𝐱𝟏𝟏𝐓𝐓𝐌𝐌𝐗𝐗+. . . . . . . . . . . . . . . . . . . . . . . . . . +𝛅𝛅𝐍𝐍����(𝐋𝐋)𝐱𝐱𝐍𝐍𝐓𝐓𝐌𝐌𝐗𝐗 (8) 

 Where the polynomials 𝐶𝐶̅(𝑧𝑧) = 𝑐𝑐1̅𝐿𝐿 𝑚𝑚 +. . . . . . . . . . . . +𝑐𝑐�̅�𝑐𝐿𝐿𝑚𝑚𝑐𝑐 and 𝛿𝛿�̅�𝑖(𝐿𝐿) are obtained 
by projecting 𝑦𝑦𝑡𝑡𝑚𝑚 on information dated 𝑚𝑚𝑡𝑡𝑚𝑚 −𝑚𝑚 𝐶𝐶𝑜𝑜 𝑒𝑒𝑎𝑎𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒𝑜𝑜,𝑓𝑓𝐶𝐶𝑜𝑜 𝑡𝑡 =
1,2, . . . . . . .𝑇𝑇𝑚𝑚𝑋𝑋. 

In general, the direct approach can also be extended to construct  

ℎ𝑚𝑚 −  𝑠𝑠𝑡𝑡𝑒𝑒𝑝𝑝 𝑎𝑎ℎ𝑒𝑒𝑎𝑎𝑎𝑎 forecasts given  𝑇𝑇𝑀𝑀𝑋𝑋: 

𝒚𝒚�𝑻𝑻𝑴𝑴𝑿𝑿 +𝒉𝒉𝒕𝒕/ 𝑻𝑻𝑴𝑴
𝑿𝑿 = 𝒄𝒄��𝑳𝑳

𝒌𝒌�𝒚𝒚𝑻𝑻𝑴𝑴𝑿𝑿 + 𝜹𝜹𝟏𝟏���(𝑳𝑳)𝒙𝒙𝟏𝟏𝑻𝑻𝑴𝑴𝑿𝑿 + ⋯… … … … … … … . . +𝜹𝜹𝑵𝑵����(𝑳𝑳)𝒙𝒙𝑵𝑵𝑻𝑻𝑴𝑴𝑿𝑿 (9) 

Where the polynomials 𝐶𝐶̅(𝑧𝑧) and 𝛿𝛿�̅�𝑖(𝐿𝐿) are obtained by projecting 𝑦𝑦𝑡𝑡𝑚𝑚 on information 
dated 𝑚𝑚𝑡𝑡𝑚𝑚 − ℎ𝑚𝑚 𝐶𝐶𝑜𝑜 𝑒𝑒𝑎𝑎𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒𝑜𝑜, 𝑓𝑓𝐶𝐶𝑜𝑜 𝑡𝑡 = 1,2, . . . . . . .𝑇𝑇𝑚𝑚𝑋𝑋. 

Additionally, in the case of UMIDAS, an autoregressive term can be easily included 
without any common factor restrictions. 

3.3 Mixed-Frequency Three-Pass Regression Filter 

An (OLS) approach is the Mixed 3–Pass Regression Filter of Hepenstrick and 
Marcellino (2015): 

𝑦𝑦𝑡𝑡+ℎ = 𝛽𝛽0 + 𝛽𝛽′𝐹𝐹𝑡𝑡 + 𝜂𝜂𝑡𝑡+1           (10) 

𝑍𝑍𝑡𝑡 = 𝜆𝜆0 + 𝞚𝞚𝑭𝑭𝒕𝒕 + ω𝒕𝒕                   (𝟏𝟏𝟏𝟏) 

𝑥𝑥𝑡𝑡 = 𝜙𝜙0 + 𝝓𝝓𝑭𝑭𝒕𝒕 + ε𝒕𝒕                   (𝟏𝟏𝟏𝟏) 

where 𝒚𝒚𝒕𝒕  is the target variable of interest, 𝐹𝐹𝑡𝑡= (𝑓𝑓𝑡𝑡′,𝑔𝑔𝑡𝑡′) are the 𝐾𝐾 = 𝐾𝐾𝑓𝑓 + 𝐾𝐾𝑔𝑔 common 
driving forces of all variables, the unobservable factors 𝛽𝛽 = �𝛽𝛽𝑓𝑓′ , 0′�, so that 𝑦𝑦 only 
depends on 𝑓𝑓; 𝑍𝑍𝑡𝑡 is a small set of 𝐿𝐿 proxies driven by the same underlying forces as 
𝑦𝑦, such that 𝛬𝛬 = �𝛬𝛬𝑓𝑓 , 0�  and 𝛬𝛬𝑓𝑓  is nonsingular, 𝑥𝑥𝑡𝑡 is a large set of N variables driven 
by both 𝑓𝑓 and g and t=1,…….T. 

We can estimate the model by a three-step algorithm: 
0) Aggregate monthly dataset to quarterly frequency 
1) For each variable in the quarterly dataset, 𝑥𝑥𝑖𝑖 , runs a (time series) regression of 𝑥𝑥𝑖𝑖  

on the proxy 𝑧𝑧: 𝑥𝑥𝑡𝑡
(𝑖𝑖) = 𝝓𝝓0

(𝑖𝑖) + 𝑧𝑧′𝝓𝝓𝒊𝒊 + 𝜺𝜺𝒕𝒕
(𝒊𝒊)  (13) 

2) Using the OLS estimates 𝝓𝝓𝒊𝒊�  obtained in the previous step, we run a cross-sectional 
regression of 𝑥𝑥𝑡𝑡

(𝑖𝑖) on 𝝓𝝓𝒊𝒊�  for each month in the monthly dataset: 



  

  
 

 
11 

𝑥𝑥𝑡𝑡
(𝑖𝑖) = 𝝓𝝓0

(𝑡𝑡) + 𝝓𝝓𝒊𝒊�
′𝑭𝑭𝒕𝒕 + 𝜺𝜺𝒕𝒕

(𝒊𝒊)  (14) 
3)  Mixed-frequency techniques with OLS estimate 𝐹𝐹𝑡𝑡� to forecast 𝑦𝑦𝑡𝑡+ℎ. Here, the 

time series regression of 𝒚𝒚𝒕𝒕+𝒉𝒉  on  𝐹𝐹𝑡𝑡�: 
𝑦𝑦𝑡𝑡+ℎ = 𝛽𝛽0 + 𝛽𝛽′𝐹𝐹𝑡𝑡 + 𝜂𝜂𝑡𝑡+1 

 

4. Tunisian Economic Growth: Narrative 
Analysis 
This section follows the same procedure that was developed before in nowcasting and 
forecasting aggregate RGDP, but we replace aggregate GDP with its sectoral added 
value. Therefore, we will take each disaggregated component of GDP and nowcast 
them based on a monthly dataset of release indicators by using mixed-frequency data 
sampling as unrestricted autoregressive MIDAS (UMIDAS-AR), three-pass 
regression filter, and mixed dynamic factor models (MDFM). 

4.1 Stylized Facts of the Tunisian Economy: 

• Decrease in growth from 2011 and decline in potential growth reflecting 
structural weaknesses: 

In the last decade, the Tunisian economy has been subjected to significant internal 
and external shocks that have largely impacted its potential growth. The COVID-19 
pandemic hit Tunisia hard, leading to an unprecedented economic downturn. Real 
GDP was estimated to have contracted by 8.8 percent in 2020, the largest economic 
downturn since the country’s independence. 

The pandemic aggravated Tunisia’s long-standing vulnerabilities, stemming from 
persistent internal instability, loss of export market share, and decline in productivity. 
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Figure (1): Evolution of GDP in level (in millions of dinars) 

 

• Dependence of the eurozone economic cycle: 

The Tunisian economy depends closely on the European cycle since this partner 
represents more than three-quarters of Tunisian exports, particularly in the 
mechanical and electrical industries and textiles and clothing, which are the key 
sectors of the Tunisian industry with a share of 45% and 21% of goods exports, 
respectively, in 2020. 

Thus, it is useful to use indicators that provide an idea of external demand, such as 
the production index or eurozone business climate indicator. 

Figure (2): Tunisian textile and mechanical and electrical industries with Euro 
Area industrial production index 
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• Multitudes of shocks: 

 2004: Dismantling of multi-fibre agreements 
 2009: Subprime crisis 
 2011: revolution 

Political and social instability affects many sectors, especially phosphates, 
derivatives, and energy (in addition to drawing on natural reserves). 

 2015: terrorist attacks 
 2020: Impact of COVID-19 including supply and demand chocs 
 High volatility of agricultural production dependent on climatic conditions 

• Growth drivers: 

 Since 2011, growth has been driven mainly by consumption, fuelled by 
increases in public and private sector wages, against a downward trend in 
investment and underperformance of exports. 

 Consumption decline, especially from 2018: tightening of monetary and 
fiscal policy. 

• Post COVID forecasting difficulties (2020): 

 Impact of the health crisis, containment measures, and uncertainties on: 
Exporting sectors: estimated through external demand 
- sectors linked to local demand (construction, trade, and other market 
services) which are not captured by the available explanatory variables 

 Negative contribution from the public sector (-1.2 pp in 2020) linked to the 
application of exceptional administrative timing 

• Estimation of quarterly GDP by the National Statistical Institute: 

Depending on the availability of economic indicators relating to the various economic 
sectors included in GDP, the National Statistical Institute used both calibration and 
smoothing techniques. 

 Estimated added value by calibration on a cyclical indicator: industry except 
building and civil engineering (industrial production index), hotels 
(overnight stays), etc. 

 Estimation of value added (VA) using other techniques in the absence of 
indicators: 
o Smoothing: Agriculture, Café and Restaurant, Telecommunications, 

Other market services 
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o Adjustment concerning the VA of other sectors: Trade (VA of 
agriculture and industry), indirect taxes net of subsidies (total VA) 

Based on the GDP construction method, variables such as the industrial production 
index and overnight stays correlate with GDP. However, publication times led us to 
search for other variables with shorter publication times. 

4.2 Sectoral growth analysis 

The analysis of quarterly growth shows an important relationship with industrial 
activity and market services, while the added value of agriculture is experiencing 
significant volatility linked to dependence on climatic hazards and the olive tree 
production cycle. 

Figure (3): Growth rates by sector 

  

Thus, the analysis of the origins of growth shows that it is the most volatile sector and 
is dependent on the economic cycle, such as manufacturing industries, which drive 
the pace of growth. This explains the importance of the indicators in these sectors for 
modelling short-term growth. 

Regarding the change in the trend since 2017 (lower correlation between the growth 
of industry and services with that of GDP), this should be explained by internal factors 
(social and political instability, loss of competitiveness, etc.), which cause growth to 
move away from the European economic cycle (first customers for manufacturing 
industries and tourism). 
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Figure (4): GDP, Manufacturing and non-manufacturing industries 

 

• Sectoral growth contribution: 
Table (1): Growth contributions 

Agriculture Very Volatile: 1.2 percentage points in 2018 vs. -0.9 points in 2016 
Manufacturing 
industries 

Weakening of the contribution from 2011: dependence on Euro area 
and availability of phosphates (chemical industries) 

Non-Manufacturing 
industries 

Negative contribution (structural and cyclical problems) 

Market services Usually positive and important except for years of external shock: 2011 
(-1,5 pp), 2015 (-0,2 pp), 2020 (-5,7 pp) 

Non-market services 
activities 
 

Significant contribution of the public sector, especially during the 
period 2011-2013 (1 pp on average) then deceleration (0.1 pp over 
2017-2019): public wage bill 

 

• 2015-2016: Given the growth weakness (terrorist attacks in 2015, political 
instability, etc.), agriculture’s contribution to growth was very significant (1.1 
percentage points and -0.9 points respectively; 94% and 79% of growth). On the other 
hand, the contribution of public administration was around 0.6% in 2015 and 2016 ( 
51% and 42.1% growth, respectively). It should be noted that the contribution of 
public administration added value weakened from 2017 (tightening of fiscal policy 
after a very expansionary policy between 2011 and 2016). 

 
 
 

-30

-20

-10

0

10

20

Q
1-2000

Q
4-2000

Q
3-2001

Q
2-2002

Q
1-2003

Q
4-2003

Q
3-2004

Q
2-2005

Q
1-2006

Q
4-2006

Q
3-2007

Q
2-2008

Q
1-2009

Q
4-2009

Q
3-2010

Q
2-2011

Q
1-2012

Q
4-2012

Q
3-2013

Q
2-2014

Q
1-2015

Q
4-2015

Q
3-2016

Q
2-2017

Q
1-2018

Q
4-2018

Q
3-2019

Q
2-2020

Manufacturing Industries Non manufacturing industries



  

  
 

 
16 

Figure (5): GDP, market activities and non-market activities 

 

• 2016-2017: The performance of market services (gradual recovery of tourism 
after the 2015 terrorist attacks) was greater than that of GDP (growth in industry 
dragged down overall growth), particularly in non-manufacturing industries (social 
protests and continuous depletion of nature reserves and lack of investment). 

• 2018-2019: continued underperformance of the industry compared to overall 
growth: problems in the extractive activity (Energy and phosphate). 

• 2020: The decline in growth is largely attributable to market services (tourism 
and transport, trade, etc.) and, to a lesser extent, to manufacturing industries 
(mechanical industries, textiles, and clothing) and construction. In addition, the 
growth of non-market services has experienced a significant decline (accounting for 
exceptional hours and remote work). 
 

5. Data Selection 
The selection of indicators was based on the calculated correlation matrix between 
the aggregated (to quarterly frequency) monthly indicators, aggregated GDP, and 
disaggregated components of GDP. However, indicators must also have a strong 
economic relationship and a reasonable publication time. 

We collected a dataset with values from January 2000 up to the most recent 
observations at the time of writing (June 2021). The dataset contains 33-quarterly 
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frequency observations for components of GDP at constant prices by output side, 
which are defined as the value-added of the main branches of Tunisian economic 
activity compiled by INS. The data cover 85 monthly indicators of economic and 
financial variables spanning hard indicators such as electricity consumption and 
industrial production index by activity sectors, the service sector as Air Transports 
and Tourists Nights; Natural resources production as phosphate production, Crude oil 
production; the Financial and monetary sector as TUNINDEX (stock market) by 
sector, credits to the economy, credit card payments, financial services, aggregate 
money in the sense of M3, Central Bank balance sheet, Net foreign assets; the 
International sector as Industrial Production Manufacturing Index of Eurozone, 
Energy prices and Manufacturing Confidence Indicator, and Employment as job offer 
and job demand. However, only a few monthly indicators are available for the 
agricultural sector. 

Concerning data processing and seasonal adjustment, before modelling we need to: 

 Ensure data are stationary; we have to difference/log differences and remove 
low-frequency trends. 

 Possibly standardise data. 
 Seasonally Adjusted data (adding National Calendar Dates). 

Tables (1)–(4) in the annexes present the ragged-edge structure of our dataset, 
including both quarterly and monthly variables. 

Currently, we have a mixed-frequency database characterised by publication delays 
that differ from one indicator to another and a significant number of missing 
observations. 

Our objective is to develop mixed-frequency models that allow us to manage the 
“ragged-edge” structure of the data because of the publication delays of monthly and 
quarterly predictors. In fact, MDFM constitute an adapted approach to solve this issue 
and have several advantages: 

 Analyse the intra-quarter dynamics of economic fluctuations conditional on 
quarterly releases of RGDP. 

 Solve the issue of ragged edges and missing observations of data using the 
prediction routine. 

 Construct a monthly index of economic activity. 
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6. The Monthly Index Of Economic Activity 
Using MFDFM 

6.1 Selection of monthly indicators by sector 
As for the variable selection, a wide set of monthly predictors are selected by each 
sector as the manufacturing, non-manufacturing, and service components of GDP. 
This selection is based on the calculated correlation matrix between the monthly 
indicators and disaggregated components of GDP. We chose indicators that were 
superior to 0.17. 

For manufacturing GDP: 
We selected 9 monthly indicators: 

 Industrial production index (IPI) -manufacturing industries 
 IPI -2010 
 Manufacturing confidence indicator Zone Euro 
 TUNINDEX 
 Export agriculture and food industry 
 Consumer goods 
 Industries automobiles and equipment 
 Basic materials 
 Tourists nights 

Figure (6): growth rates of GDP manufacturing and the long history monthly 
indicator
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 Figure (7): growth rates of manufacturing GDP and the short history monthly 
indicators 

 

 

 

 

 

  

 

 

 

The blue line is the growth rate of manufacturing GDP, and the other colours are the 
different monthly predictors. Figure 7 shows that the IPI index by sector and exports 
by sector follow the manufacturing GDP fluctuations and trend, reflecting its 
significant correlation. 

For non-manufacturing GDP: 
we selected 11 monthly indicators: 

 IPI-energy 
 IPI-crude oil natural gaz 
 Electricity consumption extractive industry 
 Electricity consumption pumping 
 Electricity consumption tourism 
 Electricity consumption services 
 Export other manufacturing industries 
 Natural gas production 
 Products and personal care 
 Industries 
 Buildings and materials 
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Figure (8): growth rates of GDP non-manufacturing and the long history 
monthly indicators 

 

 

Figure (9): growth rates of GDP non-manufacturing and Consumption electricity 
monthly indicators 
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Figure (10): growth rates of GDP non-manufacturing and the long history 
monthly indicators 

 

The blue line is the growth rate of non-manufacturing GDP, and the other colours are 
the different monthly predictors. As shown in figure 10, the natural gas production 
and electricity consumption by sector follow the fluctuations and the trend of 
manufacturing GDP, reflecting its significant correlation with it. 

For GDP services, we selected these indicators: 

 IPI building ceramics, 
 Electricity consumption tourism, 
 Tourists nights, 
 Ipi-manufacturing euro area, 
 Consumer services, 
 Distribution, 
 Industries, 
 Banks, 
 Insurance, 
 Services 
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Figure (11): growth rates of GDP services and the short history monthly 
indicators 

 

In figure 11, the blue line corresponds to the growth rate of GDP services, and the 
purple line is the growth rate of tourists’ nights. This indicator follows the fluctuations 
in GDP, especially the significant decline in the crisis periods of 2011 and 2020. 

6.2 Specify blocks and estimate the model: 2 factor model 
We may want to have only one factor for a single economic activity index. 
Alternatively, we can have several factors and divide them into blocks. Furthermore, 
the two-factor model was the most precise among the models with three or one global 
factor. We identify these two blocks as real and nominal, respectively. (Figure 5 in 
annexes). 

We applied the EM algorithm to estimate monthly GDP values. Furthermore, if the 
GDP release is not yet available, but some monthly indicators are, the EM algorithm 
can be employed to obtain an estimate of the corresponding quarterly GDP. 

Figure (12): The DFM estimation with two factors 
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 This figure displays the time series used to estimate the dynamic factor model 
together with the estimate of the common factor; the estimated factor is reported in 
standardised units. GDP and the factor are reported in annualised growth units in the 
bottom panel. 

  Figure (13): calculation of the monthly activity index 

 

Taking only the real activity block, we have a standardised index where the value zero 
corresponds to the average growth rate of real economic activity observed from 
January 2000 to June 2021. When the index level is above (below) the zero value, 
economic conditions progress (weaken) relative to the average growth rate of the 
conditions in the Tunisian economy. 

6.3 Out-of-sample evaluation of DFM model: 
We attempted to consider the backtest from March 2019 to April 2020. Ideally, 
backtesting should use vintage data to control for publication dates and data revisions. 
Unfortunately, we did not have vintage data on these dates. Therefore, we used the 
pattern of missing observations in the tails of the data. Our objective was to recreate 
this pattern of missing observations in the tail of the data for each backtest date. The 
question is, what do the backtest GDP values look like from one month after the 
reference date, which means around one month before the true GDP values are 
published? 
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Figure (14): Backtest DFM 

 

 

 

 

COVID 19 had very large volatility. From Figure 14, it seems that the backtest values 
move in the correct direction, but the magnitude over COVID is too small. We are 
interested in how the Q2 2019 estimate evolves over time. 

Figure (15): six predictions for GDP in Q2 2019 

 

 

 

 

 

  
  

From Figure (15), the black line is the true GDP for Q2 2019 and the nowcast of GDP. 
In fact, we started further away in the long-run mean, which has detrended data, and 
as we obtained more data, we became closer to the true GDP. 
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7. Forecasting Disaggregated GDP Via 
UMIDAS 
In this section, we regress each output side component of real GDP on the stacked 
monthly indicators released in the first, second, and third months and compare their 
predictive ability by computing the RMSE: 

  We stacked the variables of 𝑥𝑥𝑚𝑚𝑦𝑦𝑞𝑞1
(1) = 𝑥𝑥𝑦𝑦𝑚𝑚01 

𝑥𝑥𝑚𝑚𝑦𝑦𝑞𝑞2
(2) = 𝑥𝑥𝑦𝑦𝑚𝑚02  

(15)𝑥𝑥𝑚𝑚𝑦𝑦𝑞𝑞3 = 𝑥𝑥𝑦𝑦𝑚𝑚03 

The UMIDAS regression is defined as follow: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃𝑡𝑡𝑞𝑞 = 𝛼𝛼1 + 𝛽𝛽1𝑥𝑥𝑚𝑚𝑡𝑡𝑞𝑞
(1) + 𝛽𝛽2𝑥𝑥𝑚𝑚𝑡𝑡𝑞𝑞

(2) + 𝛽𝛽3𝑥𝑥𝑚𝑚𝑡𝑡𝑞𝑞
(3) + 𝑢𝑢𝑡𝑡𝑞𝑞   (16) 

7.1 Modelling manufacturing for GDP estimating 
This section uses a multivariate unrestricted MIDAS model incorporating the relevant 
indicators that have predictive power in nowcasting manufacturing GDP. Nineteen 
right hand side (RHS) variables were included. An increase in RHS variables required 
more shrinking of parameter estimates toward zero to avoid overfitting; then, the 
model was estimated by ridge regression. 

We specify two models—the first contained variables with a long history. The second 
model used financial variables with a short history. 

 In the first model, we regress real GDP manufacturing on the stacked monthly 
indicators MMP1, which contains one and two months’ worth of real indicators. 
In the second model, we stacked the financial indicators on MMP2, which contains 
three months, and released financial indicators with term lag 1: 

We define:                                    𝑥𝑥𝑚𝑚𝑦𝑦𝑞𝑞1
(1) = 𝑥𝑥𝑦𝑦𝑚𝑚01 

𝑥𝑥𝑚𝑚𝑦𝑦𝑞𝑞2
(2) = 𝑥𝑥𝑦𝑦𝑚𝑚02 

 𝑥𝑥𝑚𝑚𝑦𝑦𝑞𝑞3 = 𝑥𝑥𝑦𝑦𝑚𝑚03 

MMP1=[ 𝑒𝑒𝑎𝑎𝑔𝑔(1), 𝑋𝑋2, ,�
𝐼𝐼𝑃𝑃𝐼𝐼 𝑚𝑚𝑎𝑎𝑛𝑛𝑢𝑢𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑢𝑢𝑜𝑜𝑒𝑒𝑛𝑛𝑔𝑔 𝑒𝑒𝑛𝑛𝑎𝑎𝑢𝑢𝑠𝑠𝑡𝑡𝑜𝑜𝑒𝑒𝑒𝑒𝑠𝑠

, 𝑋𝑋3,�
𝐼𝐼𝐼𝐼𝐼𝐼_2010

, 𝑋𝑋4,⏟
𝐸𝐸𝑥𝑥𝑝𝑝𝐶𝐶𝑜𝑜𝑡𝑡𝑠𝑠 _𝑎𝑎𝑔𝑔𝑜𝑜𝐶𝐶𝑎𝑎𝑒𝑒𝑒𝑒𝑚𝑚𝑒𝑒𝑛𝑛𝑡𝑡𝑎𝑎𝑒𝑒𝑜𝑜𝑒𝑒

, 𝑋𝑋5,⏟
𝑡𝑡𝐶𝐶𝑢𝑢𝑜𝑜𝑒𝑒𝑠𝑠𝑡𝑡𝑠𝑠 𝑛𝑛𝑒𝑒𝑔𝑔ℎ𝑡𝑡𝑠𝑠

,,

 𝑋𝑋6,𝑋𝑋7,  �����
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑓𝑓𝑚𝑚𝑐𝑐𝑡𝑡𝑚𝑚𝑚𝑚𝑖𝑖𝑚𝑚𝑔𝑔 𝑐𝑐𝑐𝑐𝑚𝑚𝑓𝑓𝑖𝑖𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑐𝑐 𝑖𝑖𝑚𝑚𝑐𝑐𝑖𝑖𝑐𝑐𝑚𝑚𝑡𝑡𝑐𝑐𝑚𝑚𝑖𝑖

 𝑋𝑋8,𝑋𝑋9���
𝑇𝑇𝑚𝑚𝑚𝑚𝑖𝑖𝑚𝑚𝑐𝑐𝑐𝑐𝑇𝑇

,]. 

MMP2=[ 𝑒𝑒𝑎𝑎𝑔𝑔(1), 𝑋𝑋2,𝑋𝑋3,𝑋𝑋4�������
𝑐𝑐𝑐𝑐𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚𝑐𝑐𝑚𝑚 𝑔𝑔𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖

, 𝑋𝑋5,𝑋𝑋6,𝑋𝑋7������� ,
𝑖𝑖𝑚𝑚𝑐𝑐𝑚𝑚𝑖𝑖𝑡𝑡𝑚𝑚𝑖𝑖𝑐𝑐𝑖𝑖 𝑚𝑚𝑚𝑚𝑡𝑡𝑐𝑐𝑚𝑚𝑐𝑐𝑎𝑎𝑖𝑖𝑎𝑎𝑐𝑐𝑖𝑖

𝑋𝑋8,𝑋𝑋9,𝑋𝑋10������� ,
𝑚𝑚𝑡𝑡𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚𝑇𝑇 𝑐𝑐𝑐𝑐 𝑎𝑎𝑚𝑚𝑖𝑖𝑐𝑐

]. 
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Then, we pooled the fitted values of manufacturing GDP. Table (2) reports the 
regression results on real indicators: 
Table (2): Multivariate AR-UMIDAS Estimation using real long history monthly 
indicators 

Variables Coefficients Std t-student 

AR(1) -0.28 0.05 -5.86 

X2* 0.19 0.11 1.71* 

X3 0.09 0.12 0.77 

X4 -0.007 0.12 -0.05 

X5 0.497 0.059 8.30 

X6* 0.30 0.10 3.02 

X7 -0.005 0.10 -0.04 

X8 0.18 0.08 2.25* 

X9 0.08 0.12 0.70 

R-squared: 0,6636 

Adjusted R-Squared:0,5917 

  The multivariate AR-UMIDAS yields an 𝑅𝑅2 which is on the order of 66%. 

 

Table (3): Multivariate AR-UMIDAS Estimation using short-horizon financial 
monthly indicators 

Variables Coefficients Std t-student 

AR(1) -0.44 0.08 -4.98 
X2* 0.20 0.20 0.99 
X3 0.05 0.22 0.26 
X4 0.19 0.12 1.59 
X5 -0.05 0.20 -0.24 

X6* 0.019 0.22 0.08 
X7 0.44 0.21 2.04 
X8 -0.34 0.22 -1.52 
X9 0.32 0.22 1.44 

X10 -0.05 0.21 -0.26 
R-squared: 0,6236 

Adjusted R-Squared:0,5817 
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Figure (16): Multivariate UMIDAS fitted Manufacturing RGDP 

The dynamics align well with the Tunisian RGDP Manufacturing growth, which 
declined sharply in 2011 (revolution: recession of the economy) and 2020 (covid_19). 
However, note that the magnitudes of the predictions in these crises are significantly 
less than the realised values. 

7.2 Modelling non-manufacturing for GDP estimation 
We specified three models, the first contained variables with long histories. The 
second model used electricity consumption by sector, and the third used financial 
variables with a short history. 

In the first model, we regressed quarterly non-manufacturing GDP on NM1, which 
contained the first month’s releases of long history real indicators with autoregressive 
term lag1: 
NM1=[ 𝑒𝑒𝑎𝑎𝑔𝑔(1), 𝑋𝑋2, ,�

𝐼𝐼𝑃𝑃𝐼𝐼 𝑒𝑒𝑛𝑛𝑒𝑒𝑜𝑜𝑔𝑔𝑦𝑦

, 𝑋𝑋3,�
𝐼𝐼𝐼𝐼𝐼𝐼_𝑐𝑐𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐 𝑐𝑐𝑖𝑖𝑎𝑎

, 𝑋𝑋4,⏟
𝐸𝐸𝑥𝑥𝑝𝑝𝐶𝐶𝑜𝑜𝑡𝑡𝑠𝑠 _𝐶𝐶𝑡𝑡ℎ𝑒𝑒𝑜𝑜 𝑚𝑚𝑎𝑎𝑛𝑛𝑢𝑢𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑢𝑢𝑜𝑜𝑒𝑒𝑛𝑛𝑔𝑔 𝑒𝑒𝑛𝑛𝑎𝑎𝑢𝑢𝑠𝑠𝑡𝑡𝑜𝑜𝑒𝑒𝑒𝑒𝑠𝑠

, 𝑋𝑋5,⏟
𝑁𝑁𝑎𝑎𝑡𝑡𝑢𝑢𝑜𝑜𝑎𝑎𝑒𝑒 𝑔𝑔𝑎𝑎𝑧𝑧 𝑝𝑝𝑜𝑜𝐶𝐶𝑎𝑎𝑢𝑢𝑐𝑐𝑡𝑡𝑒𝑒𝐶𝐶𝑛𝑛

]. 

Table (4): Multivariate AR-UMIDAS Estimation using long-history real 
indicators 

Variables Coefficients Std t-student 

AR(1) -0.08 0.07 -1.05 
X2* 0.09 0.09 1.07 
X3 0.08 0.10 0.82 
X4 0.28 0.07 3.98 
X5 0.14 0.09 1.55 

R-squared:0,5736 

Adjusted R-Squared:0,5417 
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The second equation includes the updated series of electricity consumption by sector 
on the RHS. Since the data are from different vintages, we must select how many 
months are currently observed for electricity consumption by sector: 

NM2=[ 𝑒𝑒𝑎𝑎𝑔𝑔(1), 𝑋𝑋2, ,�
𝑒𝑒𝑒𝑒𝑒𝑒𝑐𝑐𝑡𝑡𝑜𝑜𝑒𝑒𝑐𝑐𝑒𝑒𝑡𝑡𝑦𝑦 𝑐𝑐𝐶𝐶𝑛𝑛𝑠𝑠𝑢𝑢𝑚𝑚𝑝𝑝𝑡𝑡𝑒𝑒𝐶𝐶𝑛𝑛 𝑒𝑒𝑥𝑥𝑡𝑡𝑜𝑜𝑎𝑎𝑐𝑐𝑡𝑡𝑒𝑒𝐶𝐶𝑒𝑒 𝑒𝑒𝑛𝑛𝑎𝑎𝑢𝑢𝑠𝑠𝑡𝑡𝑜𝑜𝑦𝑦

, 𝑋𝑋3,�
𝑐𝑐𝑎𝑎𝑐𝑐𝑐𝑐𝑡𝑡𝑚𝑚𝑖𝑖𝑐𝑐𝑖𝑖𝑡𝑡𝑦𝑦 𝑐𝑐𝑐𝑐𝑚𝑚𝑖𝑖𝑚𝑚𝑚𝑚𝑝𝑝𝑡𝑡𝑖𝑖𝑐𝑐𝑚𝑚 𝑝𝑝𝑚𝑚𝑚𝑚𝑝𝑝𝑖𝑖𝑚𝑚𝑔𝑔 

,

 𝑋𝑋4,⏟
𝑒𝑒𝑒𝑒𝑒𝑒𝑐𝑐𝑡𝑡𝑜𝑜𝑒𝑒𝑐𝑐𝑒𝑒𝑡𝑡𝑦𝑦 𝑐𝑐𝐶𝐶𝑛𝑛𝑠𝑠𝑢𝑢𝑚𝑚𝑝𝑝𝑡𝑡𝑒𝑒𝐶𝐶𝑛𝑛 𝑡𝑡𝐶𝐶𝑢𝑢𝑜𝑜𝑒𝑒𝑠𝑠𝑚𝑚

, 𝑋𝑋5,⏟
𝑒𝑒𝑒𝑒𝑒𝑒𝑐𝑐𝑡𝑡𝑜𝑜𝑒𝑒𝑐𝑐𝑒𝑒𝑡𝑡𝑦𝑦 𝑐𝑐𝐶𝐶𝑛𝑛𝑠𝑠𝑢𝑢𝑚𝑚𝑝𝑝𝑡𝑡𝑒𝑒𝐶𝐶𝑛𝑛 𝑠𝑠𝑒𝑒𝑜𝑜𝐶𝐶𝑒𝑒𝑐𝑐𝑒𝑒𝑠𝑠

]. 

 

In the third model, we regressed quarterly non-manufacturing GDP on NM3, which 
contained the first month’s releases of short history financial indicators with 
autoregressive term lag1: 
For financial indicators, we selected the three months: 

NM3=[ 𝑒𝑒𝑎𝑎𝑔𝑔(1), 𝑋𝑋2,𝑋𝑋3,𝑋𝑋4�������
𝑖𝑖𝑚𝑚𝑐𝑐𝑚𝑚𝑖𝑖𝑡𝑡𝑚𝑚𝑚𝑚𝑖𝑖𝑐𝑐𝑖𝑖

, 𝑋𝑋5,𝑋𝑋6,𝑋𝑋7������� ,
𝐵𝐵𝑚𝑚𝑡𝑡𝑖𝑖𝑚𝑚𝑐𝑐𝑚𝑚𝑡𝑡 𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑚𝑚𝑖𝑖𝑡𝑡𝑚𝑚𝑚𝑚𝑐𝑐𝑡𝑡𝑖𝑖𝑐𝑐𝑚𝑚𝑖𝑖 

]. 

 

Figure (17): Multivariate UMIDAS fitted Non- Manufacturing RGDP 

7.3 Modelling services for GDP estimation 
From the services sector, we specified two models. The first model contained 
variables with a long history. The second model used financial variables with a short 
history. 

We regressed quarterly services GDP on S1, which contained the long history months, 
and released real indicators with autoregressive term lag1: 
S1=[ 𝑒𝑒𝑎𝑎𝑔𝑔(1), 𝑋𝑋2, ,�

𝐼𝐼𝑃𝑃𝐼𝐼−𝑐𝑐𝑒𝑒𝑜𝑜𝑎𝑎𝑚𝑚𝑒𝑒𝑐𝑐𝑠𝑠

, 𝑋𝑋3,�
𝑡𝑡𝑐𝑐𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖 𝑚𝑚𝑖𝑖𝑔𝑔ℎ𝑡𝑡𝑖𝑖 

, 𝑋𝑋4, 𝑋𝑋5�
𝑇𝑇𝑢𝑢𝑛𝑛𝑒𝑒𝑛𝑛𝑎𝑎𝑒𝑒𝑥𝑥

, 𝑋𝑋6,⏟
𝑚𝑚𝑎𝑎𝑛𝑛𝑢𝑢𝑓𝑓𝑎𝑎𝑐𝑐𝑡𝑡𝑢𝑢𝑜𝑜𝑒𝑒𝑛𝑛𝑔𝑔 𝑒𝑒𝑛𝑛𝑎𝑎𝑒𝑒𝑥𝑥 𝑒𝑒𝑛𝑛𝑎𝑎𝑒𝑒𝑐𝑐𝑎𝑎𝑡𝑡𝐶𝐶𝑜𝑜

]. 
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Figure (18): Multivariate UMIDAS fitted services RGDP 
 

 
Table (5): Multivariate AR-UMIDAS Estimation using long-history real 
indicators 
 

Variables Coefficients Std t-student 

AR(1) 0.19 0.06 3.166 
X2* 0.13 0.06 2.16 
X3 0.20 0.06 3.12 
X4 0.11 0.05 2.043 
X5 0.05 0.06 0.84 
X6 0.06 0.066 1.036 

R-squared :0,7763  

Adjusted R-Squared :0,6417 

We regressed quarterly services GDP on S2, which contained the monthly releases of 
financial indicators with autoregressive term lag1: 
S2=[ 𝑒𝑒𝑎𝑎𝑔𝑔(1), 𝑋𝑋2, ,�

𝐸𝐸𝑒𝑒𝑒𝑒𝑐𝑐𝑡𝑡𝑜𝑜𝑒𝑒𝑐𝑐𝑒𝑒𝑡𝑡𝑦𝑦 𝑐𝑐𝐶𝐶𝑛𝑛𝑠𝑠𝑢𝑢𝑚𝑚𝑝𝑝𝑡𝑡𝑒𝑒𝐶𝐶𝑛𝑛 𝑡𝑡𝐶𝐶𝑢𝑢𝑜𝑜𝑒𝑒𝑠𝑠𝑚𝑚

, 𝑋𝑋3, 𝑋𝑋4�
𝐶𝐶𝐶𝐶𝑛𝑛𝑠𝑠𝑢𝑢𝑚𝑚𝑒𝑒𝑜𝑜 𝑠𝑠𝑒𝑒𝑜𝑜𝐶𝐶𝑒𝑒𝑐𝑐𝑒𝑒𝑠𝑠

, 𝑋𝑋5,𝑋𝑋6���
𝐼𝐼𝑚𝑚𝑐𝑐𝑚𝑚𝑖𝑖𝑡𝑡𝑚𝑚𝑖𝑖𝑐𝑐𝑖𝑖

  𝑋𝑋6,�
𝐵𝐵𝑚𝑚𝑚𝑚𝑞𝑞𝑚𝑚𝑐𝑐𝑖𝑖

]. 

7.4 Modelling GDP from its components: 

The different weights of the main components of GDP were determined via an OLS  

regression of aggregated GDP on components by the output side given in Table (9): 
 Table (6): Weights of the different components of GDP 
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By weighting the different estimations of the components of GDP at constant prices 
(manufacturing GDP, non-manufacturing GDP, and services GDP). 

 

Figure (19): Multivariate UMIDAS fitted RGDP

 

8. Backtest Out-of-Sample 

Sample performance is not indicative of how the model will perform going forward 
in time; out-of-sample nowcasting is required to test the performance of the model. 

Thus, we backtested the model over the last 30 periods of the data (30/06/2012 to 
30/09/2019), using the data up to the current backtesting date to estimate the 

parameters. 

  

2005 2010 2015 2020
-6

-5

-4

-3

-2

-1

0

1

2

3

true values

fitted values

Components of GDP Coefficients  SE T value 

Manufacturing 0.3488 0.060819 5.7365 

Non-Manufacturing  0.55792 0.065737 8.4872 

Services 0.4362 0.069598 6.2679 
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Table (7) Mean squared error (MSE) performance of UMIDAS-AR models (out-
of-sample) 

 
Models  

Out-of-sample MSE 
M1 M2 M3 

UMIDAS-AR-IPI 0,3071 0,3022 0,3211 
UMIDAS-AR-Imports 0,3258 0,3228 0,317 

UMIDAS-AR-electricity consumption 0,3306 0,3413 0,3041 
UMIDAS-AR-mci 0,3371 0,3482 0,3497 

UMIDAS-AR-gaz-production 0,3457 0,3998 0,4048 
UMIDAS-AR-IPI-EURO 0,3026 0,3084 0,3078 

UMIDAS-AR-oilproduction 0,545 0,565 0,5775 
UMIDAS-AR-phosphate 0,3036 0,3011 0,301 

UMIDAS-AR-Tuindex 0,3441 0,3262 0,3049 
Multivariate_MIDAS  0,3034  

Mixed Dynamic factor model  0.13654  
3PRF  0,3012  

  Benchmark VAR(2) 1,0808 
Mean to-date 0,3579 

Figure (20): Out of sample MSE  

 

 

Our results indicate that MFDFM and pooled models (mean of the different models 
as individual unrestricted MIDAS, Multivariate MIDAS and MDFM) had the lowest 
MSE, showing that these models have the potential for nowcasting and forecasting 
with either higher volatility in GDP (particularly during COVID19) and with more 
limited data availability. 

Forecasting RGDP for further quarters of 2021 using MDFM, 3-PRF, and pooled 
forecasts is reported in Table 8. 
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Table (8): Nowcasting third quarter of RGDP growth in year 2021 based on the 
releases data 

 Estimations T3-2021 
  MFDFM UMIDAS (AR) 
RGDP at constant prices (MDT) (base2015) 22 160 22 240 

Quarterly growth (en %) -0,48 -0,12 

Growth (Q-Q) in year(en %) -1,4 -1 

 

9. Synthesis 

In this study, we set up a large dataset containing 118 potentially relevant indicators 
to monitor the evolution of the Tunisian economy. In addition to real sector variables, 
we used relevant indicators to capture the pandemic effect, such as electricity 
consumption by sectors, stock market index detailed by sectors, and international 
economic surveys. Financial variables seem to improve the performance of 
forecasting models at all forecast horizons. However, due to the short history of these 
variables, we could not thoroughly support this conclusion. 

We considered different approaches to nowcasting and forecasting short-term GDP: 

 The first approach uses a mixed dynamic factor model, which can also be used to 
construct a monthly index of Tunisian economic activity. These models have been 
used to extract an unobserved state of the economy and create a new coincident 
indicator and exploit more information and obtain more precise forecasts. We applied 
the EM algorithm to estimate monthly GDP values. Furthermore, if the GDP release 
is not yet available, but some monthly indicators are, the EM algorithm can be 
employed to obtain an estimate of the corresponding quarterly GDP. 

- The second approach performs estimations based on UMIDAS-AR equations by 
GDP sector. For each sector, we specified two or three models (due to an unbalanced 
number of observations) using the ridge method: a model containing variables with a 
long history (IPI, exports, electricity consumption, etc.) and models using financial 
variables with a short history (TUNINDEX by sectors). 

Then, we combined the forecasts to form a final GDP forecast by weighting the 
different estimations of the components of GDP at constant prices. 
The main findings of this study are that mixed-frequency models improve forecast 
models in the disaggregated GDP (vs. aggregated GDP in a previous study). 
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For all approaches, the dynamics align well with Tunisian RGDP growth, which 
declined sharply in 2011 (revolution: economy recession) and 2020 (COVID-19). 
However, note that the magnitudes of the predictions in these crises are significantly 
less than the realised values. 

In addition, MFDFM and unrestricted MIDAS performed well in terms of root mean 
squared errors concerning a benchmark model VAR (2). The forecast errors derived 
from the disaggregated approach during the recent COVID period are smaller than 
those derived from classical models such as VAR (2) and mean to-date. 

10. Conclusion 

Obtaining reliable nowcasts and short-term forecasts of economic conditions is very 
relevant for policymaking, especially during crises when the economy witnesses large 
fluctuations. 

Overall, we conclude that the mixed-frequency nowcasting model is particularly 
useful for volatile times. Additionally, it is better to employ several UMIDAS-ARs 
by each component of GDP at constant prices and to pool the results rather than 
relying on aggregated GDP, specifically in crisis periods. 

Using the mixed-frequency dynamic factor model also enables estimating the GDP 
growth rate at a monthly level based on the movement of many available monthly 
indicators. This can be useful to economic policymakers as a representation of real 
GDP dynamics and real activity at a monthly frequency. 

Nevertheless, the models used could be further investigated to improve nowcasting 
performance. The assumption of constant parameters could be adjusted in further 
research by introducing time-varying parameter models to track structural changes in 
the Tunisian economy. Another improvement of the models might be to use higher-
frequency data, such as weekly or even daily data, and to include other variables such 
as fiscal indicators. 

Survey indicators should be added to the forecasts because they are released with a 
short publication lag and are more informative. In this context, the Central Bank of 
Tunisia intends to implement a monthly economic survey to obtain qualitative 
information that can be used to monitor the present economic situation and forecast 
short-term development. 
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Appendix 1 : Ragged-edge database 

Table 1: Monthly indicators for real sector 
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Table 2: Monthly indicators for monetary sector 
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Table 3: Monthly indicators for financial sector 

 

Table 4: Disaggregated RGDP 
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Appendix 2: Covariance matrix between high and low frequencies variables 
Table 5: Covariance matrix between long history high-frequency indicators and Real 
Manufacturing GDP growth For manufacturing GDP 

High Frequency_indicators (xit) 
Corr (xit, 

Manufacturing_RGDPt) 

(1) IPI_Manufacturing_industries 0,19385 
(2) IPI_Food_industries 0.16579 
(3) IPI_Building_materials_ceramics_and_glass 0.0021226 
(4) IPI_Mechanical_and_electrical_industry -0.081974 
(5) IPI_Chemical_industries 0.20914 

(6) IPI_Textile_clothing_and_leathers 0.037611 

(7) IPI_Miscellaneous_manufacturing_industries 0.063001 
(8) IPI_Mines -0.0077592 
(9) IPI_Energy 0.089197 
(10) IPI_Crude_Oil_Natural_Gas_and_Bituminous_Products 0.021175 
(11) IPI_Refined_petroleum_products_and_coking 0.16268 
(12) IPI_Electricity_and_gas 0.0026341 
(13) IPI_Distributed_water 
(14) IPI_2010__100 
(15) Electricity_consumption_EXTRACTIVE_INDUSTRY 
(16) Electricity_consumption_METALLURGICAL_INDUSTRY 
(17) Electricity_consumption_CHEMICAL_INDUSTRY 
(18) Electricity_consumption_IMCCV 
(19) Electricity_consumption_PAPER_INDUSTRY 
(20) Electricity_consumption_TEXTILE_AND_CLOTHING_INDUS 
(21) Electricity_consumption_FOOD_INDUSTRY 
(22) Electricity_consumption_VARIOUS_INDUSTRY 
(23) Electricity_consumption_AGRICULTURE 
(24) Electricity_consumption_PUMPING 
(25) Electricity_consumption_TOURISM 
(26) Electricity_consumption_TRANSPORT_AND_TELECOMMUNIC 
(27) Electricity_consumption_SERVICES_AND_OTHERS 
(28) Electricity_consumption_TOTAL 
(29) Electricity_consumption_Industries 
(30) Electricity_consumption_Manufacturing_industries 
(31) Electricity_consumption_Services 
(32) Export_Agriculture_and_Ind_Agro_Alim_at_constant_p 
(33) Export_Energy_and_Lubricants_at_constant_prices 
(34) Export_Mines_Phosphates_and_Derivatives_at_constan 
(35) Export_Textiles_Clothing_and_Leather_at_constant_p 
(36) Export_Mechanical_and_Electrical_Industries_at_con 
(37) Export_Other_Manufacturing_Industries_at_constant_ 
(38) Export_All_Products_at_constant_prices 
(39) Imports_All_Products_at_constant_prices 
(40) Imports_of_raw_materials_and_semifinished_product_ 

-0.00046465 
0.29356 
0.21528 
0.03237 

-0.028973 
0.14052 

-0.021778 
0.077413 
0.14974 
0.12335 

-0.0091815 
0.043891 
0.21668 

-0.011684 
0.038011 

0.1468 
0.12979 
0.11777 

0.073564 
0.17232 
-0.15603 
0.12992 

-0.078629 
-0.00023294 

0.1036 
-0.042204 
0.11841 

0.098182 
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(41) Crude_oil_production 
(42) Natural_gas_production 
(43) Phosphate_production 
(44) Local_sales_of_cement 
(45) Entries_of_nonresidents 
(46) Tourist_nights 
(47) air_passenger_traffic 
 (48) Job_demand_in_thousands 
(49) Job_offer_in_thousands 
(50) recruitement_in_thousands 

0.030896 
-0.09574 
0.17121 
-0.19415 
0.20776 
0.23961 

0.057817 
-0.15241 
0.25097 
0.19323 

Table 6: Covariance matrix between short history high-frequency indicators and Real 
Manufacturing GDP growth 

High-Frequency Financial indicators (xit) Corr(xit, 
Manufacturing_RGDPt) 

(1) CONSUMER_GOODS 0.19561 
(2) Industries_automobile_et_quipement 0.26188 
(3) Industries_agroalimentaires_et_boissons -0.069281 
(4) Produits_mnagers_et_soins_personnels 0.12397 
(5) CONSUMER_SERVICES 0.12688 
(6) Distribution -0.08064 
(7) Industries 0.11123 
(8) Btiments_et_matriaux_de_construction 0.11576 
(9) Mtriaux_de_base 0.20966 
(10) FINCIALS_INSTITUTIONS 0.085281 
(11) services_financiers 0.12612 
(12) Banques 0.16004 

Table 7: Factor loadings 
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Blocks in DFM 
For identification: 

As with principal components, we have an identification issue: 

𝑦𝑦𝑡𝑡 = 𝐻𝐻 𝑥𝑥𝑡𝑡 + 𝜀𝜀𝑡𝑡 

𝑥𝑥𝑡𝑡 = 𝐵𝐵 𝑥𝑥𝑡𝑡−1+𝑒𝑒𝑡𝑡 

Is equivalent to the model: 

𝑦𝑦𝑡𝑡 = 𝐻𝐻 𝜃𝜃−1 𝜃𝜃𝑥𝑥𝑡𝑡 + 𝜀𝜀𝑡𝑡 

𝜃𝜃𝑥𝑥𝑡𝑡 = 𝜃𝜃𝐵𝐵𝜃𝜃−1𝜃𝜃𝑥𝑥𝑡𝑡 + 𝜃𝜃𝜀𝜀𝑡𝑡 

Orthogonal factors are possible solutions. The chart below decomposes observations 
in terms of common components (factors), autoregressive errors, and ID errors. 
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