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Abstract

Using a unique survey dataset, I study how financial market experts
form their stock market expectations. I document a strong disagreement
among experts about how important macroeconomic and financial
variables are related to stock returns. The results of an analysis of
the relationships between my main survey measure of expected returns
and measures of economic conditions are largely consistent with the
view that expected returns are counter-cyclical. In particular, I find a
positive relationship between expected returns and the dividend–price
ratio, which is at odds with the findings of previous papers studying
survey measures of expected returns. Finally, I find that an aggregated
measure of the financial market experts’ stock return forecasts has weak
predictive power for actual returns, but is a less precise forecast than a
simple average of historical stock returns.
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1 Introduction

Expected excess returns on risky assets, in particular on stocks, play a pivotal
role in finance theory and practice. A good understanding of the properties
of expected stock returns is, for example, required in the areas of portfolio
management and corporate finance, where return forecasts are an important
input to decisions on optimal portfolios and on whether a corporate project is a
worthwhile investment (Cochrane, 2011). The existing empirical evidence based
on realized stock returns suggests that expected stock returns are time-varying
and counter-cyclical (Fama and French, 1989; Cochrane, 2011, 2017). Expected
stock returns are considered as time-varying, because realized stock returns
seem to be predictable by several (time-varying) macro-financial variables, one
of the most prominent variable being the dividend–price ratio of the equity
market (see e.g. Campbell (2000) and Welch and Goyal (2008) for a list of
forecasting variables).1 Because most of the variation in the dividend–price
ratio of the equity market seems to be unrelated to the variation in dividends,
the dividend–price ratio and related variables are interpreted as proxies for
expected stock returns (Cochrane, 2011). Expected stock returns are considered
to be counter-cyclical, because proxies for expected stock returns seem to be
negatively correlated with measures of economic conditions (Fama and French,
1989).

However, evidence based on survey data, which has for a long time been
regarded as unreliable and redundant (Gennaioli et al., 2016; Manski, 2018;
Giglio et al., 2019), is largely at odds with the evidence based on realized stock
returns. The evidence suggests that expected stock returns are negatively cor-
related with variables that positively predict subsequent realized returns (e.g.
Bacchetta et al., 2009; Greenwood and Shleifer, 2014; Amromin and Sharpe,
2014; Adam et al., 2017), that they negatively predict actual stock returns (e.g.
Bacchetta et al., 2009; Greenwood and Shleifer, 2014; Amromin and Sharpe,
2014), that they are pro-cyclical (Amromin and Sharpe, 2014) and that they
are extrapolative in recent returns on the stock market or returns on the port-
folios of the respondents (e.g. Hurd et al., 2011; Greenwood and Shleifer, 2014;
Barberis et al., 2015; Hoffmann and Post, 2017). Many authors in this strand
of the literature therefore draw the conclusion that survey data of stock return
expectations are inconsistent with the assumption of rational expectations.

Motivated by this contradictory evidence on the time-variation in expected
stock returns, I use a unique survey dataset to study how financial market ex-
perts form their stock market expectations. I study survey measures of stock
return expectations, because I regard them as more precise measures of expected
stock returns than realized returns, given that the latter can be very noisy, for
example, due to information surprises (Elton, 1999). I focus on financial market
experts, because I expect their understanding of stock returns to be superior
to that of households or individual investors, whose expectations are studied in
the large majority of papers in the literature. I also expect the expectations of
financial market experts to matter more for asset prices, given that institutional

1The issue whether stock returns are predictable has not been settled yet. Welch and
Goyal (2008), for example, argue that most of the financial variables that are considered to
be predictors of stock returns fail to predict stock returns in out-of-sample tests of predictive
power. Examples of papers defending stock return predictability are Campbell and Thompson
(2008), Cochrane (2008), Rapach et al. (2010) and Ferreira and Santa-Clara (2011).
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investors usually have a bigger impact on asset markets than private investors.
Another reason is that the dataset that includes the stock market expectations
of financial market experts has additional features that set it apart from other
survey datasets studied in the existing literature. More specifically, the dataset
is based on micro data from the ZEW Financial Market Survey (ZEW FMS,
hereafter), which is a survey among German financial market experts, includ-
ing professional stock market forecasters. The survey combines questions on
macroeconomic and financial developments in Germany and other important
economies, which makes it possible to study how the respondents’ stock mar-
ket expectations co-vary with their macroeconomic expectations. Moreover, in
the survey, the respondents are asked to provide both qualitative and quanti-
tative forecasts for the German DAX index in six months. This allows me to
explore whether the question type matters for the results. Finally, the data on
stock market expectations can be combined with personal information about
the respondents. The information includes gender, age and indicators of the re-
spondents’ skill in forecasting stock returns, for example the respondents’ main
occupations or whether or not they are professional stock market forecasters.

The aim of this paper is threefold. First, I aim to get a better understanding
of the sources of the variation in expected returns. I therefore follow Giglio
et al. (2019) and decompose the variance of my quantitative survey measure
of expected returns into three components: a component that captures the
common time-series variation, a component that captures the variation across
respondents and a component that captures the residual variance. The result
of the variance decomposition indicates that respondents differ considerably in
how they incorporate macroeconomic and financial information into their DAX
forecasts. More specifically, I find that the component that captures the common
time-series variation is the least important for explaining the total variation in
my quantitative survey measure of expected returns, followed by the component
that captures the variation across respondents. Together, these two components
account for only a third of the total variation, implying that the remaining two
thirds are idiosyncratic.

I then move on to study each of the three components in detail. I first
explore to what extent the variation across respondents can be traced back to
differences in the respondents’ personal characteristics. The results suggest that
all but one of the studied variables, i.e. birth year, career entry year, main occu-
pation and whether the respondent is or has been a professional DAX forecaster,
cannot account for this variation. The only characteristic that seems to be re-
lated to the variation across respondents is the self-assessed level of expertise
in conducting DAX forecasts. To get a better understanding of the underlying
drivers of the common time-series variation, I study the informational overlap
with a set of macroeconomic and financial state variables I expect the respon-
dents to consider when they forecast DAX returns. While the informational
overlap ranges from non-existent to moderate, when each of the variables are
evaluated on their own, they overlap strongly with the common time-series vari-
ation in expected returns when evaluated together. Surprisingly, the variable
that shows the highest informational overlap is the return of the DAX over
the month prior to the survey period. Finally, to illustrate the heterogeneity of
how respondents incorporate information into their DAX forecasts, I exploit the
long individual time-series in the ZEW FMS dataset and run respondent-level
regressions of the quantitative survey measure of expected returns on my set of
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potential macroeconomic and financial determinants of DAX expectations. For
the variables studied, I document considerable differences in R2 statistics and
a disagreement about the direction of the relationships with expected returns
among respondents. Put differently, the respondents disagree about the impor-
tance of the variables for DAX returns and also about how these variables affect
DAX returns.

Second, I aim to provide new evidence on the relationship between expected
returns and economic conditions. More specifically, I explore whether expected
returns are counter-cyclical, i.e. whether they are higher when economic condi-
tions are bad and vice versa. As measures of economic conditions in Germany,
I use the dividend–price ratio of the CDAX, the earnings–price ratio of the
CDAX, the respondents’ own assessments of the current economic situation in
Germany and a composite economic indicator constructed from monthly indica-
tors of German economic conditions. For comparability with the results of other
studies, I first explore whether expected returns are counter-cyclical on average,
i.e. I initially ignore the heterogeneity of the respondents’ expectations. Mo-
tivated by the observation that previous studies in the literature are based on
both types of expectation data, I also study both the respondents’ quantitative
and qualitative DAX expectations. An additional benefit of using both vari-
ables is that it allows me to investigate whether the result on the relationship
between expected returns and economic conditions depends on the type of the
expectation data used.

First, I find that, for some variables, the direction of the estimated relation-
ship between economic conditions and DAX expectations depends on whether
I use the qualitative DAX return forecasts or the quantitative DAX return
forecasts. For example, the dividend–price ratio of the CDAX has a positive
coefficient in the regression on the qualitative DAX return forecasts and a neg-
ative coefficient in the regression on the qualitative DAX return forecasts. As
I am able to rule out that these differences either arise because respondents
give answers to both questions that are inconsistent with each other or are the
implication of outliers in the qualitative DAX return forecasts, the only remain-
ing interpretation of the evidence is that the scale of the variable, i.e. metric
vs. ordinal, matters strongly for the measured relationship between economic
conditions and stock return expectations.

Second, focusing on the results for the quantitative forecasts, I find that the
survey data is largely consistent with the hypothesis that stock return expecta-
tions are counter-cyclical. More specifically, I find that, for three out of the four
considered measures of economic conditions, expected returns are on average
higher when the measures indicate that economic conditions are bad, all else
equal. Somewhat surprisingly, the only measure for which this is not the case,
is the only subjective measure of economic conditions, which is the respondents’
own assessments of current economic conditions in Germany. Furthermore, al-
though it is only a control variable in the regressions, I also document a negative
relationship between expected returns and the DAX return over the month prior
to the survey. The evidence presented in previous studies, in contrast, suggests
that stock return expectations are extrapolative in recent stock returns (see e.g.
Greenwood and Shleifer, 2014; Barberis et al., 2015).

Third, I document minor differences in the relationships between DAX ex-
pectations and economic conditions across respondents. When I differentiate by
age, I find that the correlation between the earnings–price ratio of the CDAX
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(which is higher when economic conditions are bad) and expected returns is
decreasing with age. When I differentiate by the respondents’ self-reported in-
terest in the stock market results of the ZEW FMS, I find that the correlation
between the composite economic indicator (which is lower when economic con-
ditions are bad) and expected returns is only negative if the respondents report
that they are interested. Lastly, when I differentiate by main occupation, I doc-
ument that financial market experts across occupations seem to use different
combinations of the measures of economic conditions when forecasting DAX
returns, suggesting that, of all the characteristics explored, main occupation is
the best differentiator when it comes to the relationship between DAX return
expectations and measures of economic conditions.

Finally, the third aim of this paper is to evaluate the accuracy of the financial
market experts’ DAX return forecasts. An evaluation of the forecast accuracy
is the natural next step, after I have studied how financial market experts form
their stock return expectations. I begin by studying the aggregated quantitative
forecast, which is the average expected DAX return by survey wave and the ag-
gregated qualitative DAX return forecast, which is calculated as the difference
between the shares of respondents that expect the DAX to increase and de-
crease, respectively, i.e. a so-called bull–bear spread. I find that the aggregate
quantitative forecast is positively correlated with actual returns and explains
about 6% of the variation in the latter. The aggregate qualitative forecast, in
contrast, seems to be uncorrelated with actual returns. Both results are at odds
with the finding of previous studies that survey measures of expected returns
are negatively correlated with realized returns (see e.g. Greenwood and Shleifer,
2014).

Having shown that it is positively associated with realized returns, I next ask
whether the aggregated quantitative DAX return forecast is superior in terms
of forecast accuracy to the average historical return, the latter being an often
used benchmark which stock return forecasts are compared to in the literature
(see e.g. Welch and Goyal, 2008; Campbell and Thompson, 2008). I find that
this is not the case, i.e. the use of the average historical DAX return produces
DAX return forecasts that are at least as good as the aggregated DAX forecast
from the ZEW FMS. As a final step, I explore whether there are differences
in forecast accuracy within subgroups of the ZEW FMS panel formed by the
various personal characteristics available to me. Most comparisons yield that the
forecasts are equivalent in terms of accuracy. Interestingly, my results suggest
that respondents who regularly conduct DAX forecasts outside of the ZEW FMS
underperform those who do so only irregularly. In some cases, I also document
differences in forecast accuracy when I distinguish by the respondents’ main
occupations. For example, during the sample period, respondents who have
worked in “Trading” have provided DAX return forecasts that were closer to
the actual realized returns than respondents who have worked in “Management”.
In all cases, however, the differences in forecast accuracy cannot be attributed
to differences in how the respective groups form their DAX return expectations
conditional on economic conditions.

To sum up, I document a strong disagreement among respondents about how
important macroeconomic and financial variables are related to DAX returns.
Despite this strong heterogeneity, the empirical evidence is largely in support
of the view that expected returns are counter-cyclical. The two findings that
weaken my results in this respect are that the respondents’ own assessments of
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current economic conditions – the only subjective measure of economic condi-
tions – are on average positively associated with expected returns and that the
relationship between expected returns and economic conditions is not negative
for all respondents. A methodological result is that the measured relationship
between expected returns and economic conditions depends on whether I study
qualitative or quantitative DAX return forecasts. Lastly, I find that the av-
erage quantitative DAX return forecast has predictive power for actual DAX
returns, but is not superior to a simple average of historical DAX returns. How-
ever, because it is positively correlated with realized returns, the aggregated
quantitative DAX return forecast from the ZEW FMS panel is a more accurate
forecast than the survey measures of expected returns studied in the previous lit-
erature (e.g. Greenwood and Shleifer, 2014), which were found to be negatively
correlated with realized returns.

The paper proceeds as follows. Section 2 gives an overview of the litera-
ture to which this paper contributes. Section 3 introduces the ZEW Financial
Market Survey, which is the main data source for this study and describes the
composition of the associated panel of financial market experts. Section 4 gives
more details about my two survey measures of stock return expectations and
the other macroeconomic and financial variables studied in this paper. Sec-
tion 5 contains the analysis of the sources of the variation in the quantitative
DAX return forecasts. Section 6 explores whether expected returns are counter-
cyclical. Section 7 studies the accuracy of the financial market experts’ DAX
return forecasts. Section 8 concludes.

2 Related Literature

This paper contributes to different strands of the literature studying the determi-
nants of stock return expectations using survey data. Table 1 gives an overview
of different surveys studied in this literature. First, my paper contributes to the
literature that is concerned with the relationship between survey measures of ex-
pected stock returns and variables that are considered to be proxies for expected
returns. There is extensive empirical evidence in this literature that suggests
that survey measures of expected returns are negatively correlated with these
proxies. One of the first studies in this strand is Vissing-Jorgensen (2003), which
documents that expected returns were high when the US stock market was high
between 1998 and 2003. Follow-up studies by Bacchetta et al. (2009), Green-
wood and Shleifer (2014), Amromin and Sharpe (2014) and Adam et al. (2017)
find that survey measures of expected returns are negatively correlated with the
dividend–price ratio of the stock market, the negative of surplus consumption2

and the consumption–wealth ratio3. All three variables are, however, consid-
ered to be positively correlated with subsequent realized returns (Campbell and
Cochrane, 1999; Lettau and Ludvigson, 2001; Cochrane, 2011). As shown by
Greenwood and Shleifer (2014), this result holds for different survey measures of
stock return expectations. They study six different survey measures which they
find to be highly positively correlated with each other and negatively correlated
with proxies for expected stock market returns. Lastly, Amromin and Sharpe
(2014) document that survey expectations of stock returns are pro-cyclical, i.e.

2See Campbell and Cochrane (1999) for the definition of surplus consumption.
3See Lettau and Ludvigson (2001) for the definition of the consumption–wealth ratio.

5



they are higher when economic conditions are good and vice versa, which is
at odds with empirical evidence based on realized returns (see e.g. Fama and
French (1989))) and the implications of consumption-based asset pricing models
(e.g. Campbell and Cochrane (1999)). Söderlind (2010), in contrast, finds that
survey forecasts of economists are higher in recessions. However, he also finds
that expectations are negatively correlated with the dividend–price ratio.

My paper also contributes to the literature that documents systematic dif-
ferences in stock return expectations across individuals. Dominitz and Manski
(2004, 2007) study stock market expectation data from the Michigan Survey of
Consumers and the Health and Retirement Study and find that expectations
differ systematically by sex, age and schooling. Using the Michigan Survey of
Consumers, Dominitz and Manski (2011) further show that the respondents dif-
fer in how they use available information to forecast stock returns.4 Using data
from the Health and Retirement Survey, Hudomiet et al. (2011) document an
increase in the cross-sectional heterogeneity of expected returns after the US
stock market crash of 2008, where the increase of the heterogeneity has been
the highest for respondents who own stocks, for those who follow the stock mar-
kets and for those with higher average cognitive capabilities. Hurd et al. (2011)
study data from the centER Panel and report lower expected returns for females
and higher expected returns for active traders. Finally, Giglio et al. (2019) ad-
minister a survey among randomly selected U.S. based clients of Vanguard to
study the link between the respondents’ expectations and their portfolio hold-
ings. They decompose the variance of their measure of stock return expectations
and find that the majority of the variation is explained by person fixed effects.
Giglio et al. (2019) further explore whether the person fixed effects in expected
returns can be traced back to observable personal characteristics like gender or
age etc., but find that this is not the case.

Lastly, my paper is related to research that evaluates the predictive power of
stock market forecasts obtained from survey data. Bacchetta et al. (2009) study
survey data from UBS/Gallup and the ICF of the Yale School of Management
and find that variables that forecast realized returns – the dividend–price ratio
of the stock market in particular – are negatively correlated with the forecast
errors made by the respondents. Deaves et al. (2010) use the ZEW FMS dataset
to study 90% confidence intervals for stock returns. They find that, during the
sample period between 2003 and 2005, the percentage of respondents, for which
the respective confidence interval contained the realization of the DAX, ranges
from around 10% to about 80%. In a follow-up study, Deaves et al. (2019) docu-
ment that the mean forecast for the excess DAX return explains about 6% of the
variation in actual DAX returns out-of-sample. Söderlind (2010) analyzes the
forecasting performance of the Livingston Survey and reports that the median
forecast has no explanatory power for realized returns out-of-sample. Finally,
Greenwood and Shleifer (2014) document a weak and negative relationship be-
tween the survey measures of expected returns studied by them and subsequent
realized returns. They attribute this result to the negative relationship between
survey expected returns and proxies for expected return.

4Glaser et al. (2019) show that the way how individuals use the information available to
them to make a forecast also depends on how the information is presented to them.
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Table 1: Overview of surveys studied in the literature

Survey Participants Availability of stock
market expectations
and frequency

Country of respondents / stock
markets

Type of forecast Authors

UBS/Gallup Investor Survey households 1996–2007, monthly USA/USA quantitative Vissing-Jorgensen (2003); Bacchetta
et al. (2009); Greenwood and Shleifer
(2014); Amromin and Sharpe (2014);
Adam et al. (2017)

Stock Market Confidence Indices, In-
ternational Center for Finance, Yale
School of Management

wealthy individuals, institu-
tional investors

1989–, monthly USA/USA, Japan/Japan qualitative Bacchetta et al. (2009)

The CFO Survey (Graham and Har-
vey)

financial professionals 1998–, quarterly USA/USA quantitative Greenwood and Shleifer (2014)

The American Association of Individ-
ual Investors Investor Sentiment Sur-
vey

individual investors 1987–, weekly USA/USA qualitative Greenwood and Shleifer (2014)

Survey of Consumers, Michigan Uni-
versity

households 2000–2005, monthly USA/USA quantitative Dominitz and Manski (2004, 2011);
Greenwood and Shleifer (2014); Am-
romin and Sharpe (2014)

Livingston Survey economists 1946–, monthly USA/USA quantitative Söderlind (2010)

centER households 2004, 2006 Netherlands/Netherlands quantitative Hurd et al. (2011)

Health and Retirement Study households 2002–, bi-annually USA/USA quantitative Dominitz and Manski (2007); Hu-
domiet et al. (2011)

Giglio et al. (2019) clients of Vanguard 2017–2019, bi-monthly USA/USA quantitative Giglio et al. (2019)
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3 The ZEW Financial Market Survey

My main data source is the ZEW Financial Market Survey (ZEW FMS). The
ZEW FMS is a monthly panel survey among German financial market experts
that covers macroeconomic and financial developments in Germany and other
important countries. The panel members are predominantly Germans who work
in financial institutions and corporate finance departments of non-financial com-
panies in Germany. The ZEW FMS was first conducted in December 1991 and
is still running. Until the end of 2019, the length of each survey period was
two weeks. Since 2019, it has been one week. As of June 2020, the number
of monthly participants has ranged from 141 to 376 since the beginning of the
survey. The time series of the monthly participants is depicted in Figure 1.

Figure 1: Monthly number of participants of the ZEW FMS
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Survey wave

Important features of the survey design are that the survey is anonymous
and that the participants receive as a non-monetary compensation for taking
part the aggregated results, as well as a short report with comments on the
most important results. The anonymity of the participants is important be-
cause the participants might otherwise be discouraged from reporting their true
expectations (Croushore, 1993). Given that the ZEW FMS has a high inter-
national media coverage and is closely followed by economists and by finance
practitioners, receiving the survey results for free likely is sufficiently valuable to
motivate the financial experts to participate. Moreover, the participants receive
the results prior to the release on the ZEW website.

The survey questions cover macroeconomic and financial developments in
Germany, France, Italy, the Eurozone, Great Britain, the USA and Japan. The
questionnaire consists of a set of regular questions and one or more extra ques-

8



tions, with varying topics. In the regular macroeconomic questions, the partic-
ipants are asked to provide their assessments of current economic conditions,
as well as their medium-term expectations regarding economic growth and in-
flation. The regular financial questions cover the participants’ medium-term
expectations with respect to short-term and long-term interest rates, exchange
rates, the price of oil and important stock market indices.

The questionnaire includes three questions about the German DAX index.
The results to these questions are the focus of this paper. The first question
asks the participants to provide a qualitative forecast of the level of the DAX in
six months. More specifically, the participants are asked whether they expect
the DAX to “increase”, “not change” or “decrease”. This question has been
asked since 1991. The second question asks the participants to provide a point
forecast, as well as the lower and upper bounds of a 90% confidence interval,
for the DAX in six months. This question was added to the questionnaire in
2003. The third question is concerned with the current level of the DAX and
was added in 2011. In this question, the participants are asked whether they
think that DAX is currently “fairly-valued”, “over-valued” or “under-valued”
in view of the current fundamentals of the DAX companies.

3.1 Panel Composition

On entry to the ZEW FMS panel, the participants are asked to provide de-
tails about themselves. These details are only available to researchers. The
personal details include gender, age, career entry year and the highest achieved
educational degree. Personal characteristics are occasionally also collected ret-
rospectively. Examples are the respondents professional occupation, whether
the respondents are currently or have been professional DAX forecasters in the
past and the participants’ self-assessed levels of expertise in answering the ZEW
FMS questions. Unfortunately, not all of these details are available for every
panel member. Reasons are that the collection of personal details only began
after the start of the survey and that the panel members do not have to answer
these questions, so some decide not to.

Figures 2 and 3 illustrate how the ZEW FMS panel is composed in terms of
gender, birth year, main occupation and professional experience in stock market
forecasting. Since the group of respondents fluctuates from month to month, I
document both the composition of the full panel, i.e. that of all current and
past participants, as well as the composition by survey wave. As of June 2020,
the dataset includes responses of a total of 1,971 different participants. Panels
2a and 2b of Figure 2 show the panel composition by gender. For about 70% of
the panel members, gender is unknown. As Panel 2b reveals, the information
about gender is mainly missing for panel members that were active before the
year 2010.5 It is also revealed that gender is highly unevenly distributed in the
panel: of the 30% of panel members with known gender, about 93% are male.

Panels 2c and 2d of Figure 2 depict the panel composition by birth year.
The distribution of birth years ranges from 1938 to 1990, with a median of 1965
(Panel 2c). Over the years, the distribution of birth years has moved upwards,
i.e. the median birth year has increased from around 1955 to 1965, while the

5However, it should be possible to infer the gender from the panel members’ names, which
are available. I leave this for future projects.
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differences between the 25th percentile, the median and the 75th percentile
have remained largely stable (Panel 2d). The upward movement suggests that
participants exiting the panel are usually replaced by younger participants. The
share of participants for which the birth year is unknown, is also very high in
the beginning of the sample period and decreases to under 50% over time.

Panels 3a and 3b of Figure 3 display the panel composition by main occupa-
tion. The variables for main occupation combine the results of special surveys
from 2011 and 2020. More specifically, if respondents had a given main occupa-
tion in either 2011 or 2020, I assume that they had this main occupation during
the full sample period. A respondent thus can have multiple main occupations.
The information on occupation is available for about 17% of the panel members.
As can be seen in Panel 3b, the availability of the information on main occu-
pation is mainly restricted to the current field of participants. The three most
frequent main occupations are “Fund Management”, “Economic Research” and
“Wealth Management”.

Finally, Panels 3c and 3d of Figure 3 present the panel composition by
professional experience in stock forecasting. The variable can take the values
“regular”, “sometimes” and “never”, which refers to the frequency of the re-
spondents’ DAX forecasting activities outside of the scope of the ZEW FMS.
The variable combines the results of special surveys from 2013 and 2020. Similar
to the assumptions with respect to main occupation, I assume that respondents
had a high professional experience, i.e. regularly forecasted the DAX outside of
the scope of the ZEW FMS, when they answered so in either 2013 or 2020.6 As
Panel 3c reveals, details on professional stock market forecasting activities are
available for about 43% of the panel members. While 20% of panel members
have never conducted DAX forecasts outside of the scope of the ZEW FMS,
16% and 7% have done so regularly or irregularly, respectively. In recent years,
the share of participants that regularly and professionally forecasts the DAX
has fluctuated around 30% (see Panel 3d).

4 Data And Data Preparation

This section introduces the variables I use in this paper. These include my two
survey measures of DAX return expectations, the macroeconomic and financial
variables used to measure economic conditions and macroeconomic and financial
control variables.

4.1 Survey Measures Of DAX Return Expectations

My main variable of interest is the expectation of the return of the DAX over the
next six months, obtained from the ZEW FMS. Because the respective question
in the survey asks the participants to provide a forecast of the level of the DAX
in six months, the level forecast needs to be transformed into a return first. I
define the return forecast implied by the level forecast as

expreti,s,t =
Ei,t[P

DAX
t+6m ]

PDAX
t

− 1, (1)

6The option “sometimes” was only available in the surveys in 2020.
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Figure 2: Panel composition: gender and birth year
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Notes: These figures illustrate the compostion of the ZEW FMS in terms of gender and birth year.
The figures on the left show the composition of the full panel, i.e. all current and past participants
of the ZEW FMS. The figures on the right show how the composition has evolved over time.
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Figure 3: Panel composition: main occupation and professional experience in
stock market forecasting
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ket forecasting across survey waves

Notes: These figures illustrate the compostion of the ZEW FMS in terms of main occupation and
professional experience in stock market forecasting. The figures on the left show the composition
of the full panel, i.e. all current and past participants of the ZEW FMS. The figures on the right
show how the composition has evolved over time.
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where Ei,t[P
DAX
t+6m ] is the point forecast of the level of the DAX in six months

of respondent i on date t and PDAX
t is the latest closing level of the DAX

available at date t. In some cases, it was necessary to clean the DAX forecasts
Ei,t[P

DAX
t+6m ] prior to the calculation of the implied return. In these cases, I have

applied the following adjustment rules to the raw data. First, if a respondent
abbreviated numbers, the forecast was multiplied by an appropriate factor. A
forecast of 12.5, for example, was multiplied by the factor thousand, resulting
in the forecast 12,500. Second, if the 90% confidence interval for the DAX in six
months provided by a respondent did not contain his or her DAX expectation,
it was assumed that middle response of the three values is the actual DAX
expectation. To minimize the effect that these manual adjustments have on
my results, I include the variable corrected in all of my analyses, which takes
the value of one if the original DAX expectation has been corrected and zero
otherwise.

For comparability with the results of other studies, I also study the financial
market experts’ qualitative forecasts of the DAX in six months, which I refer to
as expdir. In the respective question, the survey participants are asked whether
they expect the DAX to “increase”, “not change” or “decrease” over the next six
months, thus expdiri,s,t ∈ {increase, notchange, decrease}. Qualitative stock
return forecasts of this type are usually aggregated by calculating the difference
between the share of respondents who expect the DAX to increase and the
share of respondents who expect the DAX to decrease, i.e. a so-called bull–bear
spread. I will follow this convention when I study survey expectations of DAX
returns at the aggregated level in Section 7.1.

4.2 Other Data

To obtain a better understanding of the determinants of the respondents’ DAX
expectations, I relate my survey measures of expected returns to a set of macroe-
conomic and financial state variables, as well as to the respondents’ answers to
other questions from the ZEW FMS. My variable selection is thereby guided by
asset pricing theory and empirical evidence. I distinguish between four groups
of explanatory variables. Table 2 contains a list of all variables used in the
empirical analyses.

The first group includes variables that are considered to be predictive for
realized returns. The two variables in this group are the dividend–price ratio
(dp, hereafter) and the earnings–price ratio (ep, hereafter) of the equity mar-
ket. As the relevant measure of the German equity market, I use the CDAX
index. I consider dp, because the dividend–price ratio is one of the most studied
proxy variable for expected stock returns in the literature (see e.g. Cochrane,
2008, 2011) and therefore also studied in Greenwood and Shleifer (2014) and
Amromin and Sharpe (2014). I additionally consider the earnings–price ratio,
because there seems to have been a disconnect between earnings and dividends
before the financial crisis of 2007–2009 (see Section 6.1), which has implica-
tions for my results in Section 6. Two other, potentially interesting forecasting
variables studied in Greenwood and Shleifer (2014) are the consumption-wealth-
ratio (Lettau and Ludvigson, 2001) and the surplus–consumption ratio (Camp-
bell and Cochrane, 1999). These are, however, unavailable to me.7

7With respect to the consumption–wealth ratio, I lack the information about the wealth
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Table 2: List of macroeconomic and financial covariates

Variable Abbreviation Source Comments

Log dividend–price ratio, CDAX dp Eikon Datastream
(CDAXGEN)

Datatype: DSDY

Log earnings–price ratio, CDAX ep Eikon Datastream
(CDAXGEN)

Datatype: DSPE

Industrial production, Germany ipgrowth Eikon Datastream
(BDIPTOT.G)

Year-on-year growth rate; inflation, calendar and
seasonal adjusted; publication lag: 2 months

Employment rate, Germany empl Eikon Datastream
(BDUN%TOTR)

Calculated as 1−unemployment rate; in percent
of civilian labor force; publication lag: 1 month

Inflation rate, Germany infl Eikon Datastream (BD-
CPANNL)

Year-on-year change in prices; publication lag: 1
month

Consumer confidence, Germany conf Eikon Datastream (BD-
CNFCONQ)

Based on European Commission consumer sur-
vey; publication lag: 1 month

Price of crude oil oil Eikon Datastream
(CRUDBFO)

European Brent Spot

Exchange rate US-Dollar to Euro exchrate Eikon Datastream
(USEURSP)

DAX return - 12 months to 3 months prior to date t dax12to3 Eikon Datastream
(DAXINDX)

Datatype: RI

DAX return - 3 months to 1 month prior to date t dax3to1 Eikon Datastream
(DAXINDX)

Datatype: RI

DAX return - 1 month prior dax1to0 Eikon Datastream
(DAXINDX)

Datatype: RI

Assessment of the current economic situation, Ger-
many

sit ZEW FMS dataset Ordinal variable, response options: “good”, “nor-
mal”, “bad”

Outlook for economic situation, Germany (6 months) expsit ZEW FMS dataset Ordinal variable, response options: “improve”,
“not change”, “worsen”

Outlook for inflation rate, Germany (6 months) expinfl ZEW FMS dataset Ordinal variable, response options: “improve”,
“not change”, “decrease”

Outlook for short-term interest rates, Eurozone (6
months)

expint st ZEW FMS dataset Suggested reference in questionnaire: “3-month
interbank rates”; ordinal variable, response op-
tions: “improve”, “not change”, “decrease”

Outlook for long-term interest rates, Germany (6
months)

expint lt ZEW FMS dataset Suggested reference in questionnaire: “yields on
10-year bonds”; ordinal variable, response op-
tions: “improve”, “not change”, “decrease”

1
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The second group includes variables that contain information about the cur-
rent state of the German economy. Because variables considered to be predictive
for stock returns seem to move with business cycles (see e.g Fama and French,
1989; Cochrane, 2017), Amromin and Sharpe (2014) study the correlations be-
tween their survey measure of expected returns and measures of economic con-
ditions. Following Amromin and Sharpe (2014), I study the respondents’ own
assessment of the current economic situation in Germany from the ZEW FMS
dataset. I also consider the following economic indicators for Germany: the
year-on-year growth rate of industrial production (ipgrowth), the employment
rate (empl), the year-on-year growth rate of the German Consumer Price Index
(infl), a consumer confidence indicator (conf ), the exchange rate between US
dollars and the euro (exchrate) and the price of crude oil (oil). Most of the
economic indicators have a publication lag, meaning that the respondents learn
the realizations of these variables only after one or two months. Since I would
otherwise compare the DAX expectations to the realizations of the economic
indicators that were unknown to the respondents at the time of the response, I
shift these variables by their respective publication lag.

The third group encompasses the respondents’ answers to forward-looking
questions regarding the German economy from the ZEW FMS dataset. These
are the respondents’ outlooks with respect to the general economic situation, the
inflation rate, short-term interest rates and long-term interest rates. I include
these variables because they are likely correlated with the respondents’ assess-
ment of the current economic situation, which is a key explanatory variable for
expected returns in Section 6. Moreover, the results of Amromin and Sharpe
(2014) suggest that these variables might themselves be important explanatory
variables for DAX expectations.

The fourth group includes past DAX returns. Past returns have been shown
to explain survey expectation of stock returns (see e.g. Greenwood and Shleifer,
2014; Barberis et al., 2015). Here I consider the return of the DAX up to 12
months prior to each response and split the 12–month return into three parts:
the return from ms − 12m to ms − 3m (dax12to3 ), the return from month
ms − 3m to ms − 1m (dax3to1 ) and the return from month ms − 1m up to the
day of the response (dax1to0 ), where ms is the month of survey wave s.

5 Understanding The Sources Of The Variation

In Expected Stock Returns

In this section, I study the sources of the variation in my quantitative survey
measure of DAX return expectations, expret. I follow Giglio et al. (2019) and
decompose the variance of expret into three components. The first component
captures the common variation in expret over time, for example, due to changes
in the general macroeconomic and financial environment and is obtained by re-
gressing expret on either survey fixed effects or time fixed effects, where time
fixed effects are fixed effects for the specific days on which the participants
completed the questionnaire. While survey fixed effects only capture the time-
series variation across survey waves, time fixed effects additionally capture the

of German households. To obtain the surplus–consumption ratio, it is necessary to calibrate
the habit-model to the German economy. The benefit of this calibration is only minor.
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time-series variation within survey waves. Under the assumption of rational
expectations and the absence of private information, most of the variation in
expected returns is driven by this component (Manski, 2018). The correspond-
ing regression models are

expreti,s,t =

S∑

s=1

φsDs + ǫi,t (2)

expreti,s,t =
T∑

t=1

φs,tDs,t + ǫi,t, (3)

where expreti,s,t is the implied quantitative DAX return expectation of respon-
dent i on date t in survey wave s for a horizon of six months and φs and φs,t

are the survey and time fixed effects, respectively. Note that date t is always
uniquely associated with a survey wave (e.g. June 2020) which is indexed by s.
The indices s and i thereby run from 1 to the number of survey waves, S and
the number of survey days, T , respectively. To avoid that my results on the im-
portance of time fixed effects are driven by days with low numbers of responses,
I exclude all survey days where the number of responses is lower than 30 when
estimating Equation (3).

The second component captures systematic differences in the overall level of
expret in the cross-section of respondents, for example because some respondents
are generally optimistic or pessimistic and is obtained by regressing expret on
respondent fixed effects. The corresponding regression model is

expreti,s,t =

I∑

i=1

φiDi + ǫi,s,t, (4)

where φi is the fixed effect of respondent i and I is the total number of respon-
dents in the ZEW FMS panel.

The third component is the residual variance in a regression of expret on
survey and respondent fixed effects or time and respondent fixed effects. The
residual variance can be attributed to either idiosyncratic changes in expec-
tations over time or noise (Giglio et al., 2019). The corresponding regression
models are

expreti,s,t =

S∑

s=1

φsDs +

I∑

i=1

φiDi + ǫi,t (5)

expreti,s,t =

T∑

t=1

φs,tDt +

I∑

i=1

φiDi + ǫi,t. (6)

Table 3 reports the R2 statistics from estimated models (2) to (6). Columns
1 and 2 of Table 3 reveal that survey and time fixed effects account for only
about 10.5% and 12.7%, respectively, of the variation in expret, adjusted for the
degrees of freedom. The result that time fixed effects explain a larger share of
the variance of expret than survey fixed effects indicates that the respondents’
information sets relevant for DAX forecasts change on a daily basis and may
change considerably during a given survey period, which has to be considered
when aggregating forecasts. Column 3 shows that the adjusted R2 statistic for
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respondent fixed effects is 23.4%. While respondent fixed effects explain a larger
share of the variance of expret than survey or time fixed effects, the share ex-
plained is significantly lower than that measured in other survey datasets. Giglio
et al. (2019), for example, find that person fixed effects account for nearly 60%
of the variation in their survey measure of expected returns. Finally, the (ad-
justed) R2 statistics reported in columns 4 and 5 imply that the majority of the
variation in expret has to be attributed to idiosyncratic changes in expectations
and noise: the combinations of survey and respondent fixed effects, as well as
time and respondent fixed effects, explain only 33.3% and 36.3%, respectively,
of the variance in expret.

Table 3: Variance decomposition of expret

Dependent
variable:
expret

Survey
fixed
effects

Time
fixed
effects

Respondent
fixed effects

Survey &
respondent
fixed effects

Time &
respondent
fixed effects

R2 10.9% 14.7% 24.7% 34.7% 39.5%

Adj. R2 10.5% 12.7% 23.4% 33.3% 36.3%

N 45,605 26,251 45,605 45,605 26,251

Comments #responses
≥30

#responses
≥30

Notes: This table reports the results of separate regressions of expret on survey fixed effects,
time fixed effects and respondent fixed effects. The dependent variable expret has been or-
thogonalized with respect to the variable corrected. In the regressions that include time fixed
effects as independent variables, all observations were excluded for which the number of total
responses on the day on which the respective response was submitted is below 30.

5.1 Decomposing Respondent Fixed Effects

Having quantified the relative importance of the three components of the vari-
ance of expret, I move on to study the three components in detail. To shed
more light on the component that captures the variation in expret across re-
spondents, I ask to what extent the variation in the estimated respondent fixed
effects, φ̂i, are explainable by differences in the respondents’ observable charac-
teristics. Available characteristics are the respondents’ birth years, career entry
years, their main professional occupations, whether they are currently or were
professional DAX forecasters in the past and their own assessments of their
level of expertise in forecasting the DAX. Because this information has been
collected in different surveys, the number of observations for each characteristic
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varies considerably. The corresponding regression model is

φ̂i = α+ xiβi + ǫi, (7)

where φ̂i is the estimate of respondent i’s fixed effect, xi is a row vector holding
the characteristic and βi is a column vector holding the coefficient.

Table 4 documents the R2 statistics from separate regressions of the es-
timated respondent fixed effects on respondent characteristics. The first two
columns reveal that the variables birth year and career entry year do not ex-
plain the variation in respondent fixed effects. The occupation variables in the
third column imply a R2 statistic of about 11%, which shrinks to almost 0%
when it is adjusted for the number of variables. With an adjusted R2 statistic
of about 3%, the categorical variable indicating whether the respondent is cur-
rently or was a professional DAX forecaster has small explanatory power for the
variation in the estimated respondent fixed effects (fourth column). The respon-
dents’ own assessment of their level of expertise in forecasting the DAX produces
an adjusted R2 statistic of 6.6% (fifth column) and is therefore the variable that
explains the largest share of the cross-sectional variance of respondent fixed ef-
fects. Finally, the model that includes all variables yields a R2 statistic of about
55% (sixth column). However, the high R2 statistic is mainly the implication
of the large number of variables relative to the number of observations (only
58). Adjusted for the number of variables, the R2 statistic is about 14%. In
summary, differences in the respondents’ observable characteristics account for
only a small share of the variation in expret across respondents. Variables that
proxy for the respondents’ experience in conducting DAX forecasts have the
highest explanatory power for the cross-sectional variance of respondent fixed
effects.

5.2 Common Time-series Variation

The results of the variance decomposition of expret indicate that between about
10.5% (for survey fixed effects) and about 12.7% (for time fixed effects) of its
variation can be attributed to common times-series variation. In this section,
I attempt to identify the macroeconomic and financial determinants of expret
that are captured by this component. I consider a variable as a potential driver
of the common variation in expret if there is a considerable informational overlap
between the variable and survey or time fixed effects. To quantify the informa-
tional overlap, I compare the adjusted R2 statistic from the regression of expret
on the candidate variable to that from the regression of expret on the candidate
variable plus survey or time fixed effects. The difference in adjusted R2 then
indicates how much of the common time-series variation in expret is explained
by the candidate variable. In other words, the smaller the increase in adjusted
R2 when survey or time fixed effects are added to the model, the higher is the
informational overlap and the more important is the variable for explaining the
common variation in expret.

I consider the following macroeconomic and financial variables as potential
drivers of the common variation in expret over time. The macroeconomic vari-
ables are ipgrowth, empl, infl and conf. Given that these variables do not vary
within surveys, I only consider them in the analysis of survey fixed effects.The fi-
nancial variables are dp, ep, exchrate, oil, dax12to3, dax3to1 and dax1to0. Since
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Table 4: Variance decomposition of respondent fixed effects

Dependent
variable: re-
spondent fixed
effects

Birth year Career en-
try year

Occupation Professional
forecasting
activities

Expertise
DAX forecasts

All variables

R2 0.0% 0.0% 10.7% 3.4% 10.9% 54.5%

Adj. R2 -0.04% -0.04% 0.8% 2.7% 6.6% 13.6%

N 256 253 191 281 132 58

Note: This table reports the results of separate regressions of estimates of the respondents’ fixed effects on their personal characteristics. The dependent variable expret
has been orthogonalized with respect to the variable corrected.

1
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these financial variables have a daily frequency and thus vary also within survey
waves, I use survey averages in my analysis of survey fixed effects.

Figure 4 documents the informational overlap between the macroeconomic
and financial variables and survey and time fixed effects. The overlap with
survey fixed effects is depicted in Figure 4a. Each bar represents the increase
in adjusted R2 when survey fixed effects are added to a regression of expret on
the respective variable(s). The baseline model only includes survey fixed effects
and is the benchmark against which the other models are compared. I also
evaluate the model that includes all considered candidate variables. The results
are the following. The variable with the least overlap with survey fixed effects
is infl. When survey fixed effects are added to the regression of expret on infl,
the adjusted R2 increases by about 10.46 percentage points. The result that the
increase is larger than the adjusted R2 statistic of the baseline model indicates
that variation in infl is unrelated to the time-series variation in expret. With an
increase of about 7.10 percentage points, the variable with the highest overlap
with survey fixed effects is the return of the DAX over the month prior to dates
when the responses are submitted, averaged by survey wave, dax1to0. As the
first bar illustrates, the model that includes all variables has the highest overlap
with survey fixed effects. When survey fixed effects are added to this model, the
increase in the adjusted R2 is only about 2.34 percentage points, suggesting that
these variables are direct or indirect drivers of the common time-series variation
in expret. However, the large difference between the increase in adjusted R2 for
the full model and the increases in the adjusted R2 for the individual variables,
suggests that informational overlap across the considered macroeconomic and
financial variables is rather small. Interestingly, dp, which should be one of the
most important variables, ranks very low and is able to explain only a very small
share of the common time-series variation in expret. The earnings–price ratio
(ep), in contrast, does relatively better, but still has a smaller informational
overlap with survey fixed effects than, for example, conf.

Figure 4b documents the overlap between the financial candidate variables
and time fixed effects. As before, I dropped all survey period days, on which
the total number of responses is below 30. Qualitatively, the results are similar
to those from the analysis of survey fixed effects. Again, dax1to0 is the variable
with the highest overlap with time fixed effects. The variable ep performs better
than dp, the latter showing only little overlap with time fixed effects. Finally, the
combination of all investigated variables shows a sizable informational overlap
with time fixed effects. Adding these fixed effects to the full model leads to an
increase in the adjusted R2 of about 5.58 percentage points versus an increase of
about 12.67 percentage points for the baseline model. The overlap is, however,
smaller than in the analysis of survey fixed effects, in which the increase for the
full model was only about 2.34 percentage points, but where the full model also
includes the macroeconomic variables.

To sum up, none of the considered variables shows a significant informational
overlap with survey and time fixed effects when considered on their own. The
variable with the highest overlap is dax1to0. Only when considered together,
the variables account for the majority of the common variation in expret over
time.
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Figure 4: Measuring the informational overlap between survey and time fixed
effects and potential determinants of expret
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Note: Figures 4a and 4b document the increases in adjusted R2 when survey fixed effects (Figure 4a)
and time fixed effects (Figure 4b), respectively, are added to regressions of expret on the variables
on the vertical axes. Lower values are interpreted as a higher informational overlap between the
respective variables and survey or time fixed effects. Baseline refers to the model that only includes
survey fixed effects (Figure 4a) or time fixed effects (Figure 4b). The variables dax1to0, dax3to1,
dax12to3, ep, dp, oil and exchrate in Figure 4a are survey wave averages. The variables ipgrowth,
infl, conf and empl in Figure 4a have been shifted by their respective publication lags. Figure
4b only reports the increases in adjusted R2 for values that have a daily frequency. Moreover, all
observations for which the number of total responses on the days, on which the respective response
was submitted is below 30 have been excluded.
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5.3 Idiosyncratic Variation

Finally, I turn to the idiosyncratic component, which accounts for the highest
share of the variance of expret. The high importance of this component in-
dicates a large heterogeneity of how respondents incorporate information into
their DAX forecasts. To shed more light on this heterogeneity, I exploit the
long respondent-level time series available in the ZEW FMS dataset and run
separate respondent-level regressions of expret on the macroeconomic and fi-
nancial variables already studied in Section 5.2, as well as the respondents’ own
assessments of the current and future situation of the German economy from
the ZEW FMS dataset. For a better comparability with other variables, I treat
categorical ZEW FMS variables as continuous variables. Moreover, to obtain
meaningful estimates, I exclude all respondents that have responded less than
30 times in total. For the remaining sample of respondents, the number of re-
sponses ranges from 30 to 202, with an average of about 101. In total, I run
409 times 20 regressions, where the former is the number of respondents and
the latter is the number of variables.

Table 5 shows the results from these regressions. The results suggest that the
determinants of expret indeed differ considerably across respondents. Columns
2–5 report the most relevant properties of the distribution of adjusted R2 across
respondents for each of the considered variables. Over all variables, adjusted
R2 statistics range from slightly negative to up to about 72%, suggesting that,
for each variable, there exist respondents who do not consider the variable at
all, while others assign a very high importance to it when forecasting the DAX.
The variable with the highest average adjusted R2 across respondents is dax1to0,
which was also the variable that showed the highest overlap with survey and
time fixed effects (see Section 5.2). The variable for which the importance varies
the most across respondents is conf.

The last three columns of Table 5 document the heterogeneity of the cor-
relation coefficients between the variables and expret across respondents. The
way how the estimated coefficients are distributed between having a positive
sign and having a negative sign provides insight into the idiosyncratic varia-
tion in expret. It is also informative about why some variables have a higher
overlap with survey and time fixed effects than others.8 In this analysis, I do
not consider whether the coefficients are statistically significant or not, given
that the focus is only the variance of expret.9 The three columns reveal that
the degree of heterogeneity of the correlation between each variable and expret

across respondents is relatively high. One can distinguish between two groups
of variables. In the first group, the estimated coefficients show the same sign for
the large majority of the respondents. The variable with the highest agreement
across respondents is dax1to0, for which I measure a negative relationship with
expret for about 86% of respondents. Other examples are ep (26.65% positive
vs. 73.35% negative) and dax3to1 (27.63% positive vs. 72.37% negative). In
the second group, the estimated coefficients are more or less evenly balanced be-

8The sign alone is of course not sufficient to explain the overlap of a variable with the
common time-series variation in expret. The degree of overlap also depends on the average
magnitude of the coefficients in both groups.

9When I consider statistical significance, I find that the correlations with expret are sta-
tistically insignificant at the 5% level for the majority of respondents and variables. This is
also true when I restrict the sample to respondents with at least 100 observations or when I
use a 10% threshold instead of the 5% threshold for statistical significance.
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Table 5: Idiosyncratic variance of expret

Variable N Min R2 Avg. R2 Std. dev. R2 Max R2 Neg. coefficient (%) Zero coefficient (%) Pos. coefficient(%)

dax1to0 409 -0.0323 0.1011 0.1134 0.6004 86.06 0.00 13.94

dax12to3 409 -0.0336 0.0547 0.0946 0.5902 61.86 0.00 38.14

dax3to1 409 -0.0323 0.0514 0.0723 0.3528 27.63 0.00 72.37

dp 409 -0.0302 0.0945 0.1241 0.723 35.7 0.00 64.3

ep 409 -0.0346 0.0791 0.1333 0.6498 26.65 0.00 73.35

ipgrowth (shifted) 409 -0.0332 0.0466 0.0811 0.6019 47.68 0.00 52.32

conf (shifted) 409 -0.0339 0.0901 0.1175 0.5486 64.79 0.00 35.21

empl (shifted) 409 -0.0327 0.0504 0.0872 0.4834 57.46 0.00 42.54

oil 409 -0.0357 0.0253 0.0536 0.3054 60.39 0.00 39.61

exchrate 409 -0.0321 0.0468 0.0893 0.477 59.90 0.00 40.10

infl (shifted) 409 -0.0351 0.0374 0.0765 0.5178 54.28 0.00 45.72

expsit 409 -0.0336 0.023 0.0558 0.2963 32.52 0.24 67.24

sit 409 -0.0333 0.0178 0.0483 0.3068 52.57 0.00 47.43

expint lt 409 -0.0332 0.0216 0.0588 0.4029 36.19 0.49 63.33

expinfl 409 -0.0334 0.0136 0.0518 0.4452 50.12 0.00 49.88

expint st 409 -0.0336 0.0154 0.0483 0.341 56.72 0.24 43.03

This table illustrates the heterogeneity of the respondents’ DAX expectations. The dependent variable expret has been orthogonalized with respect to the variable
corrected. Columns 3–6 report characteristics of the distribution of adj. R2 statistics from regressions of expret on the respective variables listed in the first
column. Columns 7–9 show how coefficients on the respective variables are distributed across having a negative sign, being exactly zero or having a positive sign.
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tween having a positive and having a negative sign. Examples are infl (54.28%
positive vs 45.72% negative), which is also the variable with the lowest over-
lap with survey fixed effects (see Section 5.2) and ipgrowth (47.68% positive vs.
52.32% negative), which also ranks very low in Section 5.2.

6 Expected Returns And Economic Conditions

In this section, I explore whether my survey measures of stock return expec-
tations are consistent with macro-financial theory and the empirical evidence
based on realized returns. The predominant view in the macro-financial liter-
ature is that expected excess returns on stocks vary with economic conditions
and are counter-cyclical, i.e. they are higher when economic conditions are bad
and vice versa. This view goes back to Fama and French (1989), who, using
data for the US economy between 1927 and 1987, document that variables that
are considered to be positively correlated with subsequent realized returns, e.g.
the dividend–price ratio, were high when economic conditions were bad and
low when economic conditions were good.10 In contradiction to this view, pre-
vious studies using US survey data have found that survey measures of stock
return expectations are both positively correlated with proxies for expected re-
turns (e.g. Vissing-Jorgensen, 2003; Greenwood and Shleifer, 2014; Amromin
and Sharpe, 2014) and economic conditions (e.g. Amromin and Sharpe, 2014).
Using a dataset which has not been used to study this question before, covers
Germany instead of the US, combines stock market and macroeconomic expec-
tations and features long, respondent-level time-series on a monthly frequency,
I present more evidence on the relationship between stock market expectations
and economic conditions.

6.1 Measuring Economic Conditions

I use four different variables to measure economic conditions – two direct, eco-
nomic measures and two indirect, financial measures. The first direct, economic
measure is a composite economic indicator for Germany (comp). The compos-
ite indicator comp is the first principal component resulting from a principal
component analysis of ipgrowth, empl, conf and infl (see Section 4.2). The first
component explains about 43% of the variables’ total variation and is positively
correlated with all variables but infl. The use of a composite economic indi-
cator simplifies my analysis because I have to consider only one variable that
proxies for economic conditions instead of four. The second direct measure is
the respondents’ own subjective assessment of the current economic situation in
Germany (sit, hereafter) from the ZEW FMS dataset. In the survey, the partici-
pants of the ZEW FMS are asked whether they think that the current economic
situation in Germany is “good”, “normal” or “bad”. The variable thus already
provides the respondents’ subjective classifications of survey periods. Figure 5
compares the time-series of comp and the ZEW Situation Indicator Germany,
where the latter is the difference between the share of respondents who assess
the situation as “good” and the share of respondents who assess the situation as
“bad”. Interestingly, although there are short-term deviations, e.g. in the year

10A search of the literature has not yielded more recent empirical results on the relationship
between expected excess returns on stocks and economic conditions.
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2015, both time-series broadly show the same cyclical pattern. The similarity
between the two time-series suggests that the interpretation of the most recent
economic data differs systematically between respondents. These differences,
however, cancel out when the individual assessments of the current economic
situation in Germany are aggregated in this way.

Figure 5: Comparison of the two direct measures of German economic conditions

−
3

−
2

−
1

0
1

2
co

m
p

−
1

−
.5

0
.5

1
Z

E
W

 S
itu

at
io

n 
In

di
ca

to
r

20
02

m
1

20
04

m
1

20
06

m
1

20
08

m
1

20
10

m
1

20
12

m
1

20
14

m
1

20
16

m
1

20
18

m
1

20
20

m
1

survey

ZEW Situation Indicator, Germany comp

Note: This figure compares the ZEW Situation Indicator and comp. The ZEW Situation Indi-
cator is calculated as the difference between the shares of respondents who assess the current
economic situation in Germany as “good” and who assess the current economic situation in
Germany as “bad”.

The indirect, financial measures are the log dividend–price ratio (dp) and the
log earnings–price ratio (ep) of the CDAX, which are considered to be counter-
cyclical in the literature (see e.g. Cochrane, 2017). As Figure 6 shows, this
is only partially the case for Germany during the sample period. Figure 6a,
which plots the deciles of dp against the respective averages of comp and the
ZEW Situation Indicator, reveals that the relationship between dp and economic
conditions is inversely U-shaped, i.e. both low and high dividend–price ratios
occurred when the two direct measures of economic conditions were low. The
inverse U-shape has important implications for the relationship between dp and
expret, because if expret are indeed counter-cyclical, I will not be able to validate
this with dp. As Figure 6b illustrates, the relationship between ep and my direct
measures of economic conditions is less ambiguous. With exception of the first
and last ep-deciles, the relationship can be described as linear and downward-
sloping. The difference between both figures suggests that the payout ratios of
the CDAX companies are unusually low or high relative to economic conditions
during the sample period. Figure 7, which compares the time-series of dp and
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ep, confirms this, as it shows a disconnect between dividends and earnings before
and to a smaller extent, during the financial crisis of 2007–2009. This disconnect
coincides with the economic boom before the financial crisis, which generates
the ambiguous relationship between dp and economic conditions. I will therefore
choose ep over dp whenever I have to choose between the two measures.

6.2 Are Expected Returns Counter-cyclical?

If expected returns are counter-cyclical, I should be able to detect positive rela-
tionships between my survey measures of stock return expectations and ep and,
to a lesser extent, dp and negative relationships between my survey measures of
stock return expectations and sit and comp. To rule out that the regression re-
sults depend on the question format, I consider both available measures of DAX
expectations, i.e. the quantitative forecast expret and the qualitative forecast
expdir. An additional advantage of using the qualitative forecast is that the
results are robust to large outliers in expret. In the analysis, I treat the quali-
tative forecast expdir as a continuous variable, which allows me to use the OLS
estimator, facilitating the comparison between the results for both measures of
DAX expectations. I also re-define expdir as

˜expdiri,s,t =





1 if expdiri,s,t = “increase”

0 if expdiri,s,t = “not change”

−1 if expdiri,s,t = “decrease”

. (8)

To test my hypothesis of counter-cyclical stock return expectations, I run regres-
sions of expret and expdir on my four different measures of economic conditions
and control variables. As control variables, I include the respondents’ own out-
looks for the macroeconomy (expsit), inflation (expinfl), short-term (expint st)
and long-term interest rates (expint lt), as well as the prior one-month return of
the DAX (dax1to0 ). I control for the respondents’ economic outlook, because
Amromin and Sharpe (2014) have shown that it matters for stock market ex-
pectations. Moreover, Greenwood and Shleifer (2014) and Barberis et al. (2015)
document that the recent returns of the equity market are positively correlated
with survey stock market expectations.

Tables 6 reports the regression results. The results are not unanimously
in support of my hypothesis and, in some cases, reverse when I study expdir

instead of expret. Consider, for example, the results for the regressions on dp

documented in columns 1 and 2. Whereas the coefficient on dp in the regression
of expret is positive (column 1), it is negative in the regression of expdir (col-
umn 2). The estimates of specifications 3–4 suggest that the contradictory rela-
tionship between dp and my two survey measures of stock return expectations
might at least in part be an implication of the disconnect between dividends
and earnings described in the previous section: consistent with my hypothesis,
the coefficients on ep are both positive and also highly statistically significant.11

In contrast, the results for sit, documented in columns 5 and 6, are both not

11If I restrict the sample to the years after 2010 (not shown), i.e. after dividends and earnings
have started to move together (see Figure 7), I find a positive but statistically insignificant
coefficient in the equivalent of specification 2. This result gives additional support to my
side-hypothesis that the contradictory results in specification 1–2 can be attributed to the
disconnect between dividends and earnings.
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Figure 6: The dividend–price ratio, the earnings–price ratio and economic con-
ditions

−
.4

−
.2

0
.2

.4
.6

si
t

−
1

−
.5

0
.5

1
1.

5
co

m
p

1 2 3 4 5 6 7 8 9 10
Deciles of dp

comp (average) sit (%good−%bad)

dp and Economic Conditions

(a) dp and economic conditions
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(b) ep and economic conditions

Note: This figure shows how the two indirect measures of economic conditions, dp and ep, are
related to the two direct measures of economic conditions, comp and sit. Figure 6a plots the
average of comp and an aggregated measure of sit against dp. The aggregated measure of sit
is calculated as the difference between the shares of responses where sit = “good” and sit =
“bad”, respectively, i.e. the ZEW Situation Indicator. Figure 6b plots the average of comp

and the aggregated measure of sit against ep.

27



Figure 7: Development of dividends and earnings of CDAX companies
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Note: This figure compares the developments of dp and ep over time.

in support of my hypothesis. More specifically, I neither find that expret is on
average higher when respondents assess the current situation as “bad” nor that
the respondents are more likely to expect the DAX to increase (expdir). On the
contrary, the respondents are actually less likely to expect the DAX to increase
when they think the current economic situation is “bad” (column 6). Columns
7 and 8 reveal that comp shows the same contradictory pattern as dp and, to a
lesser extent, sit. While comp is negatively associated with expret (column 7),
which is in support of my hypothesis, its correlation with expdir is statistically
insignificant (column 8), which is not in support of my hypothesis. The most
supportive for my hypothesis of counter-cyclical stock market expectations are
specifications 9 and 10, in which my survey measures of stock return expecta-
tions are regressed on all measures of economic conditions but dp.12 Whereas
sit is still negatively associated with return expectations, the coefficients on ep

and comp are in line with my hypothesis, i.e. return expectations are on average
negatively correlated with economic conditions.

To sum up, when I study expret, the results are largely in support of my
hypothesis that stock market expectations are counter-cyclical. For three out
of the four measures of economic conditions studied, return expectations are on
average higher when economic conditions are lower. The one exception is the

12dp is highly correlated with ep and, based on my analysis in Section 6.1, an inferior
measure of the valuation of the CDAX. The results from a test for multicollinearity suggest
that it is unproblematic to include the remaining three measures of economic conditions
simultaneously: variance inflation factors range from 1.31 (ep) to 3.39 (sit).
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Table 6: Are expected returns counter-cyclical?

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

expret expdir expret expdir expret expdir expret expdir expret expdir

dp 0.0037*** -0.0425***

(0.0012) (0.0088)

ep 0.0074*** 0.0346*** 0.0071*** 0.0412***

(0.0006) (0.0058) (0.0006) (0.0057)

sit = normal -0.0018 -0.0418*** -0.0078*** -0.0763***

(0.0012) (0.0119) (0.0013) (0.0127)

sit = bad 0.0026 -0.1070*** -0.0138*** -0.2021***

(0.0024) (0.0197) (0.0023) (0.0205)

comp -0.0057*** 0.0006 -0.0078*** -0.0449***

(0.0012) (0.0099) (0.0013) (0.0114)

expsit = not change -0.0170*** -0.1890*** -0.0167*** -0.1888*** -0.0165*** -0.2110*** -0.0148*** -0.1898*** -0.0167*** -0.2120***

(0.0015) (0.0133) (0.0015) (0.0133) (0.0016) (0.0132) (0.0015) (0.0131) (0.0015) (0.0129)

expsit = worsen -0.0476*** -0.5255*** -0.0479*** -0.5481*** -0.0454*** -0.5694*** -0.0434*** -0.5407*** -0.0475*** -0.5815***

(0.0027) (0.0247) (0.0027) (0.0253) (0.0028) (0.0253) (0.0027) (0.0254) (0.0028) (0.0253)

expinfl = not change 0.0023** 0.0159 0.0002 0.0038 0.0024** 0.0251** 0.0011 0.0146 -0.0001 0.0106

(0.0012) (0.0108) (0.0012) (0.0107) (0.0012) (0.0107) (0.0012) (0.0106) (0.0012) (0.0105)

expinfl = decrease 0.0056*** 0.0362* 0.0019 -0.0025 0.0066*** 0.0391** 0.0044** 0.0212 0.0010 0.0068

(0.0021) (0.0203) (0.0020) (0.0191) (0.0021) (0.0190) (0.0020) (0.0188) (0.0020) (0.0186)

expint st = not change 0.0035*** 0.0042 0.0046*** -0.0136 0.0047*** -0.0031 0.0056*** -0.0121 0.0067*** 0.0084

(0.0013) (0.0124) (0.0013) (0.0128) (0.0013) (0.0130) (0.0013) (0.0126) (0.0013) (0.0123)

expint st = decrease 0.0144*** 0.0424** 0.0151*** -0.0207 0.0179*** 0.0195 0.0165*** -0.0046 0.0156*** 0.0063

(0.0022) (0.0177) (0.0024) (0.0183) (0.0022) (0.0181) (0.0022) (0.0183) (0.0022) (0.0180)

expint lt = not change -0.0076*** -0.0859*** -0.0077*** -0.0853*** -0.0075*** -0.0860*** -0.0076*** -0.0854*** -0.0075*** -0.0859***

(0.0012) (0.0110) (0.0012) (0.0110) (0.0012) (0.0111) (0.0012) (0.0111) (0.0012) (0.0110)

expint lt = decrease -0.0278*** -0.2354*** -0.0270*** -0.2256*** -0.0282*** -0.2282*** -0.0286*** -0.2312*** -0.0272*** -0.2224***

(0.0028) (0.0224) (0.0027) (0.0219) (0.0028) (0.0223) (0.0028) (0.0224) (0.0027) (0.0219)

dax1to0 -0.0181*** -0.0479*** -0.0176*** -0.0361*** -0.0188*** -0.0402*** -0.0190*** -0.0412*** -0.0179*** -0.0354***

(0.0006) (0.0045) (0.0006) (0.0046) (0.0006) (0.0046) (0.0006) (0.0046) (0.0006) (0.0047)

corrected -0.0149*** -0.0141*** -0.0151*** -0.0139*** -0.0137***

(0.0033) (0.0033) (0.0033) (0.0033) (0.0033)

Constant 0.0425*** 0.6129*** 0.0431*** 0.6473*** 0.0405*** 0.6785*** 0.0399*** 0.6352*** 0.0486*** 0.7254***

(0.0016) (0.0145) (0.0016) (0.0148) (0.0020) (0.0164) (0.0016) (0.0143) (0.0020) (0.0177)

Person FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 44,311 44,311 44,311 44,311 44,311 44,311 44,311 44,311 44311 44311

R2 0.1107 0.0893 0.1178 0.0888 0.1095 0.0894 0.1131 0.0864 0.1225 0.0948

Adj. R2 0.1105 0.0891 0.1176 0.0886 0.1092 0.0891 0.1128 0.0862 0.1222 0.0946

Note: This table documents the results of regressions of expret and expdir on measures of economic conditions and control variables. All dependent variables were standardized. Standard errors were
clustered on the respondent-level and are reported in parantheses. ***, ** and * refer to significance levels of 1%, 5% and 10%, respectively.
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respondents’ own assessment of current economic conditions, which is the only
subjective measure of economic conditions considered in the analysis. In con-
trast, when I study expdir, I find that economic conditions are either unrelated
or even positively associated with stock market expectations. The discrepancies
between the results for expret and expdir, however, vanish when all measures of
economic conditions are considered together.

The results for expret and to a limited extent for expdir, differ from central
findings of the previous literature on survey measures of stock market expecta-
tions. In contrast to Greenwood and Shleifer (2014) and Amromin and Sharpe
(2014), I find that the valuation of the stock market, proxied by dp and ep, is on
average positively associated with the DAX return expectations of the survey
respondents. Moreover, in contrast to Greenwood and Shleifer (2014), Amromin
and Sharpe (2014) and Barberis et al. (2015), I do not find evidence for an ex-
trapolation of past returns. Both survey measures of DAX return expectations
are negatively correlated with the DAX return over the previous month in all
specifications.

Why are the results for expret and expdir qualitatively different in some
cases? There are three possible explanations. First, the qualitative differences
might arise because the respondents give answers to the question asking for a
point forecast of the DAX (i.e. expret) that contradict their answers to the
question asking for a directional forecast of the DAX (i.e. expret). Second,
outliers in expret might impact the estimates such that the direction of the
measured relationship between economic conditions and expret differs from that
of the respective relationship with expdir. Finally, the qualitative differences
might be the result of the different scales of the two survey measures of DAX
expectations, i.e. metric for expret and ordinal for expdir.

I first turn to inconsistent answers. Table 7 reports features of the dis-
tributions of expret conditional on expdir. These statistics suggest that the
respondents’ quantitative forecasts are largely consistent with their respective
qualitative forecasts.13 More specifically, expret is on average positive, close
to zero and negative, if respondents answer “increase”, “not change” and “de-
crease”, respectively. However, there are also a few inconsistent answers. For
example, the smallest value for expret in the category “increase” is -91%, which,
in addition to having the “wrong” sign, is also very large in magnitude. To quan-
tify the extent to which inconsistent answers are responsible for the differences
between the results for the qualitative and quantitative forecasts, I drop all in-
consistent answers and re-run my regressions of both survey measures of DAX
return expectations on my measures of economic conditions. I also drop all
observations in the category “not change”, given that there are no observations
for which expret is exactly 0. Table 8 reports the results from these regressions.
Although the exclusion of inconsistent answers produces stronger results, i.e.
coefficients of variables that are hypothesized to be positively associated with
DAX expectations become larger and vice versa, it does not solve the problem
of contradicting results in regressions of expret vs. expdir. In particular, the
coefficient on dp is still positive in specification (1) and negative in specification
(2) and the coefficient on comp is still negative in specification (7) and positive
but statistically insignificant in specification (8).

13The order of the questions in the questionnaire is the following: First qualitative, then
quantitative.
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Table 7: Distributions of expret conditional on expdir

expdir Min p10 p25 p50 Mean p75 p90 Max

“increase” -91.07 1.47 3.33 5.78 7.01 9.32 14.20 80.97

“not change” 41.80 -3.79 -1.47 0.22 0.29 2.05 4.43 41.30

“decrease” -87.64 -16.16 -11.07 -7.32 -8.35 -4.41 -2.18 47.47

Note: This table reports characteristics of the conditional distributions of expret (in percent),
conditional on expdir. The labels p10, p25, p50, p75 and p90 refer to the 10th, 25th, 50th, 75th
and 90th percentile of the overall distribution of expret.

I next turn to the role of outliers in expret. To quantify the effect that
outliers have on my estimates, I re-run all regression with a winsorized version
of expret. The winsorization is done by replacing the 5% smallest and the 5%
largest values of expret by the variable’s 5th and 95th percentile, respectively,
where both percentiles are calculated from the distributions of expret specific
to each survey wave. Table 9 documents the regression results. Again, the
coefficient on dp is positive in specification (1) but negative in specification (2)
and the coefficient on comp is negative in specification (7) and positive but
statistically insignificant in specification (8). Thus, outliers in expret are not
the reason for why the results are qualitatively different.

Having ruled out both inconsistent responses and outliers as the causes of
the qualitative differences between the results for expret and expdir, the only
remaining explanation is that the differences are due to the different scales of
the two variables. Given that the respondents can only choose between “in-
crease”, “not change” and “decrease” when answering the question asking for
a directional DAX forecast and that they are able to provide an exact forecast
in the question asking for a point forecast, expdir co-varies less with perceived
economic conditions than expret by construction.

6.3 Expected Returns, Economic Conditions And The Re-

spondents’ Personal Characteristics

I now turn to the relationship between the respondents’ personal characteristics
and their DAX expectations, which I have ignored so far. As summarized in the
literature overview, the empirical evidence suggests that the individual charac-
teristics of respondents matter for their expectations. The focus of my analysis is
whether the respondents’ characteristics affect the relationships between expret

and economic conditions and, if this is the case, whether these characteristics are
associated with pro-cyclical or counter-cyclical DAX expectations. Differences
in personal characteristics might thus explain why the correlations between eco-
nomic conditions and expret vary extensively across respondents (see Section
5.3).

I study how the relationship between expret and economic conditions de-
pends on the following characteristics: age and age cohort, indicators of the
levels of expertise in conducting DAX forecasts and main occupation.14 I re-
strict my analysis to expret, because the results presented in the previous section

14I do not consider the career entry year or the number of years of working experience,
because these variables are highly correlated with age – the coefficient of correlation is 0.9 –
and thus imply very similar results.
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Table 8: The effect of inconsistent answers

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

expret expdir expret expdir expret expdir expret expdir expret expdir

dp 0.0039** -0.0429***

(0.0015) (0.0112)

ep 0.0090*** 0.0429*** 0.0085*** 0.0514***

(0.0008) (0.0078) (0.0009) (0.0076)

sit = normal -0.0015 -0.0320** -0.0085*** -0.0640***

(0.0016) (0.0147) (0.0017) (0.0162)

sit = bad 0.0036 -0.1223*** -0.0154*** -0.2072***

(0.0031) (0.0247) (0.0030) (0.0272)

comp -0.0067*** 0.0103 -0.0090*** -0.0358**

(0.0015) (0.0122) (0.0016) (0.0141)

Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Person FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 30,442 30,442 30,442 30,442 30,442 30,442 30,442 30,442 30,442 30,442

R2 0.1272 0.1058 0.1366 0.1064 0.1261 0.1069 0.1304 0.1033 0.1417 0.1129

Adj. R2 0.1269 0.1055 0.1363 0.1061 0.1257 0.1066 0.1302 0.1030 0.1414 0.1125

Note: This table documents the results of regressions of expret and expdir on measures of economic conditions and control variables. All observations for which respondents
have provided quantitative and qualitative DAX forecasts which are inconsistent with each other were dropped from the regression. Observations were classified as
inconsistent if expret < 0 and expdir = “increase” or expret > 0 and expdir = “decrease”. Also, all observations, for which expdir = “not change”, were dropped from
the regression. Control variables are expsit, expinfl, expint st, expint lt and dax1to0. All independent variables were standardized. Standard errors were clustered on the
respondent-level and are reported in parantheses. ***, ** and * refer to significance levels of 1%, 5% and 10%, respectively.
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Table 9: The effect of outliers

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

expret expdir expret expdir expret expdir expret expdir expret expdir

dp 0.0030*** -0.0425***

(0.0010) (0.0088)

ep 0.0072*** 0.0346*** 0.0068*** 0.0412***

(0.0006) (0.0058) (0.0006) (0.0057)

sit = normal -0.0013 -0.0418*** -0.0069*** -0.0763***

(0.0010) (0.0119) (0.0011) (0.0127)

sit = bad 0.0037* -0.1070*** -0.0118*** -0.2020***

(0.0021) (0.0197) (0.0019) (0.0205)

comp -0.0057*** 0.0006 -0.0073*** -0.0449***

(0.0010) (0.0099) (0.0011) (0.0114)

Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Person FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 44,311 44,311 44,311 44,311 44,311 44,311 44,311 44,311 44,311 44,311

R2 0.1254 0.0893 0.1347 0.0888 0.1247 0.0894 0.1292 0.0864 0.1400 0.0948

Adj. R2 0.1252 0.0891 0.1345 0.0886 0.1245 0.0891 0.1289 0.0862 0.1398 0.0946

Note: This table documents the results of regressions of expret and expdir on measures of economic conditions and control variables. The variable expret was winsorized
by replacing the 5% smallest and the 5% largest values of expret by its 5th and 95th percentiles, respectively. Control variables are expsit, expinfl, expint st, expint lt
and dax1to0. All independent variables were standardized. Standard errors were clustered on the respondent-level and are reported in parantheses. ***, ** and * refer to
significance levels of 1%, 5% and 10%, respectively.
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suggest that it is a more precise measure of the respondents’ DAX expectations
than expdir. Moreover, because these specifications did not show contradictory
results and to save space, I report only the results of the regressions in which all
measures of economic conditions are included simultaneously (the equivalents
of specifications 9 and 10 in Table 6).

Table 10 documents how the relationships between expret and ep, comp and
sit vary with the respondents’ age and their age cohorts. For a reduced com-
plexity of the analysis, I have divided the group of respondents who provided
their birth date into four groups along the distribution of the respondents’ birth
years. The breakpoints for the four age cohorts are the three quartiles of the
distribution of birth years. The distribution of birth years ranges from 1938 to
1990 and the three quartiles are 1958, 1963 and 1969. Column 2 (specification
1) of Table 10 reveals that the results for the relationships between expret and
the three measures of economic conditions documented in Table 6 also hold in
the sub-sample, for which the birth years of the respondents are available. In-
terestingly, when I include age into the model (column 3), which is negatively
associated with expret, the relationships between expret and ep and sit remain
largely unchanged, whereas the coefficient on comp loses its statistical signifi-
cance. The most likely explanation for the latter finding is that comp and age
are spuriously correlated in the sample, i.e. the upward movement of the distri-
bution of age (see Figure 2d) during the sample period happens to coincide with
an upward trend in economic conditions as measured by comp (see Figure 5).15

Column 4 (specification 3) reports the result of the regression, in which I inter-
act my three measures of economic conditions with age. The estimated model
suggests that the relationship between expret and ep depends on age, while
those of comp and sit do not. More specifically, the coefficient on ep decreases
when age increases. As can be seen from Figure 8, which plots the coefficient
on ep against age, the estimated model implies that the association between ep

and expret is positive (i.e. counter-cyclical) if age is below 69 and statistically
insignificant if age is 69 or higher (judged by a 95% confidence interval). Given
that only a small minority of the financial market experts in the sample has
reached the age of 69, this threshold holds no economic significance. Finally,
when I interact the three measures of economic conditions with the respondents’
age cohorts (column 5), I do not find any differences across age cohorts.

I next explore whether the relationships between expret and ep, comp and
sit depend on the respondents’ level of expertise in conducting DAX forecasts.
There are four self-reported measures of expertise available to me. These are
the respondents’ own assessments of their levels of expertise in the areas of
stock forecasts in general, in conducting DAX point and interval forecasts and
in assessing the fundamental value of the DAX, as well as the respondents’
professional experience in conducting DAX forecasts, i.e. whether and how
often respondents have conducted DAX forecasts outside of the context of the
ZEW FMS before.

A natural hypothesis is that a high level of expertise is associated with
counter-cyclical DAX expectations. Experts should know that subsequent real-
ized returns are on average higher when economic conditions are bad, given that
this is well documented in the literature. Moreover, I also test whether taking

15While comp seems to follow an upward trend during the sample period, its components are
all stationary variables. Hence, detrending comp to remove the spurious correlation between
it and age would be inappropriate.

34



Table 10: Expected returns, economic conditions and age

(1) (2) (3) (4)

expret expret expret expret

ep 0.0070*** 0.0080*** 0.0225*** 0.0088***

(0.0009) (0.0009) (0.0060) (0.0022)

ep × age -0.0003**

(0.0001)

ep × cohort = 2 -0.0004

(0.0029)

ep × cohort = 3 -0.0021

(0.0031)

ep × cohort = 4 -0.0044

(0.0029)

comp -0.0075*** 0.0011 -0.0112 -0.0066*

(0.0015) (0.0018) (0.0083) (0.0033)

comp × Age 0.0003

(0.0002)

comp × Cohort = 2 -0.0015

(0.0042)

comp × Cohort = 3 -0.0013

(0.0050)

comp × Cohort = 4 -0.0005

(0.0038)

sit = good × Cohort = 2 0.0112

(0.0074)

sit = good × Cohort = 3 0.0116

(0.0076)

sit = good × Cohort = 4 0.0081

(0.0083)

sit = normal -0.0067*** -0.0050*** -0.0160* -0.0036

(0.0016) (0.0016) (0.0085) (0.0025)

sit = normal × Age 0.0002

(0.0002)

sit = normal × Cohort = 2 0.0084

(0.0067)

sit = normal × Cohort = 3 0.0052

(0.0070)

sit = normal × Cohort = 4 0.0055

(0.0072)

sit = bad -0.0101*** -0.0060** -0.0138 -0.0023

(0.0028) (0.0029) (0.0163) (0.0057)

sit = bad × age 0.0002

(0.0003)

Age -0.0022*** -0.0021***

(0.0004) (0.0004)

Constant 0.0475*** 0.1402*** 0.1366*** 0.0397***

(0.0024) (0.0176) (0.0199) (0.0055)

Controls Yes Yes Yes Yes

Person FE Yes Yes Yes Yes

N 24,611 24,611 24,611 24,611

R2 0.1275 0.1341 0.1361 0.1285

Adj. R2 0.1270 0.1336 0.1354 0.1276

Note: This table reports the results of regressions of expret on measures of economic conditions, the respondents’
age and their age cohort. Control variables are expsit, expinfl, expint st, expint lt and dax1to0. All independent variables
were standardized. Standard errors were clustered on the respondent-level and are reported in parantheses. ***, **
and * refer to significance levels of 1%, 5% and 10%, respectively.
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Figure 8: The coefficient on ep conditional on age
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Note: This figure shows how the measured relationship between expret and ep depends on the
respondents’ age. The plot is based on the regression results documented in Table 10 and shows
the estimates of the coefficient on ep and the accompanying 95% confidence intervals.
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an interest in the results of the ZEW FMS on stock markets in general matters
for the respondents’ DAX expectations conditional on economic conditions. Re-
spondents who take interest in stock market forecasts might, for example, put
more effort in making their own forecasts than those who are not.

Tables 11 and 12 report the regression results. The results on the interac-
tions between my measures of expertise and my measures of economic conditions
do not suggest that a higher level of expertise is associated with more counter-
cyclical DAX expectations: the interactions between expertise and economic
conditions in specifications (1)–(3) reported in Table 11 as well as the inter-
actions between professional forecasting activities and economic conditions re-
ported in specification (2) in Table 12 all are statistically not significant. When
I differentiate by whether a respondent takes interest in the results of the ZEW
FMS on stock markets in general, I find that the coefficient on comp is only sta-
tistically significant (i.e. counter-cyclical) if the respondents report that they
are interested.

Lastly, I differentiate by the respondents’ self-reported main occupation. Ta-
ble 13 reports the regression results for each of the ten categories. While not
all are statistically significant, the coefficients on ep and comp across all main
occupations have the same sign and also the same sign as the respective coeffi-
cients from the main regression reported in Table 6. With two exceptions, i.e.
specifications 5 and 9, this is also the case for sit. Financial market experts with
different main occupations thus mainly seem to differ with respect to whether
they consider a given measure of economic conditions when forecasting the DAX
or not. The results suggest that, of all the characteristics explored in this sec-
tion, main occupation is the best differentiator when it comes to the relationship
between DAX return expectations and measures of economic conditions.

7 Evaluating Forecasting Performance

In this section, I evaluate the forecast performance of the respondents to the
ZEW FMS. I am interested in two characteristics of the respondents’ DAX
forecasts. First, I explore whether their forecasts are predictive for subsequent
realized returns and, if this is the case, whether the forecasts are positively
or negatively correlated with them. The sign of the correlation is of particu-
lar interest, given that Greenwood and Shleifer (2014) find that their survey
measures of expected stock returns are negatively correlated with subsequent
realized returns. They explain this puzzling finding with their result that prox-
ies for expected excess stock returns and their survey measures of expected
returns are negatively correlated. As I document relationships between expret

and proxies for expected stock returns (e.g. the dividend–price ratio) that differ
from those reported in Greenwood and Shleifer (2014), I expect to find that
my survey measures of stock return expectations are positively correlated with
subsequent realized returns. Second, I test whether the respondents’ DAX fore-
casts are more accurate than the historical average realized return, the latter
being an often used benchmark which stock market forecasts are compared to
in the literature (see e.g. Welch and Goyal, 2008).

I begin by studying the predictive power of aggregated versions of my two
survey measures of DAX return expectations. These are an equally-weighted
average of expret and the bull-bear spread, the latter being the difference be-
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Table 11: Expected returns, economic conditions, stock market expertise and
taking interest in ZEW FMS results on stock markets

(1) (2) (3) (4)

Dependent variable: expret Expertise:
stocks

Expertise:
quantitative
DAX forecasts

Expertise:
current valua-
tion DAX

Interest:
stocks

ep 0.0095** 0.0076*** 0.0099*** 0.0077***

(0.0041) (0.0021) (0.0029) (0.0025)

ep × expertise = medium -0.0014 0.0002 -0.0048

(0.0045) (0.0026) (0.0034)

ep × expertise = high -0.0041 -0.0042 -0.0029

(0.0044) (0.0030) (0.0033)

ep × interested = yes -0.0012

(0.0028)

comp -0.0052* -0.0073** -0.0064 -0.0039

(0.0028) (0.0031) (0.0046) (0.0024)

comp × expertise = medium -0.0031 -0.0028 0.0000

(0.0040) (0.0037) (0.0051)

comp × expertise = high -0.0048 -0.0050 -0.0080

(0.0034) (0.0054) (0.0054)

comp × interested = yes -0.0076**

(0.0031)

sit = good × expertise = medium 0.0115 0.0028 -0.0124

(0.0099) (0.0079) (0.0089)

sit = good × expertise = high -0.0084 -0.0115 -0.0087

(0.0085) (0.0101) (0.0087)

sit = good × × interested = yes -0.0085

(0.0105)

sit = normal -0.0085 -0.0142*** -0.0141* -0.0097***

(0.0065) (0.0050) (0.0079) (0.0026)

sit = normal × expertise = medium 0.0087 0.0102 -0.0040

(0.0077) (0.0071) (0.0076)

sit = normal × expertise = high -0.0064 -0.0020 -0.0037

(0.0060) (0.0099) (0.0079)

sit = normal × interested = yes -0.0076

(0.0093)

sit = bad -0.0129* -0.0138** -0.0218*** -0.0181*

(0.0075) (0.0060) (0.0069) (0.0096)

Constant 0.0504*** 0.0523*** 0.0594*** 0.0556***

(0.0078) (0.0066) (0.0082) (0.0086)

Controls Yes Yes Yes Yes

Person FE Yes Yes Yes Yes

N 16,342 16,536 16,536 14,517

R2 0.1400 0.1423 0.1433 0.1405

Adj. R2 0.1388 0.1412 0.1421 0.1394

Note: This table reports the results of regressions of expret on measures of economic conditions, three indicators of
the respondents’ level of expertise in conducting stock market forecasts and an indicator of whether the respondents
take interest in the results of the ZEW FMS on stock markets. The labels “stocks”, “quantitative DAX forecasts”
and “current valuation DAX” refer to the respondents’ levels of expertise in the areas of stock market forecasting
in general, of making quantitative DAX forecasts and of DAX valuation, respectively. The expertise variables can
take the values “low”, “medium” and “high”. The variable that indicates whether the respondents take interest in
the results on stock markets can take the values “yes” or “no”. Control variables are expsit, expinfl, expint st, expint lt

and dax1to0. All independent variables were standardized. Standard errors were clustered on the respondent-level
and are reported in parantheses. ***, ** and * refer to significance levels of 1%, 5% and 10%, respectively.
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Table 12: Expected returns, economic conditions and professional experience in
conducting DAX forecasts

(1) (2)

expret expret

ep 0.0067*** 0.0067***

(0.0008) (0.0014)

ep × DAX forecasts = sometimes 0.0034

(0.0023)

ep × DAX forecasts = never -0.0013

(0.0018)

comp -0.0082*** -0.0101***

(0.0014) (0.0024)

comp × DAX forecasts = sometimes 0.0055

(0.0039)

comp × DAX forecasts = never 0.0022

(0.0031)

Economic situation Germany = good × DAX forecasts = sometimes 0.0040

(0.0063)

Economic situation Germany = good × DAX forecasts = never -0.0035

(0.0058)

Economic situation Germany = normal -0.0078*** -0.0078***

(0.0015) (0.0020)

Economic situation Germany = normal × DAX forecasts = sometimes 0.0025

(0.0067)

Economic situation Germany = normal × DAX forecasts = never -0.0034

(0.0052)

Economic situation Germany = bad -0.0136*** -0.0143***

(0.0026) (0.0041)

Constant 0.0482*** 0.0493***

(0.0026) (0.0040)

Controls Yes Yes

Person FE Yes Yes

N 30,765 30,765

R2 0.1299 0.1312

Adj. R2 0.1295 0.1306

Note: This table reports the results of regressions of expret on measures of economic conditions
and an indicator of the respondents’ professional experience in conducting DAX forecasts, DAX

forecasts. The variable DAX forecasts can take the values “regular”, “sometimes” and “never”.
Control variables are expsit, expinfl, expint st, expint lt and dax1to0. All independent variables
were standardized. Standard errors were clustered on the respondent-level and are reported in
parantheses. ***, ** and * refer to significance levels of 1%, 5% and 10%, respectively.
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Table 13: Expected returns, economic conditions and the respondents’ main occupation

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Dependent variable:
expret

Economic
research

Trading Financing Management Security
research

Fund/portfolio
manage-
ment

Investment
advice

Wealth
manage-
ment

Risk man-
agement

Other

ep 0.0070*** 0.0044** 0.0073*** 0.0032 0.0055** 0.0056*** 0.0045*** 0.0056*** 0.0057** 0.0073**

(0.0017) (0.0019) (0.0018) (0.0019) (0.0024) (0.0013) (0.0015) (0.0015) (0.0023) (0.0027)

comp -0.0069 -0.0059 -0.0098** -0.0070** -0.0012 -0.0064* -0.0065** -0.0069 -0.0051* -0.0112*

(0.0050) (0.0050) (0.0037) (0.0028) (0.0058) (0.0033) (0.0031) (0.0042) (0.0024) (0.0057)

sit = normal -0.0038 -0.0057 -0.0078* -0.0054 -0.0023 -0.0036 -0.0134*** -0.0050 -0.0080** -0.0052

(0.0034) (0.0040) (0.0044) (0.0042) (0.0048) (0.0033) (0.0037) (0.0042) (0.0038) (0.0063)

sit = bad -0.0104 -0.0154* -0.0219*** -0.0098 0.0021 -0.0067 -0.0061 -0.0095 0.0035 -0.0133

(0.0065) (0.0082) (0.0065) (0.0074) (0.0050) (0.0046) (0.0086) (0.0061) (0.0059) (0.0128)

Constant 0.0453*** 0.0489*** 0.0498*** 0.0431*** 0.0482*** 0.0448*** 0.0464*** 0.0504*** 0.0373*** 0.0633***

(0.0063) (0.0083) (0.0066) (0.0083) (0.0057) (0.0043) (0.0049) (0.0056) (0.0057) (0.0148)

Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Person FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 4,309 2,636 3,236 5,047 3,206 7,775 4,403 4,867 2,549 2,652

R2 0.1429 0.1073 0.1714 0.1046 0.1286 0.1484 0.1523 0.1633 0.2110 0.1054

Adj. R2 0.1401 0.1026 0.1678 0.1021 0.1247 0.1468 0.1496 0.1609 0.2067 0.1007

Note: This table reports the results of regressions of expret on measures of economic conditions, conditional on the respondents’ main occupation. Control variables are
expsit, expinfl, expint st, expint lt and dax1to0. All independent variables were standardized. Standard errors were clustered on the respondent-level and are reported in
parantheses. ***, ** and * refer to significance levels of 1%, 5% and 10%, respectively.
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tween the shares of respondents who expect the DAX to increase and decrease,
respectively, over the course of the next six months. I then explore whether
there are differences in forecast performance between subgroups formed by the
various personal characteristics available to me.

7.1 Aggregated Forecasts

To evaluate the predictive power of the aggregated return forecasts, I run sep-
arate regressions of an aggregated measure of realized six-month DAX returns
on the average of expret and on the bull-bear spread. The regression model is

r̄DAX,Q
s = α+ βfQ

s + ǫs, (9)

where r̄DAX,Q
s is the aggregated measure of realized six-month DAX returns for

survey wave s and fQ
s is either the bull-bear spread (bullbears) or the average of

expret (quants) in survey wave s. As the index Q ∈ {bullbear, quant} indicates,
r̄DAX,Q
s depends on whether I study bullbear or quant. More specifically, I
define the aggregated realized return r̄DAX,Q

s as

r̄DAX,Q
s = (Ns)

−1
Ns∑

i=1

D
Q
i,s,tr

DAX
s,t;t+6m, (10)

where Ns is the number of respondents in survey wave s, i indexes the respon-
dents of survey wave s, rDAX

s,t;t+6m is the realized six-month DAX return associated

with a DAX forecast made on survey day t during survey wave s and D
Q
i,s,t is an

indicator variable which takes the value of 1 if respondent i provided a forecast
for forecast Q on survey day t during survey wave s and 0 otherwise. By only
considering the realized returns specific to respondents who actually provided
forecasts, I ensure that the aggregated measure of realized returns better aligns
with the aggregated forecasts. The aggregated forecasts are calculated as

bullbears = (Ns)
−1

Ns∑

i=1

D
Q
i,s,t

˜expdiri,s,t (11)

and

quants = (Ns)
−1

Ns∑

i=1

D
Q
i,s,texpreti,s,t, (12)

respectively, where ˜expdiri,s,t is the continuous version of the directional DAX
forecast defined in Equation (8).

Table 14 reports the regression results. I first regress r̄DAX,Q on bullbear.
I do this both for the whole time-series starting in 1991 (specification (1)),
as well as the period starting in 2003 (specification (2)), which is the period
for which quant is available. Realized six-month DAX returns are available
until survey wave February 2020. To account for heteroskedasticity and auto-
correlation in the error term, I use the Newey and West (1987) estimator to
estimate standard errors. Because the forecast horizon is six months, I follow
Greenwood and Shleifer (2014) and set the maximum lag in the Newey-West
estimation to six. The results in columns 2 and 3 (specifications (1) and (2))
suggest that bullbear is not predictive for realized returns. For both models,
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Table 14: Evaluating predictive power

(1) (2) (3)

r̄DAX,bullbear r̄DAX,bullbear r̄DAX,quant

bullbear -0.0406 0.1618

(0.1161) (0.1049)

quant 1.3422**

(0.6085)

Constant 0.0650 -0.0116 0.0182

(0.0503) (0.0489) (0.0212)

N 338 205 205

R2 0.0017 0.0340 0.0676

Adj. R2 -0.0012 0.0292 0.0630

Note: This table documents the results of regressions of average realized six-month DAX returns,
r̄DAX,Q
s , Q ∈ {bullbear, quant}, on the two aggregated DAX forecasts bullbear and quant. Specifi-

cation (1) is estimated on the full sample, i.e. December 1991–June 2020, whereas specifications (2)
and (3) are estimated on the sample, for which quant is available, i.e. February 2003–June 2020.
Newey–West standard errors in parantheses. ***, ** and * refer to significance levels of 1%, 5%
and 10%, respectively. R2 and adjusted R2 statistics are taken from separate OLS regressions of
r̄DAX,Q
s on bullbear and quant.

the null hypothesis that the coefficients on bullbear are 0 cannot be rejected at
a reasonable significance level. The variable also does not explain much of the
variation in returns, whereby R2 seems to depend strongly on the sample period.
More specifically, while bullbear explains only about 0.17% (-0.12% adjusted) of
the variation in realized returns in the full sample, it explains about to 3.40%
(2.92% adjusted) in the sample starting in 2003. In contrast, I find strong
evidence that the variable quant has predictive power for realized returns. As
documented in the last column of Table 14 (specification (3)), the coefficient
on quant is positive, larger than 1 and has a p-value of 2.9% (not reported).
Moreover, the variation in quant accounts for about 6.76% of the variation in
realized returns, which is nearly two times the share explained by bullbear in
column 3 (specification (2)). The results remain qualitatively unchanged when
I consider excess returns, i.e. when I subtract the risk-free rate at the time
of the forecasts from realized returns and the quantitative DAX forecasts (not
reported). This result contradicts the finding of Greenwood and Shleifer (2014)
that survey measures of expected return are negatively correlated with actual
returns.

Having shown that quant is predictive for realized returns, I next compare
the forecast accuracy of the variable to that of the historical average realized
return. I use end-of-month values of the DAX index to calculate the historical
average six-month DAX return prevailing in survey wave s, which began in
month m as

r̄DAX
s = (m− 1)−1

m−1∑

i=1

rDAX
i−6;i , (13)
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where i indexes months since the start of the calculation of the DAX index,
which is December 1964 in my data source Eikon Datastream. Since I use all
available six-months returns since December 1964, r̄DAX

s changes only moder-
ately between survey waves. Between December 1991 and February 2020, the
historical average ranges from 4.58% to 6.04%, with a mean of 5.36% and a
standard deviation of 0.27%. To compare accuracies of the two forecasts, I fol-
low the approach outlined in Diebold and Mariano (1995), Harvey et al. (1997)
and Rapach and Zhou (2013) and test whether the forecast errors made by the
respondents of the ZEW FMS are smaller than those for DAX forecasts made
with the historical average. My null hypothesis thus is

H0 : MSFEhistavg ≤ MSFEquant,

where MSFEFE is the mean squared forecast error of forecast FE ∈
{quant, histavg}. To carry out this test, I calculate the modified Diebold–
Mariano test statistic (Equation (8) in Harvey et al., 1997, p. 283). In my
case, the parameters n (the number of periods) and h (the forecast horizon),
are 205 and 6, respectively. The data implies a test statistic of 0.4644. Ac-
cording to Harvey et al. (1997), the modified Diebold–Mariano test statistic
follows a Student-t distribution. Using the cumulative distribution function of
the Student-t distribution, I arrive at a p-value of 32.14%. The null hypothesis
thus cannot be rejected, suggesting that the forecast accuracy of quant is not
higher than that of the historical average.

7.2 Cross-sectional Differences In Forecast Accuracy

Having shown that the aggregate quantitative DAX forecast has predictive
power for realized six-months DAX returns, I next explore whether there are dif-
ferences in forecast accuracy between subgroups of the ZEW FMS panel formed
by the personal characteristics available to me. To ensure that a forecaster al-
ways belongs to exactly one group in the comparisons, I only distinguish by
time-invariant characteristics. I distinguish by age cohort, professional experi-
ence in conducting DAX forecasts, the self-assessed level of expertise in con-
ducting DAX forecasts, whether the respondents take interest in the ZEW FMS
results on stock markets in general and the respondents’ main occupation. This
allows me to relate potential differences in forecast accuracy to the respective
differences in the documented relationships between economic conditions and
DAX return expectations documented in Section 6.3. For the comparisons of
forecast accuracy, I use the same approach as in Section 7.1, i.e. I calculate
the subgroup-specific averages of realized returns and expret as in Equations
(10) and (12) and use the adjusted Diebold–Mariano test statistic to evaluate
whether one forecast is better than another. Given that the availability of the
personal characteristics is concentrated at the end of the sample period (see
Section 3.1), I might face a problem with small group sizes, implying that the
average DAX return forecasts of some groups are very volatile. To alleviate this
problem, I restrict the sample used to evaluate differences in forecast accuracy
to the years 2012–2020. In this subsample, the personal characteristics of in-
terest are available for at least 50% of the panel members and the minimum
size per group and survey wave is not smaller than 15 for the large majority of
groups.
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Table 15: Differences in forecast accuracy: professional experience in conducting
DAX forecasts

B → DAX forecasts:
regular

DAX forecasts:
sometimes

DAX forecasts:
never

A ↓

DAX forecasts: regular - -1.4864 0.2544

(92.99%) (39.99%)

DAX forecasts: sometimes - 0.6928

(24.50%)

DAX forecasts: never -

Note: This table reports the results of pairwise comparisons of the mean squared forecast errors
(MSFE) made by three subsets of the ZEW FMS panel: respondents who regulary conduct DAX
forecasts outside of the ZEW FMS, respondents who sometimes conduct DAX forecasts outside of
the ZEW FMS and respondents for never conduct DAX forecasts outside of the ZEW FMS. The
table reports the adj. Diebold–Mariano statistic and the corresponding p-value for each comparison.
The null hypotheses of the tests are given by H0 : MSFEB ≤ MSFEA, where the row determines
A and the column determines B. Given that the tests are symmetric, I report only one result for
each pair. For a pair (A,B), the adj. Diebold–Mariano statistic and p-value of a test of whether A
is a more precise forecast than B, are the inverse of the the adj. Diebold–Mariano statistic and 1
minus the p-value, respectively, of the test of whether B is a more precise forecast than A.

Tables 15 to 18 report the adjusted Diebold–Mariano statistics and the corre-
sponding p-values for the pairwise comparisons of mean squared forecast errors.
The null hypotheses of the respective tests areH0 : MSFEB ≤ MSFEA, where
the rows determine A and the columns determine B. Since the Diebold–Mariano
test statistic of a test with H0 : MSFEB ≤ MSFEA has the opposite sign as
the test statistic of that with H0 : MSFEA ≤ MSFEB, I choose to report only
the result of one of the two comparisons between A and B.16

Table 15 reports the results from the pairwise comparisons of the three cate-
gories of professional DAX forecasting experience. For all pairwise comparisons,
judged by a 95% threshold for statistical significance, the evidence suggests that
these forecasts are equivalent in terms of forecast accuracy. The difference in
mean squared forecast errors is the largest between regular and irregular DAX
forecasters. The respective test statistic implies a p-value of about 7%.

The results of the pairwise comparisons of the three groups of self-assessed
expertise in conducting quantitative DAX forecasts reported in Table 16 suggest
that forecast accuracy increases with expertise, albeit only when a 10% threshold
for statistical significance is used. In terms of forecast accuracy, a high level of
expertise dominates both medium and low levels of expertise and a medium
level of expertise dominates a low level of expertise. The differences in forecast
accuracy cannot be attributed to differences in how the groups form their DAX
expectations conditional on economic conditions (see column 3 of Table 11).

When I compare the forecasts of those respondents who report to taking
interest in the results of the ZEW FMS on stock markets in general to those
who are not, I find the forecast accuracy to be equivalent. The adjusted Diebold–
Mariano statistic and the implied p-value for the respective test are -0.5684 and
71.45%, respectively. When I re-estimate specification (4) of Table 11 for the

16The p-value of a test of whether A is a more precise forecast than B is 1 minus the p-value
of the test of whether B is a more precise forecast than A.
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Table 16: Differences in forecast accuracy: expertise in conducting quantitative
DAX forecasts

B → Low expertise Medium expertise High expertise

A ↓

Low expertise - -1.4696 -1.4939

(92.76%) (93.08%)

Medium expertise - -1.3788

(91.44%)

High expertise -

Note: This table reports the results of pairwise comparisons of the mean squared forecast errors
(MSFE) made by three subsets of the ZEW FMS panel: respondents who assess their own expertise
in conducting quantitative DAX forecasts as low, respondents who assess their own expertise in
conducting quantitative DAX forecasts as medium and respondents who assess their own expertise
in conducting quantitative DAX forecasts as high. The table reports the adj. Diebold–Mariano
statistic and the corresponding p-value for each comparison. The null hypotheses of the tests are
given by H0 : MSFEB ≤ MSFEA, where the row determines A and the column determines B.
Given that the tests are symmetric, I report only one result for each pair. For a pair (A,B), the
adj. Diebold–Mariano statistic and p-value of a test of whether A is a more precise forecast than
B, are the inverse of the the adj. Diebold–Mariano statistic and 1 minus the p-value, respectively,
of the test of whether B is a more precise forecast than A.

subsample covering the years 2012–2020, I also do not find any differences in
DAX expectations conditional on economic conditions.

The results documented in Table 17 suggest that the respondents’ age co-
horts do not matter for forecast accuracy.17 Of the six possible pairwise com-
parisons, none of the respective null hypotheses can be rejected at the 5% level.
Only the null hypothesis of the test of whether the forecasts of age cohort 4 are
more precise than those of age cohort 2 can be rejected at the 10% significance
level. Consistent with the notion that forecast accuracy and the relationships
between DAX expectations and economic conditions are related, the absence of
heterogeneity of forecast accuracy across age cohorts coincides with the absence
of heterogeneity of DAX expectations conditional on economic conditions, the
latter being valid both in the full sample (see column 5 of Table 10) and the
subsample from 2012–2020.

Lastly, Table 18 reports the results of pairwise comparisons of the forecast
accuracy of the different main occupations represented in the ZEW FMS panel.
Given that there are 10 different groups, the issue with too small group sizes
is the most pronounced for this personal characteristic, which should be kept
in mind when interpreting the results. There are three comparisons for which
the null hypotheses can be rejected at the 5% threshold. These are “Trading”
vs. “Management”, “Financing” vs. “Management”, and “Security Research”
vs. “Wealth Management”. While Table 13 suggests that there are differences
with respect to which variables these occupations consider when forecasting
DAX returns, these differences are small and unsystematic (e.g. “Trading”
and “Financing” seem to consider ep while “Management” seems not, whereas
“Financing” and “Management” seem to consider comp while “Trading” seems
not). The results reported in Table 13 thus do not suggest that the detected
differences in forecast accuracy across main occupations can be traced back

17See Section 6.3 for the definition of age cohorts.
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Table 17: Differences in forecast accuracy: age cohorts

B → Cohort 1 Cohort 2 Cohort 3 Cohort 4

A ↓

Cohort 1 - -1.0402 -0.5727 0.3846

(84.96%) (71.59%) (35.07%)

Cohort 2 - 0.9567 1.3367

(17.06%) (9.22%)

Cohort 3 - 1.0612

(14.56%)

Cohort 4 -

Note: This table reports the results of pairwise comparisons of the mean squared forecast errors
(MSFE) made by three subsets of the ZEW FMS panel: respondents who assess their own expertise
in conducting quantitative DAX forecasts as low, respondents who assess their own expertise in
conducting quantitative DAX forecasts as medium and respondents who assess their own expertise
in conducting quantitative DAX forecasts as high. The table reports the adj. Diebold–Mariano
statistic and the corresponding p-value for each comparison. The null hypotheses of the tests are
given by H0 : MSFEB ≤ MSFEA, where the row determines A and the column determines B.
Given that the tests are symmetric, I report only one result for each pair. For a pair (A,B), the
adj. Diebold–Mariano statistic and p-value of a test of whether A is a more precise forecast than
B, are the inverse of the the adj. Diebold–Mariano statistic and 1 minus the p-value, respectively,
of the test of whether B is a more precise forecast than A.

to differences in how they forecast DAX returns conditional on measures of
economic conditions.

8 Summary And Discussion

Motivated by the contradictory empirical evidence on the time-variation in ex-
pected stock returns, I have studied the stock market expectations of German
financial market experts. My aim was to get a better understanding of the
sources of the variation in expected returns, to provide new evidence on the
relationship between expected returns and economic conditions and to evaluate
the financial experts’ forecasting performance. My main findings are that i) re-
spondents strongly disagree about how important macroeconomic and financial
variables are related to DAX returns, ii) the measured relationships between
my quantitative survey measure of DAX return expectations and measures of
economic conditions are largely consistent with the view that expected returns
are counter-cyclical, iii) in some cases, the scale of the expectation variable, i.e.
metric resulting from a quantitative forecast or ordinal resulting from a quali-
tative forecast, matters for the measured direction of the relationship between
DAX expectations and economic conditions and iv) an aggregated version of my
quantitative survey measure of DAX return expectations positively predicts an
aggregated measure of realized returns, but is not superior to a simple average
of historical DAX returns.

These results contradict the empirical findings from the literature studying
expected returns via survey data, which raises the question of why this is the
case. From my results, I am not able to give a definite answer to this ques-
tion. Two explanations are, however, plausible. First, as my results indicate,
a potential explanation for why previous studies have documented pro-cyclical
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Table 18: Differences in forecast accuracy: main occupation

B → Economic
research

Trading Financing Management Security
research

Fund/portfolio
management

Investment
advice

Wealth
manage-
ment

Risk
manage-
ment

Other

A ↓

Economic research - 0.2243 0.6003 1.2187 0.4773 0.4779 0.8814 1.5694 0.7747 1.0172

(41.15%) (27.49%) (11.30%) (31.71%) (31.69%) (19.01%) (5.99%) (22.02%) (15.58%)

Trading - 1.1061 1.8370 0.0482 0.2174 0.3349 0.7200 1.0715 1.1418

(13.57%) (3.46%) (48.08%) (41.42%) (36.92%) (23.66%) (14.33%) (12.82%)

Financing - 1.8257 -0.3785 -0.5906 -0.2143 0.1300 0.9456 0.7286

(3.55%) (64.71%) (72.19%) (58.46%) (44.84%) (17.34%) (23.40%)

Management - -1.0269 -1.5793 -0.9112 -0.5968 -0.9162 -0.3923

(84.65%) (94.12%) (81.78%) (72.40%) (81.91%) (65.21%)

Security research - 0.0779 0.6539 1.6743 0.5989 0.8086

(46.90%) (25.73%) (4.86%) (27.53%) (21.04%)

Fund/portfolio management - 0.2676 0.9053 0.8449 1.1609

(39.48%) (18.38%) (20.01%) (12.43%)

Investment advice - 0.9214 0.4961 0.6367

(17.96%) (31.05%) (26.29%)

Wealth management - 0.2346 0.3831

(40.75%) (35.12%)

Risk management - 0.1360

(44.61%)

Other -

Note: This table reports the results of pairwise comparisons of the mean squared forecast errors (MSFE) made the different main occupations in the ZEW FMS panel. The table reports the adj.

Diebold–Mariano statistic and the corresponding p-value for each comparison. The null hypotheses of the tests are given by H0 : MSFEB ≤ MSFEA, where the row determines A and the column
determines B. Given that the tests are symmetric, I report only one result for each pair. For a pair (A,B), the adj. Diebold–Mariano statistic and p-value of a test of whether A is a more precise
forecast than B, are the inverse of the the adj. Diebold–Mariano statistic and 1 minus the p-value, respectively, of the test of whether B is a more precise forecast than A.
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expected returns might be measurement error, for example, because the re-
searchers study a qualitative measure of stock return expectations. The list of
surveys used in the literature on stock return expectations compiled in Table 1,
however, reveals that most studies are based on quantitative measures of stock
return expectations. Measurement error might thus only play a minor role here.

The second possible explanation might be that the differences in the results
are due to the differing backgrounds of the respondents. Table 1 shows that
most studies are based on data from surveys among households or individual
investors, whereas my results are based on data from a survey among financial
market experts. It is reasonable to assume that financial market experts form
stock return expectations that are more in line with the empirical evidence from
studies based on realized stock returns, either because they know the literature
or, because they have learned the relationship between stock returns and eco-
nomic conditions while working in the financial sector. The findings of Söderlind
(2010), who studies the expectations of economists, point into this direction. Al-
though he also finds that it is negatively correlated with the dividend–price ratio,
Söderlind (2010) documents that his survey measure of stock return expecta-
tions is higher in recession periods, which is in line with what I find. Interesting
questions for future research are thus how the format of the survey question
used to measure expected returns affects the measured relationship between ex-
pected returns and proxies for expected returns and whether individuals with
a background in economics or finance hold systematically different stock return
expectations than households or individual investors.
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