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Abstract

Data is often at the core of digital products and services, especially when related

to online advertising. This has made data protection and privacy a major policy

concern. When surfing the web, consumers leave digital traces that can be used to

build user profiles and infer preferences. We quantify the extent to which Facebook

can track web behavior outside of their own platform. The network of engagement

buttons, placed on third-party websites, lets Facebook follow users as they browse

the web. Tracking users outside its core platform enables Facebook to build shadow

profiles. For a representative sample of US internet users, 52 percent of websites

visited, accounting for 40 percent of browsing time, employ Facebook’s tracking

technology. Small differences between Facebook users and non-users are largely

explained by differing user activity. The extent of shadow profiling Facebook may

engage in is similar on privacy-sensitive domains and across user demographics,

documenting the possibility for indiscriminate tracking.
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1 Introduction

The fundamental business model of many online platforms such as Facebook consists

in generating revenue through online advertising. Because detailed information about

consumers’ types and preferences is crucial for targeted advertising effectiveness, online

platforms have developed innovative technologies to collect and analyze behavioral data

(Trusov, Ma & Jamal 2016).

Facebook’s engagement buttons are an important example. Using cookies, Facebook

can track users across all websites on which a Facebook “Like” or “Share” button appears,

even if users never actively click on them (Roosendaal 2012). This, in turn, allows

Facebook to build shadow profiles (Garcia 2017), regardless of whether an individual ever

signed up for a Facebook account. Shadow profiles allow Facebook to connect individual

browsing behavior to existing and future Facebook accounts.1 They can also be used

to place targeted advertisements through Facebook’s cross-site advertising network, or

to predict missing data points on Facebook users with similar browsing characteristics.

In fact, empirical research has shown that even for platforms with extensive internal

usage-based information – such as search engines and social networking websites – access

to data from outside their core platform helps improve their predictions of user profiles

(Trusov, Ma & Jamal 2016).

A large number of websites have integrated Facebook’s engagement buttons since

their launch in 2009. Websites implement Facebook buttons perhaps with the intent to

increase traffic through social media referrals (Sismeiro & Mahmood 2018). Theoretical

work also suggests that the widespread adoption of engagement buttons can be the result

of a prisoner’s dilemma (Krämer, Schnurr & Wohlfarth 2019). The widespread diffusion

of Facebook’s engagement buttons and tracking scripts on the web has been largely

documented (Chaabane, Kaafar & Boreli 2012, Libert 2015, Lerner et al. 2016). In 2020,

Facebook’s engagement buttons had already reached 40 percent of the top 1’000 websites

(Australian Competition and Consumer Commission 2021). Existing studies, however,

typically focus on the share of websites being monitored by such tracking technologies,

leaving aside the share of individual users’ activity that can be tracked by online platforms

such as Facebook.

The extent of shadow profiling by Facebook has raised substantial public interest.2 In

2018, when questioned in U.S. congress and European parliament hearings, CEO Mark

Zuckerberg replied that he did not know about shadow profiles nor how much data on

1See also Facebook’s official press release on data collection outside of Facebook at
https://about.fb.com/news/2018/04/data-off-facebook/, accessed 24 September 2021.

2See, for example, https://eu.usatoday.com/story/tech/columnist/baig/2018/04/13/how-facebook-
can-have-your-data-even-if-youre-not-facebook/512674002/, accessed 24 September 2021.

1
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non-Facebook users was collected.3 Despite its relevance for both public policy as well as

advertisers, the magnitude of users’ online attention being tracked by Facebook remains

largely undocumented.

Against this backdrop, the goal of this paper is to tackle four main questions. First,

what is the share of individuals’ browsing activity that can be tracked by Facebook?

Second, how do these shares vary between individuals who are users of Facebook and

those who are not? In other words, we aim at quantifying Facebook’s ability to create

shadow profiles of individuals who are likely unaware and have not consciously consented

to Facebook tracking their online activities. Third, how do these differences vary across

demographic groups? Fourth, does Facebook’s ability to track user behavior vary across

different types of websites?

Our empirical analysis relies on the entire browsing history of about 5’000 represen-

tative U.S. internet users in 2016, combined with information on whether the visited

websites interacted with Facebook servers through engagement buttons. This allows us

to measure Facebook’s ability to track users across the web. Specifically, we estimate the

share of online activity (measured in visits and time spent online) that can be tracked

by Facebook, distinguishing between users and non-users of Facebook. In addition, we

document the extent of tracking by user demographics, browsing intensity, and types of

domains.

Our results show that Facebook’s technology is present on 52% of websites visited,

accounting for 40% of browsing time. Facebook can track 55% of the websites visited

by Facebook users, and 44% of non-Facebook users, which amounts to 41% and 38% of

browsing time, respectively. While websites visited by Facebook users are covered more

by Facebook’s engagement buttons, this difference largely disappears after controlling for

browsing time. The absence of differences in browsing time tracked is robust across users

with varying demographics. Facebook’s ability to track is prevalent even on privacy-

sensitive websites but less so in website categories likely to be competing with Facebook.

These findings provide a core insight: irrespective of the decision to avoid Facebook,

demographics, or the websites users decide to visit, Facebook can follow close to half of

users’ attention online.

Our results have important implications for ongoing debates around privacy regula-

tion and competition policy. For individual users, privacy concerns could be reduced if

tracking by Facebook outside of its own platform could easily be avoided by quitting

Facebook or by visiting websites without engagement buttons. While recent privacy reg-

ulations and industry changes have made third party tracking more difficult (Johnson,

3See https://venturebeat.com/2018/05/22/mark-zuckerberg-dodges-question-from-european-
parliament-on-facebook-shadow-profiles/ and https://techcrunch.com/2018/04/11/facebook-shadow-
profiles-hearing-lujan-zuckerberg, accessed 24 September 2021.
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Shriver & Goldberg 2020, Peukert et al. 2022), the reality of tracking remains much the

same. Legal ascertainment of consumer consent has become more robust over time but

consumers effectively still do not know they consented or have little choice.4 The extent

of tracking we document is indicative of the potential privacy risk due to shadow profiling

for advertising purposes irrespective of technological or legal barriers.

2 Data and measurement

We have access to individual-level desktop browsing data of a representative sample of

the U.S. population via the market research firm Nielsen. Participants are incentivized

to install a software that records all web browsing activity and fill in a survey of basic

demographics, such as gender, employment, age, education, and income. We classify

individuals who refused to answer a question about their income as privacy sensitive

(Goldfarb & Tucker 2012). For each user, we observe the web addresses (URLs) of all

websites visited in 2016, as well as the time spent on each URL. We define Facebook

users as those who visit Facebook at least once in that year. Nielsen further provides a

categorization of websites on which we base our analysis of privacy-sensitive websites and

competitors to Facebook.

Historical information on websites’ connections to Facebook comes from the HTTP-

Archive project, which periodically crawls a large number of websites to record data on

their use of third-party technology (including cookies). We use information collected on

June 1, 2016 and filter connections to Facebook servers.

Combining the two datasets, we can compute the share of websites a user visits that

make requests to Facebook servers, i.e. the share that can be tracked by Facebook. Specif-

ically, we jointly observe, for each user, the share of domains and browsing time tracked

Y , browsing intensity W , discretized personal characteristics X, Facebook user status D,

and visited website categoriesK. We provide estimates of E[Y |W = wp, D] and E[Y |W =

w̄,D,X], where wp denotes browsing intensity by percentiles p ∈ {0.2, 0.4, 0.6, 0.8, 1.0}
and w̄ denotes mean browsing intensity.

One potential concern is that some of the websites visited by individual users in

the clickstream data are not observed in the HTTPArchive project. In other words, we

are unable to obtain websites’ connections to Facebook for a subset of domains in our

clickstream data. In order to quantify the extent of this selection problem, we estimate

Manski bounds (Manski 1995). More specifically, of the 491’841 website domains visited

4The Facebook antitrust case at the German federal cartel office was focused on consent and con-
sumer choice, see https://www.reuters.com/article/us-facebook-germany-idUSKCN1PW0SW, accessed
24 September 2021.
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by 4,989 users in our data, 109’512 are observed in HTTPArchive, (z = 1). Domains

not observed in HTTPArchive, (z = 0), account for P (z = 0) = 0.25 of unique domains

visited and P (z = 0) = 0.11 of total browsing time. Decomposing E[Y ] = E[Y |z =

1]P (z = 1)+E[Y |z = 0]P (z = 0), we note E[Y |z = 0] cannot be estimated. However, we

know that 0 ≤ E[Y |z = 0] ≤ 1 and so can estimate bounds of E[Y ]: E[Y |z = 1]P (z =

1) ≤ E[Y ] ≤ E[Y |z = 1]P (z = 1) + P (z = 0).

A final concern is that internet users may explicitly opt out of web tracking. However,

awareness of tracking and opting out is rare in practice and requires significant user

sophistication (Melicher et al. 2016, Mathur et al. 2018, Weinshel et al. 2019, Johnson,

Shriver & Du 2020).

3 Results

3.1 Shadow profiles across different users

Figures 1 and 2 show the extent to which Facebook can track its users and non-users,

and how this depends on overall browsing intensity and demographics.

The top panel in Figure 1 focuses on the total number of websites that individuals

visit during the sample period, excluding Facebook. As shown by the two vertical dashed

lines, 55% of websites visited by Facebook users and 44% of websites visited by non-

Facebook users are tracked, on average, by Facebook. The share of websites visited by an

individual that can be tracked by Facebook increases with total online activity, measured

in quintiles of the total number of websites visited (including Facebook). The extent of

Facebook’s potential tracking – conditional on online activity — is similar for users and

non-users of Facebook. Hence, differences in the extent of overall tracking, denoted by

the dashed vertical lines, are due to Facebook users’ higher online activity.

The number of visited websites may not fully capture the intensity with which indi-

viduals browse the internet. In the lower panel we report mean shares of total browsing

time that Facebook can track over the sample period. We observe smaller differences in

the average share of online activity that can be tracked for users and non-users of Face-

book, depicted as vertical dashed lines at 41% and 38%. This suggests that Facebook is

similarly well connected to websites on which users and non-users of Facebook spend a

similar amount of time. Perhaps surprisingly, the share of an individual’s online browsing

time that can be tracked by Facebook increases only marginally with online activity.

For website domains visited, the estimated Manski bounds are [0.38, 0.64] and for

browsing time [0.35, 0.47]. Absent any assumption on the selection of domains, these
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bounds remain informative and close to our point estimates. We therefore focus on point

estimates when reporting all further results.

Figure 2 shows the mean share of websites and browsing time that Facebook can track

by demographic groups. The top panel shows some heterogeneity regarding the extent

to which certain demographic groups are being tracked. For instance, females tend to be

tracked more than male, while we see little difference in tracking between individuals who

are privacy sensitive and those who are not. We do not find significant differences in the

share of domains tracked between users and non-users of Facebook for any demographic

group. As these shares are conditional on mean browsing intensity, any differences would

be ascribed to the types of websites visited by users, in terms of Facebook coverage, in

their respective demographic group. Hence, Facebook benefits from engagement buttons

being placed on a diverse set of websites. The lower panel further shows that, within

demographic groups, there are no significant differences in the share of browsing time

tracked for users and non-users of Facebook.

3.2 Shadow profiles across types of websites

Table 1 shows the share of websites and browsing time that can be tracked by Facebook,

distinguishing between website categories. Looking at columns (1) and (2) we see that

the overall share of websites that are connected to Facebook servers is significantly higher

for users of Facebook relative to non-users. However, splitting online activity by the type

of websites visited reveals that this difference is mainly driven by tracking differences

on websites related to instant messaging services, where Facebook users are tracked to a

much larger extent than non-Facebook users.5 For the remainder of the website categories,

we observe small differences between users and non-users of Facebook. The shares of

websites and browsing time tracked are smaller overall for website categories that likely

include competing online platforms. This observation is consistent with a reduced level of

integration of Facebook’s engagement buttons in the presence of competing websites, in

line with individuals’ interest in privacy online. When focusing further on browsing time

in columns (3) and (4), the differences between users and non-users of Facebook are much

less pronounced. This holds overall and in all website categories except instant messaging.

Thus, it is apparent that there are differences in Facebook’s overall ability to track visits

and time spent across website categories. Nevertheless, Facebook’s engagement button

technology can track attention online irrespective of types of websites, even in categories

considered privacy-sensitive. This is true for users and non-users of Facebook alike, since

there are little within-categories differences between these two groups.

5Note that these instant messaging services do not include services offered by Facebook.
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3.3 Shadow profiles in relation to Facebook use

Lastly, we explore the distribution of browsing time across Facebook.com, websites that

have Facebook’s engagement buttons (“tracked”), and websites that do not have Face-

book’s engagement buttons (“not tracked”). Figure 3 shows the average amount of time

spent on either one of these three categories of website, by demographic. Across most

demographic groups, the browsing time that is either directly or indirectly monitored by

Facebook accounts for more of 50 percent of the total browsing time.

Across all demographics, the surfing time tracked by Facebook is larger than the ac-

tual time spent on Facebook’s platform. While we find large variation in total surfing

time across groups, the relative shares of surfing time on Facebook and on other websites

tracked by Facebook are remarkably similar. Figure 3 highlights the scope of Facebook

tracking including the online activity it can directly monitor on its own platform. The

network of engagement button appears to increase the amount of time tracked propor-

tionally to the time spent on Facebook.com.

4 Discussion and conclusion

We combine information on websites’ implementation of Facebook engagement buttons

with detailed individual-level data on the web browsing history of a representative sample

of US consumers. This allows us to document the extent to which Facebook can build

shadow profiles based on users’ web browsing behavior outside of Facebook’s core plat-

form. We document an indiscriminate ability to collect user data, independent of user

characteristics such as demographics and whether they actively use Facebook’s social

networking platform.

Our results have a range of implications. Broadly speaking, our results highlight the

potential of data to shift economic power. Information that lets firms infer consumer

preferences can be used to extract rents, for example through targeted advertising or

price discrimination. When information is better available to large firms, this may lead

to further concentration in the online advertising industry. Resulting higher prices for

advertisers increase their cost which can in turn increase prices for consumers. By docu-

menting that a large platform like Facebook is able to collect data on consumers that do

not use their platform, our results suggest further potential harms to consumers. Even

users that do not receive utility from using Facebook are subject to the externalities that

Facebook’s data collection may impose on them.

Regulatory efforts around the globe have tried to reduce the type of de-facto tracking

that we highlight above. Examples include the European Union’s (EU) ePrivacy Direc-
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tive from 2003 that regulated opt-in to data collection via cookies and the EU General

Data Protection Regulation from 2018. Among other things, the latter mandated in-

formed consent to data collection and introduced harsh fines. Similar legislation was

introduced in the US with the California Consumer Privacy Act that became effective in

2020. Leading actors in the industry such as Apple and Google are recently orchestrating

a move away from third-party cookies for tracking. However, the underlying economics

of consumer tracking have not changed. Individual data is important for personalized

advertising, which is generating enormous revenues for the industry as a whole. Cookies

are or will be replaced by new generations of tracking technologies, such as device fin-

gerprinting, software development kits, and in-app browsing. The ability of Facebook to

create shadow profiles is therefore not limited to Facebook’s current technology of cookies

and engagement buttons, and perhaps more importantly not limited to Facebook. Google

places third-party scripts on 80% of the top 1000 websites (Australian Competition and

Consumer Commission 2021) and has shifted to using its Chrome browser to track online

activities. Hence, despite regulatory efforts and technological change, the potential for

indiscriminate large-scale tracking, such as using third-party scripts as we document, is

likely to remain.
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A Figures and Tables

Figure 1: Extent of Facebook web tracking by user type
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Notes: The Figure shows mean shares of the number of unique visited websites and browsing
time tracked by quintiles of each browsing intensity measure, for Facebook users and
non-Facebook users. In the first panel, the solid line shows the mean share of websites tracked,
52%, and dashed vertical lines show the mean shares of websites tracked for Facebook users
and non-Facebook users, 55% and 44%. In the second panel, the solid line shows the mean
share of browsing time tracked, 40%, and dashed vertical lines show the mean shares of
browsing time tracked for Facebook users and non-Facebook users, 41% and 38%.

10



Figure 2: Extent of Facebook web tracking by user type
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Facebook users and non-Facebook users.
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Figure 3: Extent of Facebook web tracking by Facebook usage
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Table 1: Shadow profiling by types of websites

Unique domains Browsing time

Website category non-FB user FB user non-FB user FB user

All⋆† 0.44 0.55 0.38 0.41

Privacy-sensitive
Adult⋆ 0.09 0.13 0.09 0.12
Career Development 0.42 0.45 0.37 0.42
Dating 0.54 0.53 0.55 0.55
Finance/Insurance/Investment 0.45 0.46 0.45 0.45
Gambling 0.66 0.62 0.68 0.67
Government 0.15 0.16 0.15 0.15
Health, Fitness & Nutrition 0.63 0.64 0.63 0.64
Real Estate/Apartments 0.74 0.75 0.78 0.79

Competing platforms
E-mail⋆ 0.01 0.04 0.01 0.01
Instant Messaging⋆† 0.08 0.23 0.05 0.19
Member Communities 0.58 0.60 0.58 0.58
Search⋆† 0.21 0.29 0.22 0.29

Notes : The table reports mean user-level shares of unique domains and
browsing time tracked by Facebook (FB). ⋆: Difference in unique domains
between user groups are statistically significant at the five percent level. †:
Difference in browsing time between user groups are statistically significant
at the five percent level.
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