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Abstract 

This article presents new insights on the evolving contribution of di!erent types 
of investments to the growth in sales of US non"nancial listed "rms during the 
1979-2018 period. By means of quantile regressions it is observed an increasing 
contribution over time of intangible investment vis-à-vis a decline in capital 
expenditure both for high-growth and slow-growth "rms. However, the impact 
of di!erent types of intangible investment di!ers depending on the kind of "rm. 
Whereas research and development (R&D) has a positive contribution for high-
growth "rms, only advertising has a positive e!ect for their slow-growth peers. 

Keywords: Firm growth; Fast-growth "rms; Quantile Regression; Intangibles. 

1. Introduction 

The capacity and means by which "rms grow are de"ning features of modern economies. 
The centrality of this process was early indicated by Penrose (1959, pp. 2, 142), who 
highlighted that growth is not a medium to attain an objective (i.e., optimum size) but 
rather a goal in itself that consists of an internal process of cumulative development and 
change. A de"nition by Dosi et al. (2020, p. 311) picks up this evolutionary dimension 
and characterizes growth as ‘a process by which organizations pursue market 
opportunities and the acquisition and accumulation of the resources required to exploit 
those opportunities’. 

The motivation of this article is to gain new insights into the changing ways by which 
"rms are able to grow. Going back to the previous de"nition, how "rms exploit those 
market opportunities is a context-speci"c question, which, in this paper, refers to both 

 
1 Earlier versions of this paper have been presented at the IFRIS internal seminar on INDUSTRY 4.0, ‘The 
Industry 4.0 and the international division of labour Industry 4.0’ (May, 2020) and the International 
Schumpeter Conference (July, 2021). The paper has benefited from discussions there and from comments 
made by Effie Kesidou, Sandra Lancheros Torres, Serdal Ozusaglam, Cecilia Rikap, Nicolas Aguila and 
Tristan Auvray. All errors and omissions remain the sole responsibility of the author. 
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the historical moment and the type of "rm considered. Taking this into account, the 
objective of this article is precisely to measure the evolving role of three speci"c types of 
investments that facilitate growth. It is done by estimating the contribution to growth 
in sales of research and development (R&D), advertising and capital expenditures from 
1979 to 2018 for US nonfinancial listed firms. Quantile regressions are implemented to 
study the impact of those categories of expenditures across firms’ growth distribution. 

This paper relates to the literature focusing on the poor performance of tangible 
investment in the USA and other developed economies, a widely acknowledged 
phenomenon (Döttling et al., 2017; Gutiérrez & Phillipon, 2017; IMF, 2006, 2015; D. W. 
Lee et al., 2016; OECD, 2007; Stockhammer, 2005). Capital expenditures have been, 
traditionally, one of the most important ways by which "rms expand their sales capacity 
and outcompete rival peers. Therefore, the decline in capital expenditures raises the 
question about the mechanisms that allow those "rms to remain competitive (Rabinovich, 
2020). While the rise in intangible assets has been documented as part of the explanation 
for the decrease in capital expenditures (Alexander & Eberly, 2018; Haskel & Westlake, 
2017; Orhangazi, 2018), the question on how these di!erent types of investments actually 
contribute to "rms’ growth has been comparatively underexplored. Similarly, the question 
about how di!erent types of intangibles play a di!erent role depending on the "rm’s 
growth rate has also been overlooked. 

By tackling these issues, this paper makes several contributions to the literature. Previous 
studies have shown that R&D positively contributes to fast-growth "rms only (Coad & 
Rao, 2008; García-Manjón & Romero-Merino, 2012; Hölzl, 2009). This paper con"rms 
this "nding, extends it for a longer period of time and "nds that advertising has a positive 
impact for slow-growth "rms. Both results are robust to di!erent checks. 

The second contribution of this article is to show that both slow-growth and fast-growth 
"rms have been increasingly relying on advertising and R&D, respectively, and less on 
capital expenditures over time. For the former, during the 1979-1988 period, an increase 
in one standard deviation of capital expenditures and advertising expenditures 
represented 7.71% and 4.70% respectively of growth standard error. Between 2009 and 
2018, these "gures changed to 3.63% and 8.31%. For fast-growth "rms, between 1979 and 
1988, an increase in one standard deviation of capital expenditures and R&D represented 
4.60% and 18.76% respectively of growth standard error whereas, between the 2009 and 
2018, these numbers went to 1.82% and 43.02%. 

The paper is organized in the following way. Section 2 revises the literature on growth 
and the three types of investment considered (R&D, advertising and capital expenditures) 
along with their corresponding hypotheses. Section 3 discusses the data and stylized facts. 
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Sections 4, 5, and 6 present the methodology, results and their robustness respectively. 
Section 7 discusses and concludes. 

 

2. Literature review and hypotheses 

Empirical studies on "rm’s growth have been dominated by the Gibrat Law (1931). 
According to it, the growth rate in a speci"ed period is a random phenomenon and 
therefore independent of the size of the "rm at the beginning of the period. Santarelli et 
al. (2006) carry out an extensive survey of the literature in which they "nd heterogeneous 
behavioral patterns appearing across industries and size classes, arising partly due to the 
di!erences in samples and methodologies. Mixed evidence is also found in studies 
performed after this review. Small "rms grow faster than large ones in, among others, 
French manufacturing (Bottazzi et al., 2011) and Portuguese "rms (Barbosa & Eiriz, 
2011) but not for Italian (Bottazzi et al., 2007) or Irish "rms (Lawless, 2014). In a review 
of the topic, Coad (2009, p. 48) claims that ‘[i]f it were indeed possible to generalize … It 
appears that smaller "rms tend to grow faster than larger "rms, although above a certain 
size threshold these di!erences fade out, such that expected growth rates are more or less 
independent of "rm size.’ Some studies have also intended to reconcile this mixed evidence 
by studying the ex-ante and ex-post reshaping of a population of "rms as a result of 
market selection and learning (Lotti et al., 2009). 

Moving away from purely stochastic shocks, heterogeneous, "rm-speci"c decisions also 
play a role. In that sense, growth is essentially a multidimensional phenomenon (Bianchini 
et al., 2017; Moschella et al., 2019). This paper contributes to this stream by identifying 
and tracking the contribution of three speci"c types of expenditures: R&D, advertising 
and capital expenditures. All of them represent di!erent but complementary means by 
which a "rm is able to grow internally (Penrose, 1959). 

Capital expenditures represent the #ow of gross funds used for additions to property, 
plant, and equipment (Standard & Poor’s, 2001).2 These types of expenditures have been, 
traditionally, at the center of growth studies, both from national accounts perspectives 
or mainstream economics (Solow, 1957). 

Empirical studies on tangible investment in developed economies have largely focused on 
its deceleration, providing di!erent explanations that go from poor aggregate economic 
performance (Girardi & Pariboni, 2016; IMF, 2015; Stockhammer, 2008), "nancialization 
and changes in corporate governance (Döttling et al., 2017; Gutiérrez & Phillipon, 2017; 

 
2 As a gross measure, it may be performed just to replace old equipment and, in that case, may not necessarily 
be contributing to growth. 
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Orhangazi, 2008; Stockhammer, 2004), market concentration (Crouzet & Eberly, 2018; 
De Loecker et al., 2020) and o!shoring (Alexander & Eberly, 2018; Auvray & Rabinovich, 
2019; Milberg, 2008). While the rise in intangible assets has also been documented as 
part of the explanation (Crouzet & Eberly, 2018; Haskel & Westlake, 2017; Orhangazi, 
2018), the question on how capital expenditures actually contribute to "rms’ growth has 
not received the same degree of attention. 

Studies incorporating capital expenditures in growth equations have found relatively poor 
results. Coad and Broekel (2012) use total "xed assets as part of a multifactor 
productivity that alternates between positive and negative values depending on the 
speci"cation. Power (1998) "nds little evidence for a positive correlation between capital 
expenditures and productivity for a sample of US manufacturing "rms. Likewise, Coad 
and Grassano (2016) do not "nd a signi"cant e!ect of capital expenditures growth on 
sales growth for a panel of "rms, which are the world’s largest R&D investors. Coad and 
Broekel (2012, p. 1267) identify two potential reasons for the poor performance of capital 
expenditures. The "rst is the di!iculty to distinguish between expansionary and 
replacement investment. Second, the lumpy character of investment in "xed assets 
(Cooper et al., 1999; Doms & Dunne, 1998) also hampers the task of identi"cation. Both 
the recent deceleration of capital expenditures along with its poor performance in growth 
estimations will be tested in this paper with the following hypothesis: 

H1: capital expenditures have decreased their growth contribution over time for all types 
of !rms across growth distribution. 

Complementary to the decreasing relevance of capital expenditure or tangible 
investments, another hypothesis explored in this paper is the increasing relevance of 
intangibles. They can be narrowly de"ned as ‘knowledge capital’ (Lööf & Heshmati, 2002) 
or ‘knowledge-based capital’ (OECD, 2013). In their pioneering work on intangibles 
assets, Corrado, Hulten, and Sichel (2005) grouped them into three categories: 
computerized information, scienti"c and creative property, and economic competences. 
These assets can be grouped as well into technological (R&D, training and design, ICT) 
and non-technological (brand development). 

Intangibles have been included in di!erent types of performance estimations such as 
growth estimations (Calvo, 2006; Serrasqueiro et al., 2010; Yasuda, 2005), productivity 
(Añón Higón et al., 2017; Bontempi & Mairesse, 2015; Hall et al., 2010 -for a review on 
R&D and productivity-; Hall & Mairesse, 1995), innovation (Gómez & Vargas, 2012; 
Mairesse & Mohnen, 2004; Montresor & Vezzani, 2016) and market value of the "rm (Lev 
& Gu, 2016, p. 89; Szewczyk et al., 1996; Woolridge & Snow, 1990). The question 
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addressed in this paper is whether or not these types of investments have increased their 
contribution to growth during the last decades. 

Di!erent theoretical insights seem to indicate that the answer should be positive. First, 
it is more likely that intangibles represent a distinctive or strategic feature vis-à-vis 
tangible assets (Haskel & Westlake, 2017, p. 186; Kay, 1993). With the vertical 
disintegration of production, "rms have moved to their core or strategic competences 
(Prahalad & Hamel, 1990).  Companies from developed economies have tended to focus 
mostly on some activities such as development and design, trans-divisional research, 
technology and business intelligence, while dropping the non-core activities, usually 
related to manufacturing (Gere!i et al., 2005; J. Lee & Gere!i, 2015; Schwörer, 2013). 
Those core competences basically imply intangible investing (World Intellectual Property 
Organization, 2017) whereas non-core imply mostly tangible. The former are also harder 
to imitate (Añón Higón et al., 2017). Ford Chairman, William Clay Ford Jr., eloquently 
illustrated this in 2006 when he claimed that ‘[i]t’s easy to build a car. It’s harder to 
build a brand’ (G. F. Davis, 2009, p. 200). 

Intangible assets can also be scaled into a potentially endless number of goods and 
services (Andrews & Serres, 2012; De Ridder, 2019). Di!erent from tangible investment, 
where the amount of production is physically determined by the stock of property, plant 
and equipment; in the case of intangibles that relation is weakened. This characteristic 
decreases marginal costs, potentially leading to winner-takes-all scenarios (Autor et al., 
2020; Haskel & Westlake, 2017; McKinsey, 2018). 

Further reasons that explain a higher relevance of intangible investments over time are 
related to its path-dependent or accumulative character: previous success tends to be a 
good predictor of future success in innovative activities (Arrighetti et al., 2014; Rikap, 
2018). Firms with higher stock of intangible assets have a higher absorptive capacity 
(Cohen & Levinthal, 1990) that allow them to recognize and apply new internal and 
external #ows of knowledge. 

Rent-seeking behaviors and increased market power are also more frequent with these 
assets, allowing leading "rms to break away from laggards (L. E. Davis & Orhangazi, 
2020) and leading to what has been termed as “intellectual monopoly capitalism” 
(Pagano, 2014; Rikap, 2021).  

It is important to highlight that the aforementioned arguments are rather generic, both 
in terms of "rms they can be applied to, and in relation to the type of intangible. From 
the broad group of intangible investments, usual proxies of innovation such as patents, 
new products, and R&D have featured prominently in growth studies. Since the seminal 
work of Schumpeter (1942), innovation is recognized as playing a crucial role in economic 
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development and growth. However, the empirical relation between innovation and "rm’s 
growth has been elusive (Del Monte & Papagni, 2003, p. 1006) or paradoxical (Coad & 
Rao, 2008): the theoretical relevance has not been in hand with strong empirical results.  

Di!erent reasons have been provided for these empirical results. For the purpose of this 
article, it is relevant to highlight that conventional regression estimators focus on the 
average e!ect for the average or representative "rm.3 The problem with these "rms is 
that their growth is very low and could be due to anything (Coad, 2009). Growth, in 
fact, presents a tent distribution with heavy tails (Bottazzi & Secchi, 2003, 2006; Stanley 
et al., 1996). 

Quantile regression techniques have been used to exploit this characteristic by focusing 
on above and below average "rms. García-Manjón and Romero-Merino (2012) use a 
sample of top R&D spending "rms and "nd a positive e!ect of R&D intensity on the 
sales growth of fast-growth "rms. Coad and Rao (2008) "nd similar e!ects of innovation 
for US manufacturing "rms although measuring innovation by a synthetic measure based 
on patent intensity and R&D intensity. Bianchini et al. (2016) apply "xed-e!ects quantile 
regressions in the case of Spanish manufacturing "rms and "nd similar results. All these 
papers indicate that mostly high-growth "rms obtain positive feedback in terms of market 
share from their innovative investments. Combining the growing relevance of intangibles 
in general with the speci"c characteristics of R&D, the second hypothesis to be tested is 
therefore that 

H2: R&D a) has a positive e"ect on high-growth !rms, and b) has increased in relevance 
for them over time. 

The other type of intangible investments reviewed in this paper is advertising 
expenditures. Marketing contributes to building "rm-level intangible assets such as brand 
equity, customer loyalty, bargaining power over distribution channel partners and market-
sensing capability (McAlister et al., 2007; Srinivasan & Hanssens, 2009). Similarly to the 
case of innovation, the link between advertising and positive economic outcomes is rather 
inconsistent (Peterson & Jeong, 2010). Contradicting results have been found for di!erent 
outcome variables such as sales (Abraham & Lodish, 1990; Sridhar et al., 2014; Yiannaka 
et al., 2002), market value of the "rm (Connolly et al., 1986; Hirschey & Weygandt, 1985) 
and return on assets (Feng et al., 2015; Srinivasan & Hanssens, 2009),  among others (for 

 
3 Oher motives are, first, that it takes time for a firm to convert innovation into economic performance so 
multiple periods should be taken into account (Davidsson & Wiklund, 2006; Weinzimmer et al., 1998; Yang 
& Huang, 2005). Second, innovation is a process in which there is uncertainty at different stages (Coad & 
Rao, 2008; Mansfield et al., 1977).  Brown, Fazzari and Petersen (2009) show that R&D is done almost 
entirely with internal or external equity due to, apart from the lack of collateral, information problems and 
uncertain returns. 
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a review, Ali Shah & Akbar, 2008). The use of quantile regression in this paper is 
therefore a way to acknowledge those con#icting results. 

Meta-analysis studies also show a decline in advertising elasticity over time: long-term 
elasticity is found to be 0.24 in Sethuraman et al.  (2011) compared to previous studies 
in which it averaged 0.41 (Assmus et al., 1984).4 More recent studies, using data on 
di!erent products from several categories, "nd even smaller elasticities of 0.025 and a 
negative return on investment in a given week of -79% for the median brand and negative 
for more than 2/3 of the sample (Shapiro et al., 2020). 

To the best of my knowledge, there are no previous of studies digging into the relation 
between advertising expenditures and di!erent types of "rms in terms of their growth 
pro"le. An approximate study has been carried out by Hirschey and Spencer (1992) who 
take into account size factors in explaining the link between advertising expenditures, 
R&D and market valuation. They "nd that while the strength of R&D is inversely related 
to "rm size, advertising expenditures have a persistent e!ect on market value only in the 
case of large "rms. 

Smaller "rms, typically growing faster and younger, are in a better condition to transform 
R&D into market value (Czarnitzki & Delanote, 2013). In their case, using those resources 
to advertise could be thought as a waste of money. On the other hand, continuing with 
Hirschey and Spencer’s (1992) results, big "rms, typically growing slower and older, are 
those which can turn advertising into more enduring e!ects in terms of market value. In 
their case, negative results for R&D are a standard "nding in the literature, usually 
interpreted in the sense that they have exhausted the pro"table opportunities to innovate 
(Bianchini et al., 2016; Coad & Rao, 2008; García-Manjón & Romero-Merino, 2012). 
Advertising their already pro"table products can be hypothesized as a more reasonable 
way to use their resources. Combining the growing relevance of intangibles in general 
with the speci"c characteristics of advertising, the third hypothesis to be test is therefore 
that: 

H3: advertising a) has a positive e"ect on slow-growth !rms, and b) has increased in 
relevance for them over time. 

 

 

 
4 Assmus et al. (1984) use 128 elasticity estimates from 22 studies published between 1962 and 1981. 
Sethuraman et al. (2011) use 751 short-term and 402 long-term direct-to-consumer brand advertising 
elasticities estimated in 56 studies published between 1960 and 2008. 
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3. Data and stylized facts 

I use "rm-level data from Compustat and take all active and inactive, publicly listed 
non"nancial "rms incorporated in the USA, excluding "nancial "rms identi"ed by the 
primary SIC codes from 6000 to 6799, "rms without sectoral information and utilities. I 
remove "rms with no information or nil values of total assets (Compustat item AT), net 
property plant and equipment (Compustat item PPENT), and sales (Compustat item 
REVT). I replace by 0 those missing values for capital expenditures (Compustat item 
CAPX), SG&A (Compustat item XSGA), and R&D (Compustat item XRD). 

As part of the period under analysis is characterized by medium in#ation, I de#ate sales 
using publicly-available chain-type price indexes for gross output by industry from the 
Bureau of Economic Analysis. These indexes are provided for 3 to 4 NAICS digit code. 
For "rms that disappeared before the appearance of NAICS codes, I impute one code 
following the correspondence tables between NAICS and SIC codes done by the United 
States Census Bureau. In some cases, SIC codes were compatible with multiple NAICS 
codes. When a clear majority of an arbitrary threshold of 70% belonged to one NAICS 
code, that code was imputed. If not, the observations were dropped. To check the 
robustness of the results, the estimations were also done with non-de#ated sales.  

In terms of further cleaning, I restrict the sample to "rms that have, at least, three 
consecutive years of information, a common feature in the micro-econometric literature 
(Bond et al., 2003) and, in order to account for outliers, I winsorize observations at the 
upper and lower 0.5%.5  

From a set of widely used variables such as value added, employment, total assets, sales 
or market capitalization (Delmar, 2006),6 there seems to be an overall consensus on using 
sales as an indicator of growth (Ardishvili et al., 1998; Barkham et al., 2002; García-
Manjón & Romero-Merino, 2012). Additionally, for the purpose of this paper in which 
di!erent types of productive investments are evaluated, using sales represents a better "t 
compared to employment or total assets due to possible substitution and endogeneity 
issues respectively. Market capitalization, on the contrary, has been in#ated during the 
period under analysis by share buybacks and dividends (Lazonick, 2014). Therefore, 
growth is preferred and measured in the following way: 

,௧ܪܹܱܴܶܩ = ln൫ܵܧܮܣ ܵ,௧൯ െ ln (ܵܧܮܣ ܵ,௧ିଵ) 

Values on capital expenditures and R&D are taken directly from the income statement 
and #ow of funds information, respectively. Advertising, on the other hand, presents a 

 
5 Values of each variable are set either at the 0.5 or 99.5 percentile value when they are respectively lower 
or higher than these thresholds. 
6 Penrose (1959, p. 26)  herself measured growth in terms of fixed assets. 
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high number of missing values so I follow a standard methodology in the marketing 
literature that consists of calculating advertising expenditures as XSGA-R&D (for a 
review of di!erent formulas see Currim et al., 2018, pp. 434–436). The robustness of the 
results will nevertheless be assessed with advertising expenses only (Compustat item 
XAD). Following Peters and Taylor (2017), I consider the exception that when XRD 
exceeds XSGA, but is less than COGS, XSGA is kept with no further adjustment. 

The starting year for the analysis, 1979, was chosen due to data availability. While capital 
expenditures data starts in the 1950s, reporting requirements for R&D changed in 1975 
with the Financial Accounting Standards Board’s Statement no2 which, among other 
things, provided more uniform accounting reporting (Nix & Nix, 1992). Previous studies 
using long-term R&D data from Compustat have started in 1977 in order to give "rms 
two years to comply with those new requirements (Peters & Taylor, 2017, p. 257). I start 
in 1979 to compare four ten-year periods: 1979-1988, 1989-1998, 1999-2008, and 2009-
2018.    

Table 1 presents the basic descriptive statistics of the variables used in di!erent periods, 
both for the whole sample and "rms in the lower and upper decile of growth. Except for 
growth, size and age, the rest are presented as a ratio to total assets. Table 1 con"rms 
that, for this sample, fast-growing "rms are younger than slow or negative growing "rms, 
but of relatively similar size.  

This sample is no exception either, in terms of the fat-tailed distribution of growth 
highlighted by the literature. Figure 1 plots its distribution against an arti"cially created 
one with normal distribution and mean and variance taken from Table 1. As it is shown 
there, "rst, most of the observations are concentrated around the mean and second, the 
right-hand tail is fatter than in a normal distribution. 

Table 1. Descriptive statistics for di!erent periods 

  Observations Mean Median Min. Max. Std. Dev. 
Period 1979-1988      
GROWTH 27165 0.0648102 0.0508544 -1.577575 2.391899 0.3576087 
(CAPX/AT) 27165 0.0811607 0.0589624 0 0.501505 0.0790472 
(R&D/AT) 27165 0.0268554 0 0 0.9081336 0.0601907 
(ADV/AT) 27165 0.2926862 0.239121 0 1.786192 0.251878 
SIZE 27165 4.354112 4.25963 -0.3105049 10.69531 2.027022 
AGE 27165 9.179017 9 2 17 4.232426 
GROWTH10 2773 -0.5215424 -0.3882923 -1.577575 -0.1337552 0.358879 
(CAPX/AT)10 2773 0.0656466 0.0362587 0 0.501505 0.0865363 
(R&D/AT)10 2773 0.0318568 0 0 0.9081336 0.0933073 
(ADV/AT)10 2773 0.2707477 0.1883289 0 1.786192 0.2861064 
SIZE10 2773 3.312478 3.136802 -0.3105049 10.43369 1.962892 
AGE10 2773 8.38947 8 2 17 4.15871 
GROWTH90 2143 0.804345 0.6434407 0.268075 2.391899 0.5020812 
(CAPX/AT)90 2143 0.108813 0.0691151 0 0.501505 0.1171257 
(R&D/AT)90 2143 0.0457237 0 0 0.9081336 0.0926389 
(ADV/AT)90 2143 0.2564825 0.1981117 0 1.786192 0.2517259 
SIZE90 2143 3.393898 3.255427 -0.3105049 10.69531 1.83701 
AGE90 2143 5.953336 5 2 17 3.830399 
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Period 1989-1998      
GROWTH 31190 0.117452 0.0821025 -1.577575 2.391899 0.3783799 
(CAPX/AT) 31190 0.0683672 0.0475506 0 0.501505 0.0733293 
(R&D/AT) 31190 0.0524562 0.0006991 0 0.9081336 0.1103171 
(ADV/AT) 31190 0.296729 0.2335493 0 1.786192 0.2761585 
SIZE 31190 4.722348 4.660349 -0.3105049 10.69531 2.072082 
AGE 31190 11.98609 10 2 27 7.931683 
GROWTH10 3251 -0.4775859 -0.3396628 -1.577575 -0.120213 0.3701396 
(CAPX/AT)10 3251 0.0534239 0.0288866 0 0.501505 0.0766037 
(R&D/AT)10 3251 0.0902975 0 0 0.9081336 0.1760214 
(ADV/AT)10 3251 0.3557172 0.236551 0 1.786192 0.3924419 
SIZE10 3251 3.470385 3.387589 -0.3105049 10.69531 2.133587 
AGE10 3251 11.239 9 2 27 7.387293 
GROWTH90 2541 0.9230001 0.7576137 0.3858089 2.391899 0.4878089 
(CAPX/AT)90 2541 0.0860546 0.0492403 0 0.501505 0.1051572 
(R&D/AT)90 2541 0.0984441 0.0124061 0 0.9081336 0.1716024 
(ADV/AT)90 2541 0.2605809 0.1857926 0 1.786192 0.288838 
SIZE90 2541 3.986181 4.044274 -0.3105049 10.60006 1.826867 
AGE90 2541 6.628886 4 2 27 5.850602 
Period 1999-2008      
GROWTH 29062 0.1050973 0.0756502 -1.577575 2.391899 0.377633 
(CAPX/AT) 29062 0.0520499 0.0333019 0 0.501505 0.0602872 
(R&D/AT) 29062 0.0659008 0.0105099 0 0.9081336 0.126217 
(ADV/AT) 29062 0.2742015 0.2051171 0 1.786192 0.2690842 
SIZE 29062 5.694356 5.64812 -0.3105049 10.69531 1.97767 
AGE 29062 15.11238 12 2 37 10.48239 
GROWTH10 2967 -0.4919996 -0.3550489 -1.577575 -0.0742803 0.3854976 
(CAPX/AT)10 2967 0.041577 0.0219468 0 0.501505 0.0589871 
(R&D/AT)10 2967 0.1288223 0.0339073 0 0.9081336 0.1968846 
(ADV/AT)10 2967 0.2828079 0.1706452 0 1.786192 0.3492054 
SIZE10 2967 4.782329 4.68299 -0.3105049 10.69531 2.011968 
AGE10 2967 13.58106 10 2 37 9.645613 
GROWTH90 2472 0.8709598 0.6967033 0.3519444 2.391899 0.4945883 
(CAPX/AT)90 2472 0.0545146 0.0293302 0 0.501505 0.0773665 
(R&D/AT)90 2472 0.1254216 0.059477 0 0.9081336 0.181472 
(ADV/AT)90 2472 0.2427015 0.155956 0 1.786192 0.2962667 
SIZE90 2472 5.029194 4.959432 -0.3105049 10.69531 1.732795 
AGE90 2472 8.598301 6 2 37 7.673004 
Period 2009-2018      
GROWTH 23773 0.0621611 0.0457969 -1.577575 2.391899 0.3624513 
(CAPX/AT) 23773 0.0438772 0.0268706 0 0.501505 0.056841 
(R&D/AT) 23773 0.0675599 0.00922 0 0.9081336 0.1364966 
(ADV/AT) 23773 0.2492793 0.1710175 0 1.786192 0.2652159 
SIZE 23773 6.367 6.408911 -0.3105049 10.69531 2.041266 
AGE 23773 20.22168 18 2 47 13.44789 
GROWTH10 2395 -0.5187593 -0.3799279 -1.577575 -0.1273761 0.4012486 
(CAPX/AT)10 2395 0.0342901 0.0164819 0 0.501505 0.0534065 
(R&D/AT)10 2395 0.1487384 0.033058 0 0.9081336 0.2242332 
(ADV/AT)10 2395 0.2252363 0.1172492 0 1.786192 0.323658 
SIZE10 2395 5.250964 5.063305 -0.3105049 10.69531 2.065134 
AGE10 2395 17.50313 15 2 47 12.52231 
GROWTH90 2054 0.7835293 0.5788519 0.2756412 2.391899 0.5211954 
(CAPX/AT)90 2054 0.0576884 0.020166 0 0.501505 0.0976665 
(R&D/AT)90 2054 0.1457164 0.0651748 0 0.9081336 0.2060594 
(ADV/AT)90 2054 0.239732 0.1188441 0 1.786192 0.3340588 
SIZE90 2054 5.423251 5.369934 -0.3105049 10.69531 1.965305 
AGE90 2054 11.44401 7 2 47 10.422 
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Figure 1. Annual de#ated sales growth rate distribution of the sample compared to an 
arti"cially created normal distribution of same mean and variance  

 

I further study the di!erences in growth among "rms and how capital expenditures, R&D 
and advertising relate to them in Figure 2. I group "rms belonging to the "rst, second, 
third, and fourth quintiles plus the ninth and tenth deciles of each year’s growth rate (i.e. 
without tracking a speci"c group of "rms).7 In all cases, I take the median value of each 
group.  

The top-left part of the "gure displays the evolution of growth in sales. Di!erent features 
can be highlighted. First, the lowest quintile started with growth close to 0 but then digs 
into negative territory. The rest of the groups have rather stagnant rates of growth except 
for the highest decile. Second, a marked bifurcation seemed to be on its way until the 
end of the 1990s between the upper quintile and the rest with a 90 percentage points 
increase in the gap of the two extreme groups comparing the beginning of the sample 
with the peak. However, the general deceleration experienced in the 2000s reduced that 
di!erence to 15 percentage points. High-growth "rms grow only slightly faster now than 
they did at the beginning of the period. 

The top-right part of the "gure tracks the evolution of capital expenditures and shows a 
decreasing trend for all types of "rms since the 1980s. Also, it can be noticed that up to 
the mid-1980s approximately, the fast-growth "rms were also those with the highest rates 
of property, plant and equipment as a percentage of total assets. This characteristic not 
only reverts then, but also the upper decile has some of the lowest capital expenditures 
to total asset ratios from all groups (sometimes even the lowest). 

 
7 That means I create, for each year, the following groups: 

 [ܺ[],ܺ[ଶ]], ൫ܺ[ଶ],ܺ[ସ]൧, ൫ܺ[ସ],ܺ[]൧, ൫ܺ[],ܺ[଼]൧, ൫ܺ[଼],ܺ[ଽ]൧, (ܺ[ଽ],ܺ[ଵ]] 
where ܺ[ଶ], ܺ[ସ], ܺ[], ܺ[଼], ܺ[ଽ] are the respective 20th,  40th, 60th, 80th, 90th percentiles of growth. 
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The bottom-left part of the "gure focuses on R&D. Contrary to the case of capital 
expenditures, here the tenth decile is the one spending the most throughout the whole 
period, followed by the ninth decile. It is important to highlight that, in many cases, 
median values are 0. Lastly, advertising expenses show a decreasing trend for all 
categories since the beginnings of the 1990s. High-growth "rms systematically had the 
lowest values of advertising spending whereas the highest values tend to be concentrated 
in the intermediate categories of growth.  

Figure 2. Average value of growth rate, capital expenditures, acquisitions and intangible 
investment for the "rst (0-20), second (20-40), third (40-60) and fourth (60-80) quintiles 
plus the ninth (80-90) and tenth (90-100) deciles of each year’s growth rate. Median 
values reported in all cases. All "rms, 1979-2018.  

 
 

4. Methodology 

Following most of the literature on "rms’ growth (Bianchini et al., 2016; Bottazzi et al., 
2011; Coad & Grassano, 2016; Coad & Rao, 2008; García-Manjón & Romero-Merino, 
2012), an augmented Gibrat’s Law equation will be estimated: 

,௧ܪܹܱܴܶܩ = ߙ + ଵߙ ,௧ିଵܪܹܱܴܶܩ ଶߙ+ ൬
ܺܲܣܥ
ܶܣ ൰

,௧ିଵ
ଷߙ+ ൬

ܦ&ܴ
ܶܣ ൰

,௧ିଵ
ସߙ+ ൬

ܸܦܣ
ܶܣ ൰

,௧ିଵ

+ ହߙ ,௧ିଵܧܼܫܵ ߙ+ ,௧ܧܩܣ + ௧ߛ + ௧ߚ +  ௧             (1)ߝ

where Į0... Į6 are parameters, the i, j and t subscripts denote "rm, industry and time 
period. SIZE is the logarithm of total assets (Compustat item AT). ߛ௧ is a coe!icient 
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that controls industry speci"c trends. AGE is calculated as current year t minus year of 
appearance in Compustat.  ߚ௧ are coe!icients of a set of time dummies, while ߝ௧ 
represents non-observable shocks. Independent variables are taken in lags to avoid 
endogeneity and the lagged growth is included to control for dynamic e!ects in some 
speci"cation.  

As shown in the previous section, the sample is characterized by the majority of "rms 
concentrated around the mean, something standard in the literature (Bottazzi & Secchi, 
2003, 2006; Coad, 2009; Hölzl, 2009). On this basis, I will carry out an empirical strategy 
that consists of calculating, "rst, "xed e!ects (without dynamic e!ect) and GMM 
(Arellano & Bover, 1995; Blundell & Bond, 1998) estimators. A "xed e!ects estimator, 
although wiping out the individual e!ects, is unable to eliminate the correlation between 
the lagged variable and the error term. GMM, on the other hand, are useful for situations 
with “small T, large N” panels, linear functional relationships, one left-hand variable that 
is dynamic, independent variables that are not strictly exogenous, "xed individual e!ects, 
and, "nally, heteroscedasticity and autocorrelation within individuals but not across them 
(Roodman, 2009). 

Then, I will also estimate quantile regressions (QR) for the 10th, 25th, 50th, 75th and 90th 
quantiles. Quantile regressions are a fairly standard procedure for growth estimations 
that allow to exploit di!erences in growth distribution (Bianchini et al., 2016; Coad & 
Rao, 2008; García-Manjón & Romero-Merino, 2012; Mazzucato & Parris, 2015).  

If ݁ is the prediction error, then OLS minimizes σ ݁ଶ  and QR minimizes a sum that 
gives asymmetric penalties (1 െ  | for underprediction݁|ݍ | for overprediction and݁|(ݍ
(Cameron & Trivedi, 2009). The qth QR estimator ߚ minimizes over ߚ the objective 
function: 

ܳ൫ߚ ൯ =  ݕหݍ െ หߚᇱݔ
ே

:௬ஹ௫
ᇲఉ

+  (1 െ ݕห(ݍ െ หߚᇱݔ
ே

:௬ழ௫
ᇲఉ

 

The speci"c case in which ݍ = 0.5 is the median regression, also called least absolute-
deviations regression. By taking absolute rather than squared deviations, this method is 
more robust to outliers than mean regression. 

Besides this, the main objective of this paper is to estimate how each input contributed 
throughout time. In order to do that, I will estimate the equation for the following 
periods: 1979-1988, 1989-1998, 1999-2008 and 2009-2018. Finally, in order to check for 
the stability of these results and whether they depend or not on a speci"c starting and 
ending year, I will perform recursive estimations for a window of ten years. The 
robustness of these results will also be checked by taking di!erent groups of "rms (all 
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industries without ‘healthcare, medical equipment and drugs’), adding more control 
variables, using "xed-e!ects quantile regressions (Canay, 2011) and taking averages of 
dependent and independent variables.  

 

5. Results 

Table 2 presents the results of the estimation of equation (1) for di!erent periods. The 
e!ects of R&D, advertising and capital expenditures on growth are signi"cant at the 1% 
level in almost all cases but do change over di!erent periods. Moreover, it is clear how 
the contribution of di!erent types of investments a!ects low/negative, medium and fast-
growth "rms di!erently.  

Table 2 con"rms that neither FE nor GMM seem to be suitable to capture those 
di!erences. Results for both of them are close to the median but biased to the right-hand 
tail which has, as it was shown, a heavier weight than the left one. These results reinforce 
the need to account for growth di!erentials. The remaining of this section will therefore 
focus on QR results solely. 

Results for QR10 and QR25 are qualitatively similar. Capital expenditures always have 
a positive and statistically signi"cant contribution at the 1% level. For advertising 
spending, positive and statistically signi"cant results are obtained during the "rst period, 
mostly non-statistically di!erent from 0 in the following two periods, reverting to positive 
during 2009-2018. In the case of R&D, negative and statistically signi"cant values at the 
1% level are veri"ed in all periods except for the "rst one for QR25. These negative 
results have been previously found in similar research (Coad & Rao, 2008; García-Manjón 
& Romero-Merino, 2012; Hölzl, 2009). Firms who fail to transform R&D into growth 
seem to be penalized and decrease their market share. According to the results presented 
in Table 2, the penalty for these "rms has grown over time as values tend to be 
increasingly negative. 

Results for QR50 are rather di!erent. Capital expenditures are always positive and 
statistically signi"cant from 0 at the 1% level, although with no stable pattern throughout 
time. This is not the case of advertising and R&D. The former is always negative and 
statistically di!erent from 0 but increasingly turning to non-signi"cant. The latter 
switches from positive and statistically signi"cant values during the "rst period to non-
di!erent from 0 afterwards. This seems to indicate that returns from R&D in terms of 
growth have disappeared for the median "rm.  

Finally, the results for QR75 and QR90 are similar but di!er in some important aspects. 
Advertising presents negative and statistically di!erent from 0 results at the 1% level in 
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all periods. Capital expenditures, on the other hand, present positive and statistically 
di!erent from 0 values during the "rst and second periods and for QR75 during 2009-
2018. Finally, while R&D is always statistically signi"cant and di!erent from 0, QR75 
presents a declining contribution while for QR90 is stable. 

Tests for the equality of coe!icient between the subsequent quantiles were performed for 
capital expenditures and R&D for QR50, QR75 and QR90, and capital expenditures and 
advertising for QR10, QR25 and QR50 (Table A1). Di!erences were found to be 
statistically signi"cant from 0 in most cases, except for capital expenditures. 

Interpretation of the coe!icients of the quantile regression is similar to that of linear 
regression. While the latter is about the partial derivative of the mean value of y with 
respect to a speci"c regressor, the former relates to the partial derivative of the 
conditional quantile of y with respect to a speci"c regressor (Koenker, 2005). For the last 
period, the coe!icient of R&D is 1.088 for QR90, which implies that a 1-standard 
deviation increase of the R&D to asset ratio for this quantile (see Table 1), that is to say 
a 20.6% increase, generates an increase of 22.4% in growth, which has a 52.12% standard 
error. This represents more than 43% of growth standard deviation compared to 2% in 
the case of capital expenditures. This picture contrasts with that of the "rst period when 
R&D and capital expenditures represented 18.76%, and 4.6% respectively. Turning to 
QR10, while in the "rst period an increase in one standard deviation of advertising and 
capital expenditures represent 4.7% and 7.7% of growth standard error, during the last 
period those values switched to 8.3% and 3.6%. The growing contribution of R&D and 
advertising is maintained for QR75 and QR25 respectively. Capital expenditures, on the 
other hand, have slightly declined. These results, therefore, con"rm the hypotheses of an 
increasing contribution of advertising and R&D for slow-growth and fast-growth "rms 
respectively along with a decreasing relevance of capital expenditures in general. In the 
next section, I evaluate the robustness of these results. 
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Table 2. Fixed-e!ects, GMM and quantile regression estimation of equation (1) for each 
period. All "rms, 1979-2018. 

  FE GMM QR (%) 
10 25 50 75 90 

Period 1979-1988, obs=27,165       
GROWTHt-1  0.165*** 0.134*** 0.146*** 0.185*** 0.200*** 0.165*** 

  (0.021) (0.016) (0.011) (0.010) (0.011) (0.015) 
(CAPX/AT)t-1 0.387*** 0.590*** 0.320*** 0.230*** 0.181*** 0.160*** 0.197*** 

 (0.062) (0.090) (0.048) (0.025) (0.021) (0.029) (0.060) 
(R&D/AT)t-1 0.274 0.518 -0.558*** -0.030 0.186*** 0.529*** 1.017*** 

 (0.173) (0.379) (0.144) (0.064) (0.051) (0.080) (0.138) 
(ADV/AT)t-1 -0.616*** -0.477*** 0.059*** 0.014** -0.030*** -0.090*** -0.188*** 

 (0.050) (0.098) (0.013) (0.007) (0.005) (0.006) (0.010) 
SIZEt-1 -0.203*** 0.052*** 0.030*** 0.011*** -0.001 -0.014*** -0.033*** 

 (0.010) (0.011) (0.002) (0.001) (0.001) (0.001) (0.002) 
AGEt -0.011 -0.020*** 0.006*** -0.001 -0.005*** -0.011*** -0.022*** 

 (0.010) (0.003) (0.001) (0.001) (0.000) (0.001) (0.001) 
[Pseudo-]R2 0.078  0.0698 0.053 0.0671 0.1152 0.1709 
AR-1  0      
AR-2  0.662      
Hansen test  0.165      
Period 1989-1998, obs=31,190       
GROWTHt-1  0.191*** 0.142*** 0.180*** 0.245*** 0.255*** 0.215*** 

  (0.020) (0.013) (0.008) (0.010) (0.009) (0.013) 
(CAPX/AT)t-1 0.455*** 0.608*** 0.407*** 0.293*** 0.217*** 0.190*** 0.161*** 

 (0.066) (0.100) (0.052) (0.022) (0.019) (0.028) (0.062) 
(R&D/AT)t-1 0.073 0.360* -0.737*** -0.319*** 0.000 0.392*** 0.941*** 

 (0.080) (0.217) (0.063) (0.031) (0.030) (0.042) (0.090) 
(ADV/AT)t-1 -0.488*** -0.530*** 0.018 -0.002 -0.029*** -0.102*** -0.197*** 

 (0.033) (0.078) (0.012) (0.007) (0.004) (0.005) (0.012) 
SIZEt-1 -0.163*** 0.070*** 0.031*** 0.013*** -0.001 -0.016*** -0.035*** 

 (0.008) (0.011) (0.001) (0.001) (0.001) (0.001) (0.002) 
AGEt -0.002 -0.012*** -0.001 -0.001*** -0.003*** -0.005*** -0.009*** 

 (0.009) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.058  0.0702 0.0526 0.087 0.1426 0.1782 
AR-1  0      
AR-2  0.001      
Hansen test  0.002      
Period 1999-2008, obs=29,062       
GROWTHt-1  0.251*** 0.131*** 0.170*** 0.255*** 0.301*** 0.293*** 

  (0.022) (0.014) (0.009) (0.009) (0.010) (0.013) 
(CAPX/AT)t-1 0.223*** 0.074 0.292*** 0.170*** 0.109*** 0.020 -0.019 

 (0.083) (0.122) (0.045) (0.030) (0.020) (0.029) (0.052) 
(R&D/AT)t-1 -0.068 0.148 -0.883*** -0.329*** 0.034 0.387*** 0.982*** 

 (0.076) (0.157) (0.086) (0.031) (0.024) (0.044) (0.089) 
(ADV/AT)t-1 -0.443*** -0.220*** 0.042*** 0.005 -0.029*** -0.097*** -0.208*** 

 (0.034) (0.066) (0.011) (0.006) (0.005) (0.008) (0.011) 
SIZEt-1 -0.215*** 0.060*** 0.018*** 0.006*** -0.004*** -0.017*** -0.036*** 

 (0.009) (0.016) (0.001) (0.001) (0.001) (0.001) (0.002) 
AGEt -0.046*** -0.006*** 0.000 -0.000*** -0.001*** -0.002*** -0.004*** 

 (0.009) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.113  0.082 0.0506 0.0778 0.1393 0.2007 
AR-1  0      
AR-2  0.453      
Hansen test  0.251      
Period 2009-2018, obs=23,773       
GROWTHt-1  0.172*** 0.105*** 0.153*** 0.199*** 0.200*** 0.164*** 

  (0.028) (0.018) (0.013) (0.012) (0.013) (0.021) 
(CAPX/AT)t-1 0.294*** 0.445*** 0.273*** 0.210*** 0.203*** 0.150*** 0.097 

 (0.102) (0.153) (0.047) (0.033) (0.024) (0.034) (0.086) 
(R&D/AT)t-1 0.045 0.081 -1.030*** -0.390*** 0.014 0.397*** 1.088*** 

 (0.102) (0.189) (0.095) (0.042) (0.028) (0.037) (0.098) 
(ADV/AT)t-1 -0.297*** 0.064 0.103*** 0.043*** -0.001 -0.061*** -0.152*** 

 (0.049) (0.097) (0.011) (0.007) (0.006) (0.007) (0.012) 
SIZEt-1 -0.128*** 0.066*** 0.026*** 0.010*** -0.001** -0.011*** -0.027*** 

 (0.012) (0.019) (0.002) (0.001) (0.001) (0.001) (0.002) 
AGEt 0.007 -0.004*** -0.000 -0.001*** -0.001*** -0.002*** -0.003*** 

 (0.011) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.037  0.1317 0.0646 0.0568 0.1043 0.1649 
AR-1  0      
AR-2  0.929      
Hansen test  0.172      
The table presents the coefficient and standard errors (in parenthesis) of the estimations by using fixed effects, GMM and quantile regression. Estimations 
include year and industry dummies. Standard errors for the quantile regression coefficients are obtained using 150 bootstrap replications. I have included 
the R2 (percent of variance in the dependent variable explained collectively by all of the independent variables) in the OLS and fixed effects estimation 
and [Pseudo-]R2 (based on change in the deviance statistic) in the quantile regression. P-values are reported for all tests. * indicates significance at 10%, 
** significance at 5% and *** significance at 1%. 
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Table 3. Tests for the equality of coe!icient from selected cases from Table 3.  

  Period 1 Period 2 Period 3 Period 4 
CAPX75=CAPX90 0.4655 0.5844 0.3628 0.1992 
R&D75=R&D90 0.0000 0.0000 0.0000 0.0000 
CAPX75=CAPX50 0.2941 0.2381 0.0005 0.4071 
R&D75=R&D50 0.0000 0.0000 0.0000 0.0000 
CAPX25=CAPX50 0.0079 0.0002 0.0074 0.8065 
ADV25=ADV50 0.0000 0.0000 0.0000 0.0000 
CAPX25=CAPX10 0.0063 0.0048 0.0003 0.1553 
ADV25=ADV10 0.0000 0.0899 0.0000 0.0000 

 

 

6. Robustness and further analysis 

The "rst measures to test the robustness of the results focus on whether they are driven 
by a speci"c selection of time frame and industry. In terms of the former, I regress 
equation (1) on a moving window of 10 years, from 1979 to 2009. For simplicity, results 
are presented graphically in Figure 3. It depicts the same evolution of the coe!icients 
discussed in Table 2: a declining contribution of capital expenditures, and a growing role 
of advertising spending in all categories although only QR10 and QR25 are positive. 
R&D, on the contrary, declines in all cases except for QR90 remaining positive for it and 
QR75. 

In terms of industry, Figure 4 plots the percentage of "rms from each sector in the whole 
sample using the Fama-French Industrial Classi"cation System (Fama & French, 1997). 
The only industry with a clear increasing participation is ‘healthcare, medical equipment 
and drugs’. Figure 5 shows the evolution of median capital expenditures, R&D and 
advertising di!erentiated by industry and it can be seen that ‘healthcare, medical 
equipment and drugs’ concentrates the more marked rise in R&D. Results for this variable 
may therefore be driven by that sector. 
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Figure 3. Quantile regression estimation of equation (1) for a moving 10-year window. 
Dotted lines indicate the 95% con"dence interval. All "rms, 1979-2018. 
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Figure 4. Percentage of "rms from each sector in the sample 

 

Figure 5. Median value of capital expenditures, R&D and advertising from each sector 
in the sample. 
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Due to space constraints, output tables are presented in the online appendix. In Table 
A1, equation (1) is reestimated for the whole sample excluding "rms belonging to 
‘healthcare, medical equipment and drugs’. Results are maintained qualitatively: 
advertising is still positive and statistically signi"cant for slow-growth "rms (QR10 and 
QR25), although only in periods 1 and 4. In the case of R&D, it is still positive for high-
growth "rms (QR75 and QR90). However, the relevance of these variables throughout 
time is more di!use. While in the "rst period an increase in one standard deviation of 
capital expenditures and R&D represent 5.04% and 13.18% of growth standard error, 
during the last period those values are relatively similar: 4.8% and 10.07% respectively. 
In terms of advertising, the increasing relevance for slow-growth "rms is maintained: 
during the "rst and the last period, an increase in one standard deviation of capital 
expenditures and advertising go from 7.55% and 13.93% of growth standard error to 
4.50% and 20.94% respectively. 

Some further considerations are taken into account in order to assess the robustness of 
the results. First, I take advertising values as presented in Compustat rather than 
calculated following the methodology presented in Section 4 (Table A2). Second, following 
Mazzucato and Parris (2015, p. 161) I add an additional variable, acquisitions -
Compustat data item AQC-, that allows to control for external sources of growth (Table 
A3).  Third, I apply the "xed-e!ects quantile regression estimator developed in Canay 
(2011) that allows to remove "rms’ constant unobservable heterogeneity (Table A4). In 
this case, the autoregressive term is not included following that paper. Fourth, and "nally, 
Moschella et al. (2019) highlight that taking a year-to-year growth is not enough to 
characterize "rms as outperformers and therefore they compute an annualized average 
growth as well as averages of the focal variables over three years. I also follow this 
strategy, dropping growth’s lagged value to avoid serial correlation. 

In all cases, the main results of positive and statistically signi"cant values of advertising 
for QR10 and QR25 and R&D for QR75 and QR90 hold. The only exception is 
advertising in FE-QR. Intangible growing contribution is also veri"ed as well. Capital 
expenditures in all cases portray a declining contribution to growth. 

 

7. Discussion and concluding remarks 

This paper has presented evidence of a shift in the way "rms are growing, with a higher 
preponderance of intangible investment and a lower contribution of capital expenditures 
using "rm-level data for a period that starts in 1979 and ends in 2018. It has identi"ed 
and di!erentiated between two types of intangible investment: innovative spending, 
measured by R&D, and brand-building, measured by advertising. Whereas the former 
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has a positive, increasing over time e!ect for high-growth "rms, the latter has similar 
e!ect for slow-growth "rms. Capital expenditures’ contribution, on the other hand, has 
decreased for both types of "rms. 

The literature on intangibles has indicated di!erent reasons for the growing importance 
of this type of investment. In an increasingly globalized world, they build up distinctive 
or strategic features of the "rm, harder to imitate by others (Haskel & Westlake, 2017, 
p. 186; Kay, 1993). Firms from developed economies have tended to rede"ne their core 
competences to focus on innovation, product strategy, marketing – in general, higher 
value-added activities that involve intangible investing -, while reducing direct ownership 
of non-core activities (Gere!i, Humphrey, & Sturgeon, 2005). 

This paper has taken one step further in relation to this literature and linked di!erent 
types of intangible investments with various growth pro"les. More speci"cally and 
following previous "ndings on these topics, innovative investment has been linked to high-
growth "rms (Bianchini et al., 2016; Coad & Rao, 2008; García-Manjón & Romero-
Merino, 2012). The novelty followed in this paper is to show that the relevance of R&D 
has grown over time: in the 2009-2018 period, an increase in one standard deviation 
represents more than 43% of growth’s standard deviation. This picture contrasts with 
the 1979-1988 period when it represented 18.76%.  

This growing relevance goes in line with those studies highlighting the path-dependent 
or accumulative character of innovation, where previous success tends to be a good 
predictor of future success in innovative activities (Arrighetti et al., 2014; Rikap, 2021). 
The results presented in this paper not only show this, but also a corollary. Firms who 
fail in their innovative e!orts and do not increase their sales are not only more likely to 
perform poorly (Freel, 2000) but also the penalty on growth has increased over time. 

For the slow-growth "rms, on the contrary, other types of intangible investments seem to 
be more pro"table in terms of keeping their market share: advertising. While in the 1979-
1988 period, an increase in one standard deviation in advertising represented 4.7% of 
growth standard error, during the 2009-2018 period that value increased to 8.3%.  

In an increasingly intangible economy, "rms have therefore turned to this type of 
investment for their growth prospects, progressively abandoning more traditional tangible 
outlays. These results are veri"ed for di!erent types of "rms: during the 1979-1988 period, 
an increase in one standard deviation of capital expenditures represented 4.6% and 7.7% 
of growth standard deviation for QR90 and QR10 respectively while in the last period 
they decreased to 2% and 4.6%. Hence, as a whole, the results obtained in this paper 
support the idea of substitution between tangible and intangible investment (Alexander 
& Eberly, 2018). 
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Moving forward, some limitations and avenues for future research can be identi"ed. In 
terms of the former, the results obtained for the median "rm do not support a turn to 
intangibles; neither to R&D nor to advertising. Other databases, with more dissagregated 
information on R&D, advertising, and other types of intangible investents (such as 
employee training) would be useful to better identify their speci"c contribution. 

Also, when the ‘healthcare, medical equipment and drugs’ industry is excluded from the 
sample, R&D contribution still increases but less for high-growth "rms. Results are not 
altered for advertising, though. This outcome seems logical as that sector both spends 
the most in R&D and veri"es the highest increase in number of "rms (Figure 5). 

Finally, the results highlight the signi"cant drop in growth experienced in the 2000s, 
which a!ected all types of "rms. This decrease has come with an overall reduction or 
stagnation in intangible investment, along with further reductions in capital expenditures. 
Further studies should also focus on the speci"c drivers of this phenomenon. 
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Appendix 

Table A1. OLS, "xed-e!ects and quantile regression estimation of equation (1) for each 
period. All "rms without ‘healthcare, medical equipment and drugs’, 1979-2018 

  FE GMM QR (%) 
10 25 50 75 90 

Period 1979-1988, obs=25,232       
GROWTHt-1  0.170*** 0.135*** 0.146*** 0.184*** 0.199*** 0.164*** 

  (0.022) (0.016) (0.010) (0.008) (0.011) (0.014) 
(CAPX/AT)t-1 0.411*** 0.573*** 0.310*** 0.222*** 0.174*** 0.154*** 0.208*** 

 (0.063) (0.092) (0.047) (0.024) (0.020) (0.030) (0.061) 
(R&D/AT)t-1 0.485*** 0.868** -0.519*** -0.096 0.114** 0.428*** 0.834*** 

 (0.186) (0.430) (0.165) (0.081) (0.054) (0.087) (0.172) 
(ADV/AT)t-1 -0.662*** -0.483*** 0.173*** 0.056** -0.079*** -0.282*** -0.604*** 

 (0.054) (0.102) (0.043) (0.025) (0.013) (0.018) (0.036) 
SIZEt-1 -0.210*** 0.054*** 0.030*** 0.012*** 0.000 -0.013*** -0.031*** 

 (0.011) (0.011) (0.002) (0.001) (0.001) (0.001) (0.002) 
AGEt -0.007 -0.019*** 0.006*** -0.001 -0.004*** -0.010*** -0.021*** 

 (0.010) (0.003) (0.001) (0.001) (0.000) (0.001) (0.001) 
[Pseudo-]R2 0.087  0.0723 0.0552 0.0645 0.1061 0.1575 
AR-1  0      
AR-2  0.941      
Hansen test  0.141      
Period 1989-1998, obs=27,113       
GROWTHt-1  0.205*** 0.166*** 0.195*** 0.263*** 0.284*** 0.241*** 

  (0.022) (0.012) (0.008) (0.008) (0.010) (0.016) 
(CAPX/AT)t-1 0.519*** 0.707*** 0.424*** 0.283*** 0.207*** 0.181*** 0.208*** 

 (0.069) (0.106) (0.050) (0.023) (0.018) (0.031) (0.065) 
(R&D/AT)t-1 0.166 0.022 -0.501*** -0.264*** -0.019 0.242*** 0.552*** 

 (0.101) (0.279) (0.063) (0.032) (0.026) (0.044) (0.101) 
(ADV/AT)t-1 -0.540*** -0.540*** -0.062 -0.038 -0.093*** -0.313*** -0.574*** 

 (0.036) (0.084) (0.044) (0.025) (0.017) (0.023) (0.046) 
SIZEt-1 -0.167*** 0.072*** 0.030*** 0.012*** -0.001 -0.015*** -0.034*** 

 (0.009) (0.011) (0.002) (0.001) (0.001) (0.001) (0.002) 
AGEt 0.004 -0.012*** -0.000 -0.001*** -0.003*** -0.005*** -0.008*** 

 (0.009) (0.001) (0.000) (0.000) (0.000) (0.000) (0.001) 
[Pseudo-]R2 0.071  0.0709 0.0601 0.0971 0.1521 0.1786 
AR-1  0      
AR-2  0.041      
Hansen test  0.026      
Period 1999-2008, obs=24,520       
GROWTHt-1  0.292*** 0.150*** 0.189*** 0.283*** 0.337*** 0.334*** 

  (0.019) (0.015) (0.010) (0.011) (0.010) (0.014) 
(CAPX/AT)t-1 0.195** -0.048 0.258*** 0.164*** 0.105*** 0.041 0.002 

 (0.085) (0.123) (0.052) (0.029) (0.025) (0.032) (0.056) 
(R&D/AT)t-1 0.019 0.099 -0.480*** -0.152*** 0.078** 0.301*** 0.510*** 

 (0.101) (0.204) (0.084) (0.040) (0.037) (0.039) (0.080) 
(ADV/AT)t-1 -0.472*** -0.209*** 0.019 -0.041** -0.125*** -0.303*** -0.614*** 

 (0.041) (0.072) (0.043) (0.021) (0.021) (0.030) (0.045) 
SIZEt-1 -0.225*** 0.032** 0.015*** 0.005*** -0.004*** -0.016*** -0.035*** 

 (0.010) (0.014) (0.002) (0.001) (0.001) (0.001) (0.001) 
AGEt -0.044*** -0.004*** 0.000* -0.000** -0.001*** -0.002*** -0.004*** 

 (0.007) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.161  0.075 0.0608 0.0949 0.1588 0.2168 
AR-1  0      
AR-2  0.133      
Hansen test  0.114      
Period 2009-2018, obs=19,649       
GROWTHt-1  0.252*** 0.146*** 0.199*** 0.250*** 0.252*** 0.236*** 

  (0.027) (0.017) (0.013) (0.012) (0.013) (0.017) 
(CAPX/AT)t-1 0.408*** 0.370** 0.234*** 0.174*** 0.203*** 0.219*** 0.164** 

 (0.102) (0.145) (0.043) (0.034) (0.026) (0.034) (0.072) 
(R&D/AT)t-1 -0.222 0.002 -0.352*** -0.093*** 0.032 0.172*** 0.342*** 

 (0.171) (0.316) (0.059) (0.033) (0.026) (0.036) (0.067) 
(ADV/AT)t-1 -0.350*** -0.132 0.212*** 0.051** -0.018 -0.136*** -0.316*** 

 (0.062) (0.132) (0.034) (0.021) (0.019) (0.024) (0.037) 
SIZEt-1 -0.143*** 0.047*** 0.024*** 0.009*** -0.001** -0.011*** -0.026*** 

 (0.011) (0.017) (0.001) (0.001) (0.001) (0.001) (0.002) 
AGEt 0.000 -0.003*** -0.000 -0.001*** -0.001*** -0.002*** -0.003*** 

 (0.008) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.083  0.1134 0.0884 0.088 0.1245 0.1516 
AR-1  0      
AR-2  0.416      
Hansen test  0.143      
The table presents the coefficient and standard errors (in parenthesis) of the estimations by using fixed effects, GMM and quantile regression. Estimations 
include year and industry dummies. Standard errors for the quantile regression coefficients are obtained using 150 bootstrap replications. I have included 
the R2 (percent of variance in the dependent variable explained collectively by all of the independent variables) in the OLS and fixed effects estimation 
and [Pseudo-]R2 (based on change in the deviance statistic) in the quantile regression. P-values are reported for all tests. * indicates significance at 10%, 
** significance at 5% and *** significance at 1%. 
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Table A2. Fixed-e!ects, GMM and quantile regression estimation of equation (1) for 
each period. All "rms with original advertising values, 1979-2018. 

   FE GMM QR (%) 
10 25 50 75 90 

Period 1979-1988, obs=27,165       
GROWTHt-1 

 
0.186*** 0.132*** 0.146*** 0.187*** 0.198*** 0.164*** 

 
 

(0.021) (0.014) (0.010) (0.010) (0.012) (0.015) 
(CAPX/AT)t-1 0.390*** 0.684*** 0.314*** 0.226*** 0.187*** 0.181*** 0.205*** 

 (0.063) (0.091) (0.048) (0.022) (0.019) (0.029) (0.053) 
(R&D/AT)t-1 0.050 -0.067 -0.562*** -0.031 0.169*** 0.490*** 0.912*** 

 (0.170) (0.409) (0.136) (0.065) (0.047) (0.080) (0.136) 
(ADV/AT)t-1 -1.009*** -0.080 0.187*** 0.026 -0.058* -0.142*** -0.352*** 

 (0.217) (0.384) (0.053) (0.030) (0.030) (0.028) (0.050) 
SIZEt-1 -0.153*** 0.076*** 0.028*** 0.011*** 0.000 -0.011*** -0.027*** 

 (0.009) (0.011) (0.001) (0.001) (0.001) (0.001) (0.002) 
AGEt -0.017* -0.024*** 0.006*** -0.001 -0.005*** -0.011*** -0.025*** 

 (0.011) (0.003) (0.001) (0.001) (0.000) (0.001) (0.001) 
[Pseudo-]R2 0.049 

 
0.0693 0.053 0.0665 0.1112 0.162 

AR-1 
 

0.000 
     

AR-2 
 

0.984 
     

Hansen test 
 

0.146 
     

Period 1989-1998, obs=31,190       
GROWTHt-1  0.204*** 0.143*** 0.181*** 0.244*** 0.260*** 0.209*** 

  (0.021) (0.012) (0.007) (0.010) (0.010) (0.014) 
(CAPX/AT)t-1 0.401*** 0.647*** 0.414*** 0.293*** 0.222*** 0.193*** 0.158*** 

 (0.066) (0.101) (0.049) (0.023) (0.020) (0.034) (0.056) 
(R&D/AT)t-1 -0.030 -0.052 -0.728*** -0.321*** 0.000 0.355*** 0.888*** 

 (0.078) (0.203) (0.055) (0.025) (0.027) (0.041) (0.094) 
(ADV/AT)t-1 -0.679*** -0.672** 0.120** 0.035 -0.022 -0.109*** -0.222*** 

 (0.136) (0.286) (0.059) (0.031) (0.021) (0.032) (0.055) 
SIZEt-1 -0.113*** 0.106*** 0.030*** 0.013*** 0.000 -0.012*** -0.025*** 

 (0.007) (0.010) (0.002) (0.001) (0.001) (0.001) (0.001) 
AGEt -0.009 -0.015*** -0.001 -0.001*** -0.003*** -0.005*** -0.010*** 

 (0.009) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.033  0.0702 0.0526 0.0865 0.1382 0.1689 
AR-1  0.000      
AR-2  0.000      
Hansen test  0.036      
Period 1999-2008, obs=29,062       
GROWTHt-1  0.255*** 0.130*** 0.170*** 0.257*** 0.300*** 0.288*** 

  (0.022) (0.012) (0.009) (0.008) (0.010) (0.012) 
(CAPX/AT)t-1 0.144* 0.151 0.292*** 0.168*** 0.112*** 0.017 -0.081 

 (0.084) (0.125) (0.051) (0.029) (0.019) (0.033) (0.062) 
(R&D/AT)t-1 -0.182** 0.003 -0.901*** -0.329*** 0.028 0.366*** 0.951*** 

 (0.073) (0.152) (0.088) (0.032) (0.022) (0.036) (0.083) 
(ADV/AT)t-1 -0.791*** 0.179 -0.049 -0.032 -0.032 -0.125*** -0.312*** 

 (0.173) (0.355) (0.051) (0.034) (0.030) (0.032) (0.064) 
SIZEt-1 -0.162*** 0.080*** 0.016*** 0.005*** -0.003*** -0.013*** -0.026*** 

 (0.008) (0.015) (0.001) (0.001) (0.001) (0.001) (0.002) 
AGEt -0.051*** -0.007*** 0.000 -0.000*** -0.001*** -0.002*** -0.004*** 

 (0.009) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.093  0.0814 0.0506 0.0772 0.1355 0.1908 
AR-1  0.000      
AR-2  0.477      
Hansen test  0.180      
Period 2009-2018, obs=23,773       
GROWTHt-1  0.161*** 0.102*** 0.153*** 0.199*** 0.192*** 0.157*** 

  (0.028) (0.017) (0.012) (0.011) (0.013) (0.019) 
(CAPX/AT)t-1 0.246** 0.511*** 0.305*** 0.222*** 0.204*** 0.185*** 0.090 

 (0.104) (0.155) (0.054) (0.033) (0.025) (0.033) (0.069) 
(R&D/AT)t-1 0.005 0.021 -1.072*** -0.389*** 0.014 0.400*** 1.082*** 

 (0.102) (0.176) (0.096) (0.043) (0.029) (0.041) (0.131) 
(ADV/AT)t-1 -0.288 0.023 0.264*** 0.081*** 0.015 -0.066** -0.307*** 

 (0.219) (0.432) (0.043) (0.030) (0.031) (0.033) (0.048) 
SIZEt-1 -0.097*** 0.069*** 0.020*** 0.008*** -0.001* -0.008*** -0.020*** 

 (0.011) (0.018) (0.001) (0.001) (0.001) (0.001) (0.002) 
AGEt 0.006 -0.005*** 0.000 -0.000*** -0.001*** -0.002*** -0.004*** 

 (0.011) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.030  0.128 0.0636 0.0568 0.1026 0.1592 
AR-1  0.000      
AR-2  0.936      
Hansen test  0.127      
The table presents the coefficient and standard errors (in parenthesis) of the estimations by using fixed effects, GMM and quantile regression. Estimations 
include year and industry dummies. Standard errors for the quantile regression coefficients are obtained using 150 bootstrap replications. I have included 
the R2 (percent of variance in the dependent variable explained collectively by all of the independent variables) in the OLS and fixed effects estimation 
and [Pseudo-]R2 (based on change in the deviance statistic) in the quantile regression. P-values are reported for all tests. * indicates significance at 10%, 
** significance at 5% and *** significance at 1%. 
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Table A3. Fixed-e!ects, GMM and quantile regression estimation of equation (1) for 
each period. All "rms with further controls, 1979-2018. 

  FE GMM QR (%) 
10 25 50 75 90 

Period 1979-1988, obs=27,165       
GROWTHt-1  0.158*** 0.124*** 0.135*** 0.169*** 0.172*** 0.134*** 

  (0.021) (0.015) (0.010) (0.010) (0.011) (0.014) 
(CAPX/AT)t-1 0.437*** 0.714*** 0.317*** 0.241*** 0.204*** 0.187*** 0.270*** 

 (0.062) (0.089) (0.041) (0.022) (0.020) (0.028) (0.053) 
(R&D/AT)t-1 0.048 0.096 -0.536*** -0.021 0.215*** 0.611*** 1.115*** 

 (0.170) (0.391) (0.150) (0.072) (0.051) (0.076) (0.116) 
(ADV/AT)t-1 -0.905*** 0.093 0.061*** 0.016** -0.026*** -0.084*** -0.171*** 

 (0.212) (0.367) (0.014) (0.006) (0.004) (0.007) (0.010) 
SIZEt-1 -0.171*** 0.060*** 0.029*** 0.010*** -0.002*** -0.015*** -0.035*** 

 (0.009) (0.010) (0.002) (0.001) (0.001) (0.001) (0.001) 
(ACQ/AT)t-1 1.095*** 1.057*** 0.338*** 0.375*** 0.497*** 0.837*** 1.383*** 

 (0.074) (0.105) (0.057) (0.045) (0.038) (0.078) (0.124) 
AGEt -0.011 -0.021*** 0.006*** -0.000 -0.004*** -0.011*** -0.022*** 

 (0.011) (0.003) (0.001) (0.001) (0.000) (0.001) (0.001) 
[Pseudo-]R2 0.067  0.071 0.0551 0.0712 0.1238 0.1869 
AR-1  0.000      
AR-2  0.924      
Hansen test  0.147      
Period 1989-1998, obs=31,190       
GROWTHt-1  0.171*** 0.131*** 0.170*** 0.221*** 0.236*** 0.201*** 

  (0.020) (0.013) (0.009) (0.010) (0.011) (0.015) 
(CAPX/AT)t-1 0.449*** 0.711*** 0.449*** 0.317*** 0.252*** 0.250*** 0.272*** 

 (0.065) (0.098) (0.048) (0.024) (0.022) (0.028) (0.053) 
(R&D/AT)t-1 -0.079 -0.181 -0.723*** -0.311*** 0.021 0.419*** 0.987*** 

 (0.078) (0.203) (0.051) (0.030) (0.030) (0.042) (0.096) 
(ADV/AT)t-1 -0.658*** -0.629** 0.021 0.001 -0.025*** -0.088*** -0.183*** 

 (0.135) (0.276) (0.013) (0.007) (0.005) (0.007) (0.010) 
SIZEt-1 -0.126*** 0.095*** 0.030*** 0.012*** -0.002*** -0.017*** -0.036*** 

 (0.007) (0.010) (0.002) (0.001) (0.001) (0.001) (0.002) 
(ACQ/AT)t-1 0.777*** 0.797*** 0.368*** 0.372*** 0.484*** 0.684*** 0.855*** 

 (0.050) (0.066) (0.045) (0.038) (0.036) (0.047) (0.091) 
AGEt -0.009 -0.014*** -0.000 -0.001*** -0.003*** -0.005*** -0.008*** 

 (0.009) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.045  0.0726 0.056 0.0928 0.1515 0.1873 
AR-1  0.000      
AR-2  0.000      
Hansen test  0.000      
Period 1999-2008, obs=29,062       
GROWTHt-1  0.217*** 0.115*** 0.153*** 0.240*** 0.291*** 0.282*** 

  (0.021) (0.013) (0.009) (0.011) (0.010) (0.013) 
(CAPX/AT)t-1 0.205** 0.253** 0.328*** 0.215*** 0.155*** 0.067* 0.059 

 (0.083) (0.122) (0.048) (0.029) (0.023) (0.034) (0.060) 
(R&D/AT)t-1 -0.223*** -0.053 -0.885*** -0.319*** 0.055** 0.407*** 1.044*** 

 (0.073) (0.148) (0.080) (0.036) (0.023) (0.039) (0.074) 
(ADV/AT)t-1 -0.746*** 0.224 0.046*** 0.007 -0.028*** -0.090*** -0.199*** 

 (0.174) (0.342) (0.010) (0.005) (0.004) (0.007) (0.011) 
SIZEt-1 -0.177*** 0.069*** 0.017*** 0.005*** -0.005*** -0.018*** -0.036*** 

 (0.009) (0.015) (0.001) (0.001) (0.001) (0.001) (0.002) 
(ACQ/AT)t-1 0.657*** 0.571*** 0.419*** 0.321*** 0.297*** 0.309*** 0.389*** 

 (0.037) (0.048) (0.042) (0.020) (0.019) (0.030) (0.055) 
AGEt -0.048*** -0.006*** 0.001* -0.000** -0.001*** -0.002*** -0.004*** 

 (0.009) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.104  0.0859 0.0547 0.0817 0.1426 0.204 
AR-1  0.000      
AR-2  0.707      
Hansen test  0.158      
Period 2009-2018, obs=23,773       
GROWTHt-1  0.145*** 0.086*** 0.135*** 0.179*** 0.172*** 0.149*** 

  (0.025) (0.019) (0.010) (0.012) (0.012) (0.018) 
(CAPX/AT)t-1 0.301*** 0.572*** 0.310*** 0.271*** 0.259*** 0.255*** 0.219*** 

 (0.104) (0.144) (0.053) (0.034) (0.026) (0.040) (0.080) 
(R&D/AT)t-1 -0.014 0.105 -1.000*** -0.390*** 0.043* 0.441*** 1.148*** 

 (0.102) (0.172) (0.091) (0.040) (0.025) (0.036) (0.096) 
(ADV/AT)t-1 -0.225 0.264 0.108*** 0.046*** 0.006 -0.047*** -0.130*** 

 (0.219) (0.407) (0.011) (0.006) (0.005) (0.007) (0.014) 
SIZEt-1 -0.109*** 0.055*** 0.025*** 0.009*** -0.001** -0.011*** -0.027*** 

 (0.011) (0.017) (0.002) (0.001) (0.001) (0.001) (0.002) 
(ACQ/AT)t-1 0.598*** 0.643*** 0.451*** 0.393*** 0.365*** 0.417*** 0.501*** 

 (0.038) (0.045) (0.035) (0.022) (0.021) (0.023) (0.052) 
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AGEt 0.008 -0.004*** -0.000 -0.000*** -0.001*** -0.002*** -0.003*** 
 (0.011) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 

[Pseudo-]R2 0.039  0.1373 0.0711 0.0639 0.1123 0.1708 
AR-1  0.000      
AR-2  0.932      
Hansen test  0.172      
The table presents the coefficient and standard errors (in parenthesis) of the estimations by using fixed effects, GMM and quantile 
regression. Estimations include year and industry dummies. Standard errors for the quantile regression coefficients are obtained using 
150 bootstrap replications. I have included the R2 (percent of variance in the dependent variable explained collectively by all of the 
independent variables) in the OLS and fixed effects estimation and [Pseudo-]R2 (based on change in the deviance statistic) in the 
quantile regression. P-values are reported for all tests. * indicates significance at 10%, ** significance at 5% and *** significance at 1%. 

 

Table A4. Fixed-e!ects, GMM and "xed-e!ect quantile regression estimation of equation 
(1) for each period. All "rms, 1979-2018. 

  FE QR (%) 
10 25 50 75 90 

Period 1979-1988, obs=29,414     
(CAPX/AT)t-1 0.374*** 0.335*** 0.340*** 0.337*** 0.419*** 

 (0.041) (0.022) (0.015) (0.023) (0.050) 
(R&D/AT)t-1 -0.436*** 0.003 0.263*** 0.506*** 0.914*** 

 (0.109) (0.057) (0.032) (0.063) (0.103) 
(ADV/AT)t-1 -0.473*** -0.545*** -0.603*** -0.657*** -0.731*** 

 (0.013) (0.006) (0.004) (0.006) (0.011) 
SIZEt-1 -0.168*** -0.188*** -0.202*** -0.215*** -0.233*** 

 (0.001) (0.001) (0.001) (0.001) (0.002) 
AGEt 0.021*** 0.015*** 0.013*** 0.011*** 0.003** 

 (0.001) (0.000) (0.000) (0.000) (0.001) 
[Pseudo-]R2 0.3713 0.464 0.5086 0.4921 0.4503 
Period 1989-1998, obs=34,208     
(CAPX/AT)t-1 0.487*** 0.415*** 0.407*** 0.349*** 0.322*** 

 (0.044) (0.024) (0.015) (0.024) (0.056) 
(R&D/AT)t-1 -0.670*** -0.296*** 0.055*** 0.395*** 0.809*** 

 (0.045) (0.036) (0.016) (0.034) (0.068) 
(ADV/AT)t-1 -0.352*** -0.425*** -0.479*** -0.538*** -0.621*** 

 (0.009) (0.006) (0.003) (0.006) (0.011) 
SIZEt-1 -0.128*** -0.147*** -0.162*** -0.175*** -0.194*** 

 (0.001) (0.001) (0.000) (0.001) (0.001) 
AGEt 0.013*** 0.012*** 0.011*** 0.011*** 0.009*** 

 (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.2803 0.3821 0.4357 0.4204 0.3805 
Period 1999-2008, obs=30,464     
(CAPX/AT)t-1 0.245*** 0.255*** 0.214*** 0.142*** 0.096* 

 (0.064) (0.033) (0.016) (0.029) (0.055) 
(R&D/AT)t-1 -0.944*** -0.432*** -0.077*** 0.245*** 0.727*** 

 (0.062) (0.033) (0.015) (0.030) (0.061) 
(ADV/AT)t-1 -0.340*** -0.390*** -0.437*** -0.493*** -0.561*** 

 (0.013) (0.007) (0.004) (0.007) (0.014) 
SIZEt-1 -0.192*** -0.204*** -0.214*** -0.223*** -0.238*** 

 (0.002) (0.001) (0.000) (0.001) (0.002) 
AGEt -0.001*** -0.003*** -0.003*** -0.004*** -0.006*** 

 (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.4474 0.534 0.5827 0.5804 0.5509 
Period 2009-2018, obs=24,861     
(CAPX/AT)t-1 0.350*** 0.307*** 0.245*** 0.198*** 0.153*** 

 (0.054) (0.030) (0.019) (0.028) (0.057) 
(R&D/AT)t-1 -0.837*** -0.339*** -0.000 0.339*** 0.879*** 

 (0.054) (0.035) (0.022) (0.036) (0.063) 
(ADV/AT)t-1 -0.166*** -0.236*** -0.294*** -0.356*** -0.442*** 

 (0.011) (0.006) (0.005) (0.006) (0.011) 
SIZEt-1 -0.101*** -0.117*** -0.128*** -0.138*** -0.153*** 

 (0.002) (0.001) (0.000) (0.001) (0.002) 
AGEt 0.012*** 0.011*** 0.011*** 0.010*** 0.009*** 

 (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.4001 0.4333 0.4583 0.4271 0.3758 
The table presents the coefficient and standard errors (in parenthesis) of the estimations by using fixed effects, GMM and quantile 
regression. Estimations include year and industry dummies. Standard errors for the quantile regression coefficients are obtained using 
150 bootstrap replications. I have included the R2 (percent of variance in the dependent variable explained collectively by all of the 
independent variables) in the OLS and fixed effects estimation and [Pseudo-]R2 (based on change in the deviance statistic) in the 
quantile regression. P-values are reported for all tests. * indicates significance at 10%, ** significance at 5% and *** significance at 1%. 
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Table A5. Fixed-e!ects and quantile regression estimation of equation (1) for each 
period. All "rms with annualized average growth over three years as dependent variable 
and three-year average for independent variables, 1979-2018. 

  FE QR (%) 
10 25 50 75 90 

Period 1979-1988, obs=22,104      
(CAPX/AT)t-1 0.272*** 0.472*** 0.384*** 0.327*** 0.271*** 0.276*** 

 (0.061) (0.032) (0.022) (0.018) (0.024) (0.043) 
(R&D/AT)t-1 -0.021 -0.031 0.049* 0.142*** 0.191*** 0.218*** 

 (0.136) (0.063) (0.028) (0.021) (0.032) (0.049) 
(ADV/AT)t-1 -0.072** 0.029*** 0.013*** -0.002 -0.022*** -0.061*** 

 (0.032) (0.006) (0.003) (0.003) (0.004) (0.006) 
SIZEt-1 0.063*** 0.020*** 0.009*** 0.003*** -0.001 -0.008*** 

 (0.007) (0.001) (0.001) (0.001) (0.001) (0.001) 
AGEt -0.003 0.002* -0.001* -0.005*** -0.011*** -0.020*** 

 (0.004) (0.001) (0.001) (0.001) (0.001) (0.001) 
[Pseudo-]R2 0.076 0.0949 0.0722 0.0654 0.0857 0.1176 
Period 1989-1998, obs=23,246      
(CAPX/AT)t-1 0.335*** 0.529*** 0.437*** 0.363*** 0.278*** 0.202*** 

 (0.078) (0.044) (0.019) (0.020) (0.027) (0.040) 
(R&D/AT)t-1 -0.021 -0.226*** -0.076*** 0.033* 0.161*** 0.281*** 

 (0.084) (0.039) (0.020) (0.019) (0.026) (0.046) 
(ADV/AT)t-1 -0.095*** 0.032*** 0.010** -0.007** -0.035*** -0.077*** 

 (0.027) (0.006) (0.004) (0.003) (0.004) (0.006) 
SIZEt-1 0.048*** 0.026*** 0.013*** 0.006*** 0.002** -0.005*** 

 (0.007) (0.001) (0.001) (0.000) (0.001) (0.001) 
AGEt -0.002 -0.003*** -0.003*** -0.005*** -0.007*** -0.011*** 

 (0.005) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.043 0.0717 0.0504 0.0708 0.1173 0.1523 
Period 1999-2008, obs=24,273      
(CAPX/AT)t-1 0.178** 0.442*** 0.335*** 0.232*** 0.118*** 0.003 

 (0.071) (0.047) (0.025) (0.022) (0.029) (0.046) 
(R&D/AT)t-1 0.229*** -0.448*** -0.241*** -0.058*** 0.117*** 0.348*** 

 (0.072) (0.035) (0.021) (0.020) (0.025) (0.051) 
(ADV/AT)t-1 -0.132*** 0.022*** -0.016*** -0.037*** -0.073*** -0.116*** 

 (0.024) (0.007) (0.005) (0.005) (0.006) (0.009) 
SIZEt-1 0.051*** 0.017*** 0.008*** 0.004*** -0.000 -0.006*** 

 (0.006) (0.001) (0.001) (0.001) (0.001) (0.001) 
AGEt -0.039*** -0.001*** -0.001*** -0.002*** -0.004*** -0.005*** 

 (0.004) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.077 0.0777 0.0427 0.056 0.0927 0.1295 
Period 2009-2018, obs=20,538      
(CAPX/AT)t-1 0.207* 0.374*** 0.302*** 0.259*** 0.209*** 0.206*** 

 (0.111) (0.054) (0.031) (0.027) (0.038) (0.064) 
(R&D/AT)t-1 0.033 -0.635*** -0.229*** -0.021 0.243*** 0.465*** 

 (0.097) (0.050) (0.024) (0.021) (0.029) (0.045) 
(ADV/AT)t-1 -0.016 0.041*** 0.012** -0.007 -0.032*** -0.071*** 

 (0.054) (0.007) (0.005) (0.005) (0.006) (0.008) 
SIZEt-1 0.053*** 0.017*** 0.010*** 0.004*** -0.000 -0.005*** 

 (0.008) (0.001) (0.001) (0.001) (0.001) (0.001) 
AGEt 0.005 -0.000*** -0.001*** -0.001*** -0.002*** -0.004*** 

 (0.005) (0.000) (0.000) (0.000) (0.000) (0.000) 
[Pseudo-]R2 0.032 0.0925 0.0453 0.0448 0.0872 0.1424 
The table presents the coefficient and standard errors (in parenthesis) of the estimations by using fixed effects, GMM and quantile 
regression. Estimations include year and industry dummies. Standard errors for the quantile regression coefficients are obtained using 
150 bootstrap replications. I have included the R2 (percent of variance in the dependent variable explained collectively by all of the 
independent variables) in the OLS and fixed effects estimation and [Pseudo-]R2 (based on change in the deviance statistic) in the 
quantile regression. P-values are reported for all tests. * indicates significance at 10%, ** significance at 5% and *** significance at 1%. 

 

 

 


