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Abstract:

This paper discusses the paper "The Source of Historical Economic Fluctuations: An Analysis using Long-Run Restrictions" by Neville Francis and Valerie A. Ramey. It argues that these authors have made great progress both in the precise measurement of labor input as well as determining the effect of productivity shocks on labor, but a number of questions remain. As for measurement, the issue of schooling needs further work. As for calculating the long-run impact of labor productivity shocks, unreasonable results emerge for the response of the capital stock, if included in the VAR. Using medium-term identification delivers more reasonable results.

1. The issue

What is the consequence of technological progress? To the lay person, the answer often seems obvious: technological progress is both a virtue and a vice. It is a virtue, because it has made our lives more comfortable. But it is also a vice because people are loosing jobs. Factories, where humans used to work together in the past to create the products to be sold, are now instead filled with machines and the occasional operator, pushing some buttons now and then, and with the other workers out of a job. The latter aspect is viewed as a negative aspect of technological progress and often dominates public debates.

The economist gives a dramatically different assessment. According to the data presented by Francis and Ramey, labor productivity in the private sector has increased by the factor 13.5 between 1889 and 2002. Francis and Ramey show, that hours worked in the private sector per capita really has not changed all that much, once one takes into account e.g. trends in schooling or government employment. Thus, using a standard Solow growth accounting exercise, i.e. postulating that capital and output are on the steady state growth path and labor is constant, and postulating a Cobb-Douglas production function with a capital share of one third, one finds that total factor productivity has increased by a factor of 5.7 between 1889 and 2002. I.e, even if the (quantity of the) capital stock per worker had not changed at all, a worker now would need only 10 minutes to produce what his great-great-grandfather would have taken an hour to do. And with the additional capital accumulated in the mean time, that number shrinks to less than five minutes. The welfare gains from this dramatic increase in
productivity are obvious and self-evident. The virtuous aspects of technological progress dominate by far.

But what about the vice, that people might loose jobs? Take again the evidence produced by Francis and Ramey, that hours worked in the private sector have not changed much over the last century. Clearly then, over the long haul, technological progress has not led to machines replacing workers: rather, the desires of humans for consumption relative to enjoying leisure have risen with the technological progress (and therefore the opportunity costs of leisure) we have made. We need to work just as hard as more than 100 years ago to keep up. And surely, even if one does not buy into the evidence produced by Francis and Ramey and rather believes that hours have shown a secular decline, few economists would interpret this as evidence that technological progress is the culprit for the high unemployment rates observed in some of the modern welfare states. Instead, the secular technological progress is viewed as freeing up time for people to enjoy as leisure. This macroeconomic perspective may be complicated by redistributional issues - some workers may benefit more from "replacement" by technological progress than others, and some may even indeed suffer from it - but overall the conclusion remains: technological progress is a virtue.

So, why should we care what technological progress - or better, surprise changes in the rates of technological progress - do to the labor market in the short run? After all, this is the question which Francis and Ramey seek to answer, extending the research agenda of Blanchard and Quah (1989) and Gali (1999). That research is challenging the bold claim initially made by Kydland and Prescott (1982) and others, that random fluctuations in technological progress are the cause of business cycles. (As an aside, let it be pointed out that "technology" in the Arrow-Debreu sense simply refers to the possibility of turning inputs into output, so that the term "technology shock" simply refers to any changing production function. Instead, the recent literature as well as the Francis-Ramey paper has focussed on the common language interpretation of the word "technology", i.e. patents, engines, microchips. I shall follow along for the purpose of this discussion.). That research helped to explain the challenging observation that labor productivity is procyclical. Demand-driven theories need to be worked pretty hard to cough up this and other key business cycle facts.

Some of these business cycle facts are listed in table 1, using the Francis-Ramey data from 1889 to 2002. Note the positive correlations between output on the one hand and labor as well as labor productivity on the other, no matter how and when one measures it. However, also note the low correlations between labor and labor productivity: for 1950 to 2002, that correlation appears to be near zero. This correlation is low and lower than the numbers usually given in the literature, see e.g. Cooley (1995). This simple statistic already sheds a lot of light on the results by Francis and Ramey. Clearly, if there are three statistics - output, labor and productivity - which are not simultaneously highly correlated with each other, two rather than one source of randomness are needed to explain most of it. Since it is labor and productivity, which show low correlation, whatever explains the movements in productivity won't explain the movements in labor and vice versa (which is essentially also what Francis and Ramey find in their VAR estimates). So, this alone merits much deeper investigation: is it really true that labor productivity and hours worked show low correlations at business cycle frequencies? This is a bold claim, which is only implicit in this paper, and which could lead to a change in our thinking about business cycles, if it holds up to scrutiny.

In light of these tables, the key business cycle question is: what explains the high labor-output and productivity-output correlations, while generating low correlation between labor and labor productivity? If one buys into the findings by Gali and now by Francis-Ramey,
business cycle theories driven by technology shocks cannot be it. Thus, perhaps rather than the welfare question as to whether technological progress is a good thing (it is, in practically all reasonable models), the issue at stake is: what explains business cycles.

There is a long literature criticizing the claim of the real business cycle paradigm already, though. Even if technology shocks were to lead to initial increases in labor, they may contribute little to the variance of output, see e.g. Christiano, Eichenbaum and Vigfusson (2004) or Altig et al (2002). Variance decompositions rather than impulse responses might be the most interesting object of investigation here: Francis and Ramey provide it in their interesting table 4. More importantly, it is all too easy to rule out explanations of business cycles - instead, we need good, convincing theories explaining them! I keep on being surprised how easily the model by Hansen (1985) - which nowadays should be considered as a strikingly simple model - explains many of the key business cycle facts. That model sets a standard, and every graduate student in economics should learn it well. Is there a similarly beautiful, alternative explanation in sight, which works even better? I do not think there is, and even if there were, it does not seem that the profession has decided to raise that one on its shield yet as the new key paradigm of business cycles. Perhaps, too much effort has gone into shooting down a model that works ok. More work should instead go into providing a model that works better.

The issue thus cannot be as to whether technology shocks explain business cycles or not. Instead, the issue is whether one can properly identify technology shocks, using long run restrictions, and what they imply about labor movement in the short run. Let me thus turn to the contribution of Francis and Ramey. It is two-fold. First, they carefully put together a long-run data set, which is an interesting object of investigation in its own right. Second, they use a variety of VAR specifications to analyze the question at hand, thereby addressing some of the issues raised in the recent debates.

2. Long-run data

The first contribution of Francis and Ramey is to put together a set of long time series, and to carefully account for the hours worked in the private sector, addressing the issue of changes in education and the role of the government. This is meant to achieve three goals. First, it should provide more data to study the question at hand: clearly, this is always a good idea. The alternative (which should be pursued!) is to investigate more countries rather than longer time series, but certainly, having longer time series cannot hurt.

The second goal is to provide a more balanced view of the changes in labor input, leading to some surprising results (and as for the third goal, see the next section). Francis and Ramey make the bold claim that hours per capita in the private sector have not changed very much over more than a century, see e.g. their figure A. The average for 1950 to 2002 is not even 7% below the average for 1889 to 1940. Their adjustment of the standard labor force accounting comes from three sources.

First, rather than just considering everyone above age 16, they implicitly account for child labor by subtracting only children in school from the population above age 4. But one could go further. Probably, one ought to e.g. also account for changes in the death rates in early childhood due to a variety of diseases. Figure A shows the decline in children death rates: unfortunately, I only had data for ages 1 to 4 rather than 5 to 16 at hand. Nonetheless, that figure shows a dramatic fall in death rates by a factor of 60: while 2% of all children between age 1 and 4 died in 1900, only 0.03% of them did so in 2000, see also the right-top panel of
figure 3 in the Francis-Ramey paper. It is plausible that there also was a dramatic decline in death rates for children between the ages 5 and 16. Certainly, the demographics in 1889 was much more heavily tilted towards younger people and children than it was in 2000, so that one is dividing by a larger number in 1889 than in 2000. This is ok, if indeed all children above age 4 not in school were indeed working. But I tend to think that this is a somewhat extreme view.

That this could matter can be glanced from figures B through D. In figure B, the fraction of children between ages 5 and 16 compared to the total population is plotted: one can see the large swings between nearly 25% at the top and slightly above 15% at the bottom. The numbers are very high towards the beginning of the sample and during the "baby boom" years. The numbers become more dramatic, once one subtracts out the population above 65 and government employees in the denominator, see figure C. Now, the numbers swing between 21% and 30%. These swings would matter a lot, if all children between age 5 and 16 were accounted as part of the work force.

Thus, Francis and Ramey rightly subtract school enrolment. We do this too both in the numerator and denominator in figure D. Now, the numbers turn negative, though: from a peak near 3% to the lowest point at near -18%. One can already see this in figure 3 of the Francis-Ramey paper that this must be so: according to their numbers, nearly a quarter of the total population was enrolled in school during the last 20 years. Clearly then, this must include people who are not "too young to work". Francis and Ramey effectively make the extreme assumption, that everyone enrolled in school is not working. Given these large fractions of the population enrolled in school, one may have some serious doubts here. Finally, much of the apparent rise in hours worked in the recent 20 to 30 years is due to female labor force participation. To me, it is plausible, though, that a sizeable share of women have worked hard in the private sector previously as well, but outside official government statistics at the turn of the century. I can only hope that the original data used by Francis and Ramey has taken this properly into account, but I am skeptical.

In sum, one has to wonder whether the calculations by Francis and Ramey really are the final word on measuring the actual work force. Probably, they are not. Nonetheless, their findings are fascinating. According to conventional wisdom, hours worked per capita have declined over the last 100 years or so. Francis and Ramey have taken a first and very useful stab at that issue, and challenged that wisdom. This really calls out for an intensive analysis of the data to settle this issue.

3. VAR estimates

The third goal of providing a longer data set is to take more confidence in imposing long-run restrictions. But here, I believe, one should be careful. Classical econometric time series analysis makes one believe that there is a big difference between an exact unit root and a root smaller than one. But this difference concerns the hypothetical exercise of considering ever longer data sets, governed by some given stochastic law of motion. However, a different view is more sensible. Most of the time, the data is of given length, and one has to make inference about the various competing possibilities for the roots governing the process, see e.g. Sims-Uhlig (1991). Or - as is argued here - one is indeed provided with longer time series, but then one has a hard time believing that the stochastic properties do not change. Simple econometric models are plausibly understood to be parsimonious descriptions of key features of the data, rather than true, genuine data generating mechanisms which remain
unchanged across several centuries. Given the difficulties described above in truly calculating the work force and thus in truly calculating labor productivity, the impression that more than a century of data really helps in separating the unit root parts from the non-unit-root parts may thus be just a misleading illusion. More data helps, yes. But with more data, one ought to consider a richer set of econometric possibilities. In particular, slow variations in the regression coefficients would invalidate the inference made here.

My interpretation of the evidence presented is therefore different. Evidence for a unit root in the data should be interpreted as evidence for some very persistent feature. Whether the effect gradually dies out after 100 years or whether it does not, is probably not of relevance. The "technology shock" identified in this paper is then simply that shock which leads to the most persistent changes in labor productivity among all the shocks one can consider. This is interesting.

I am concerned that it should make a difference as to whether hours are regarded as stationary or not. Since OLS provides consistent estimates of VAR coefficients, regardless of whether the variables are stationary or not, one can identify this most persistent shock certainly also in a VAR in levels, even if hours have a unit root. Conversely, if hours do not have a unit root, then a VAR which uses hours in first differences is misspecified. Christiano, Eichenbaum and Vigfusson (2004) have nicely demonstrated, how the level results encompass the results for first-differences, and that one therefore ought to trust the level results rather than the results for first-differences, regardless of what the unit root tests for labor show. I find their argument in favour of the level specification more plausible than the arguments given in the Francis-Ramey paper in favour of the first-difference specification. To put it succinctly: VARs should typically be estimated in levels, unless there are very good theoretical reasons, not to. And one should use Bayesian methods, which can deal with the uncertainty regarding the presence of unit roots in a very natural and practical manner, see Uhlig (1994). Certainly, detrending with a quartic trend strikes me as something which may potentially be rather misleading. Are we allowed to extrapolate that trend towards infinity? And what does it do to inference about cause and effects in VARs, if current data is "cleansed" from a trend, which in turn is estimated with the help of future data?

The level results look particularly damaging to the benchmark real business cycle perspective, though, see figure 5. Apparently, the permanent shocks to labor productivity - which Francis and Ramey call and identify as technology shocks - are only a minor cause of output fluctuations (see the bottom row in figure 5) and thus, it is no surprise that they also do not do much to labor and even lead to a short, initial decline, see the middle panel. Interestingly, the sample here matters a lot. Figure 6A shows, that labor shows practically no initial response to a permanent productivity shock for postwar data, while it shows a large negative response in prewar data. The first of these findings is one of the key points in Christiano, Eichenbaum and Vigfusson (2004): the level specification overturns the findings of Gali (1999) for postwar data. So, Francis and Ramey come to Gali's rescue by showing that the level specification makes things "worse" for the real business cycle school, once one takes that level specification to prewar data. This point has also been made by myself in Uhlig (2004), using a previous version of the Francis-Ramey data set.

There are three potential conclusions one can draw: at this point, a reader should feel free to choose any one of them. First, the econometric model does not remain stable over time - which seems to me to further invalidate the whole idea of using long-run identification. Second, policy and in particular labor market regulations have changed over time, leading to different behaviour, see also Gali, López-Salido and Vallés (2003). The particular change
here presents a bit of a challenge. Armchair reasoning would suggest that labor markets were more flexible in prewar years than in postwar years. Furthermore, financial markets may have been less efficient back then. If so, can we think of models explaining the different responses, documented by Francis and Ramey? That strikes me as an interesting research agenda.

Third, perhaps the stochastic properties are fairly stable, but inference based on long-run identification simply is too fragile. In Uhlig (2004), I argue for a variety of reasons to rely on medium-run identification instead. The technical details are in that paper, but the idea is this. While long-run identification finds that shock (or shock direction), which explains as much as possible of the variance of the revision of the long-run (more precisely, the infinite-horizon) forecast in productivity, medium-run identification seeks that shock which explains as much as possible of that variance for some medium-run forecast revision, say, three years out. The results are in figure E. Now, the impulse responses for labor remain a lot more stable, which makes me want to trust these results more than the results from long-run identification. According to these results, labor does not fall much in the prewar years either in response to a technology shock. Actually, labor does not react much at all - which is effectively a restatement of the low labor-productivity correlations of table 1.

A careful reader might also note the larger numbers. According to the data I received from Francis and Ramey, labor productivity growth has an annual standard deviation of 3.1% for the entire sample. The MLE standard deviation of the one-step ahead prediction error for productivity is 2.7%, when using 4 lags and a constant in a bivariate VAR and logs of the data. The squares of the impulse-responses of productivity at date 0 should add up to this number, if one uses shocks one standard deviation in size, so I suspect that some rescaling somewhere is the cause of the difference between the results here and in Francis and Ramey. More importantly, it should be noted that this standard deviation is about 3 times as large in prewar data than in postwar data, pointing to changing stochastic properties across the sample. This again casts doubt on long-run identification. It also says that the Francis-Ramey results are dominated by the prewar sample, since that part of the sample contains a lot more variance than the postwar sample. Given that the data for the prewar years is probably not nearly as good as the data for the postwar years, caution may be advised in putting too much weight on these results.

Francis and Ramey do not provide error bands for their impulse responses. When I tried to recalculate their results, using my Bayesian methodology with a "very long" medium-run identification, I found a very wide error band for the prewar sample. Again, this may be more evidence for fragility of the long-run approach.

Finally, it is laudable that Francis and Ramey check, that their technology shocks are not caused by government spending or M2. There is a simpler way of achieving an identification guaranteeing that: one can simply add government spending and M2 to the VAR. It would have been interesting to see the results from that exercise.

4. Theory

Neoclassical growth theory and its cousins asks one to focus on total factor productivity rather than labor productivity alone, and they ask one to consider the accumulation of capital as a key component in the low-frequency movements of labor productivity. Indeed, Chari, Kehoe and McGrattan (2004) have recently shown how leaving away capital in the sort of empirical
exercise provided by Francis and Ramey can lead to serious problems from misspecification and to potentially very misleading results, in particular, when using differenced data for hours. They show how a standard real business cycle model (where technology shocks lead to rises in hours worked) would generate data, which would deliver the results found by Francis and Ramey, that hours fall in response to a technology shock identified in a bivariate VAR from long-run restrictions. Chari, Kehoe and McGrattan even go so far as to suggest that one should be generally skeptical about using SVARs. But one can also give their results a constructive reading and add capital into the picture: so let me pursue that.

To construct capital, I start from steady state capital in 1889, calculated private output in 1889 times the average investment-output ratio divided by \((1 - (1-\delta)/g)\), where \(g\) is the average growth factor of output, i.e. the average of \(y(t)/y(t-1)\), and \(\delta\) is the annual depreciation rate, set to 10 percent. I calculated the investment-output ratio to be 0.25 from NIPA postwar data, where I included durable consumption with gross private domestic investment, and excluded government spending from output. For the same reason, I rescaled the raw investment series from 1889 to 2002 by the factor 1.44 in order to roughly capture the otherwise unmeasured investment in consumer durables (these rescalings do not make much of a difference in the end, since we use the logs of all series in our estimations anyways). I then calculated capital via \(k(t) = (1-\delta) k(t-1) + inv(t)\), and used a Cobb-Douglas production function with a capital share of one third to calculate total factor productivity. In order to also account for potential policy influences, I now estimate a VAR with six variables, i.e. TFP, adjusted hours, capital, government spending, M2 and the dividend tax rate provided by McGrattan, see figure H and the comment below.

When using the entire sample and medium-run identification, seeking the shock which explains as much as possible of the variance of total factor productivity three years after the shock (see Uhlig, 2004, for details), the results look remarkably reasonable, see figure F. In particular, hours worked move up substantially, following a technology shock identified in this manner, although the initial response is somewhat muted, and the peak response is about two years after the shock. Nonetheless, this looks very much to be in accord with standard real business cycle theory. One item that looks a little puzzling is the rather uncertain response of capital, though.

The response of capital looks much worse, when using long-run identification, though (implemented as medium-run identification applied to the 20-year ahead revision of the forecast for total factor productivity). Now, not only labor, but also capital falls after an initial increase in total factor productivity. Indeed, this is already true in the simple, bivariate VAR of labor productivity and adjusted hours, when adding the capital series: the results are in figure G. I suspect that Francis and Ramey would find the same, if they included capital in their econometric exercise.

This finding seems rather odd at first. It is hard to think of reasonable theories, according to which technological progress would lead to disinvestment. What then, might be going on?

A hint is already in figure E, possibly partly explaining even the muted response of capital in that figure: the capital income tax rate rises substantially in response to a technology shock identified from medium-run restrictions. Indeed, figure H juxtaposes the output-to-capital ratio with that tax rate series, where we added 50% to the tax rate just in order to show both series on the same scale. First of all, that tax rate shows large and very persistent movements. Second, the output-to-capital ratio comoves with this series remarkably closely. Whether it is appropriate to interpret that tax rate as the marginal dividend tax rate faced by entrepreneurs
or not, does not even matter much. It is certainly plausible that this tax rate indicates the
general investment climate that entrepreneurs are facing. Governments which do not hesitate
to impose a high dividend-tax rate probably do not hesitate to expropriate entrepreneurs in
other ways as well. So, figure H is very much what one would expect, following some simple
neoclassical reasoning. And persistent changes in capital income tax rates can surely lead to
persistent changes in the capital-labor ratio and thus to persistent changes in labor
productivity, which have nothing whatsoever to do with technology.

Francis and Ramey point to a variety of other references to rule out changes in the tax
treatment of dividends as a source of their identified technology shocks. Perhaps, they are
right. But given the rather dramatic shape of figure H, caution may be advised. Mountford
and Uhlig, for example, argue that tax rate changes often are debated for a long time in the
public and in parliament before they are actually implemented: so the statistical finding that
technology shocks are not Granger-caused by past changes in the capital-income tax rate may
provide a very misleading picture. Case studies and additional research on this topic would
help.

But capital tax rate changes may not be the only additional cause of long-run movements in
labor productivity. Uhlig (2004) argues that gradual and persistent changes in the social
attitude towards the workplace lead to similar persistent distortions in the way labor input is
measured and thus to persistent changes in labor productivity. For many white-collar
workers, the workplace nowadays has become a central part of their social life, with
possibilities to surf the Internet or to meet marriage partners. And finally, any endogenous
growth theory makes any shock have persistent effects on labor productivity.

Clearly, the main feature of labor productivity is the fact that it is trending upwards, see the
figure in Francis and Ramey. There is little doubt that this is due to technological progress.
But whether the persistent random fluctuations around this trend are due to random
fluctuations in technological progress also should be much in doubt. Only the simplest of
theories would lead one to believe that this is so.

5. Conclusions.

The paper by Francis and Ramey is an excellent and careful contribution to a growing
literature, investigating whether technology shocks lead to a fall or a rise in hours worked.
They provide a long-run data set which is a genuine gift to the profession and which I expect
to be used a lot for a variety of purposes: certainly, I have already made ample use of it.
Equipped with that data set, they show that hours worked per capita really have not changed
tall that much during the last 100 or so years: a bold and fascinating claim, which needs to be
subjected to further research and scrutiny. Likewise, their data implies that hours and labor
productivity are at most mildly correlated over the cycle, which might explain some of their
findings and which could lead to a substantial rethinking about business cycles. Next, Francis
and Ramey provide a careful investigation of the data, using a variety of specifications for
their VAR and taking a variety of recent suggestions and criticisms on board. This is a fine
and informative piece, which pushes the frontier forward.

But I do not buy into their conclusions yet. First, their historical accounting of the labor force
is interesting and much more careful than what one usually sees. But for a variety of reasons,
it does not seem to go far enough. And mismeasurements here imply mismeasurements in the
long-run movements of labor productivity, which their methodology seeks to identify.
Second, the long-run restrictions seem to be too fragile an identification device to provide convincing conclusions. The very fact that the first and the second half of the sample look rather different already sheds substantial doubt on any strategy seeking to identify anything from long-run behaviour. Medium-run identification provides more robust results, and may therefore provide a more sensible alternative.

Finally, theory suggests that one should take capital accumulation and the policy variables related to it into account. There is strong comovement in the data over the last 100-something years between the output-capital ratio and the dividend tax rate: this alone might lead to serious distortions when identifying technology shocks from long-run movements in labor productivity. Furthermore, Chari, Kehoe and McGrattan (2004) have shown, that leaving out capital in the sort of exercise performed by Francis and Ramey can lead to serious problems from misspecification. Finally, theory suggests many reasons why labor productivity fluctuates in the long-run, aside from technology. If the medium-run fluctuations in total factor productivity are more strongly dominated by technology shocks than the long-run, then medium-run identification is more informative about the impact of technology shocks. Figure F shows, that technology shocks identified from medium-run identification seem to lead to rising rather than falling hours worked.

What we need are good theories, explaining the key business cycle facts, like the comovements between labor productivity and output, and the relative volatilities of consumption, output and investment over the cycle. The original real business cycle model has been attacked a lot, and perhaps it is false. But what should replace it? That question still remains unanswered. The evidence provided by Francis and Ramey tells us, that we need to think even harder about the answer, even if that evidence is not conclusive enough either.
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Table 1.

Correlations of private sector output, private sector hours, adjusted hours (see Francis-Ramey), private sector productivity, consumption, investment and government spending. The numbers above the diagonal are for the first differences of the logs of the series, whereas the numbers below the diagonal are for the HP-filtered series, using $\lambda=7$, see Ravn and Uhlig (2002). All data are from Francis and Ramey. Note the low correlation between labor and labor productivity, possibly explaining some of the Francis-Ramey findings.

Table 1A
Correlations for 1889-2002

<table>
<thead>
<tr>
<th></th>
<th>y</th>
<th>n</th>
<th>n adj.</th>
<th>prod.</th>
<th>c</th>
<th>x</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>0.82</td>
<td>0.83</td>
<td>0.71</td>
<td>0.73</td>
<td>0.59</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>0.85</td>
<td>0.92</td>
<td>0.18</td>
<td>0.56</td>
<td>0.55</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>n adj.</td>
<td>0.85</td>
<td>0.92</td>
<td>0.28</td>
<td>0.43</td>
<td>0.38</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>prod.</td>
<td>0.72</td>
<td>0.25</td>
<td>0.36</td>
<td>0.56</td>
<td>0.34</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.69</td>
<td>0.57</td>
<td>0.40</td>
<td>0.53</td>
<td>0.61</td>
<td>-0.27</td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>0.55</td>
<td>0.52</td>
<td>0.31</td>
<td>0.34</td>
<td>0.70</td>
<td>-0.46</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.29</td>
<td>0.21</td>
<td>0.50</td>
<td>0.25</td>
<td>-0.29</td>
<td>-0.45</td>
<td></td>
</tr>
</tbody>
</table>

Table 1B.

<table>
<thead>
<tr>
<th></th>
<th>y</th>
<th>n</th>
<th>n adj.</th>
<th>prod.</th>
<th>c</th>
<th>x</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>0.85</td>
<td>0.83</td>
<td>0.53</td>
<td>0.85</td>
<td>0.89</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>0.90</td>
<td>0.95</td>
<td>0.00</td>
<td>0.64</td>
<td>0.80</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>n adj.</td>
<td>0.86</td>
<td>0.98</td>
<td>0.03</td>
<td>0.60</td>
<td>0.72</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>prod.</td>
<td>0.50</td>
<td>0.07</td>
<td>0.01</td>
<td>0.59</td>
<td>0.40</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.87</td>
<td>0.73</td>
<td>0.67</td>
<td>0.54</td>
<td>0.75</td>
<td>-0.07</td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>0.91</td>
<td>0.81</td>
<td>0.75</td>
<td>0.46</td>
<td>0.84</td>
<td>-0.15</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.12</td>
<td>0.11</td>
<td>0.15</td>
<td>0.06</td>
<td>-0.19</td>
<td>-0.20</td>
<td></td>
</tr>
</tbody>
</table>

Table 1C.
Correlations for 1889-1940.

<table>
<thead>
<tr>
<th></th>
<th>y</th>
<th>n</th>
<th>n adj.</th>
<th>prod.</th>
<th>c</th>
<th>x</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>0.83</td>
<td>0.83</td>
<td>0.74</td>
<td>0.84</td>
<td>0.79</td>
<td>-0.02</td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>0.87</td>
<td>0.97</td>
<td>0.23</td>
<td>0.65</td>
<td>0.75</td>
<td>-0.05</td>
<td></td>
</tr>
<tr>
<td>n adj.</td>
<td>0.86</td>
<td>0.98</td>
<td>0.26</td>
<td>0.61</td>
<td>0.72</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>prod.</td>
<td>0.77</td>
<td>0.35</td>
<td>0.36</td>
<td>0.67</td>
<td>0.47</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>0.85</td>
<td>0.69</td>
<td>0.64</td>
<td>0.71</td>
<td>0.57</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>0.82</td>
<td>0.76</td>
<td>0.72</td>
<td>0.56</td>
<td>0.65</td>
<td>-0.29</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.10</td>
<td>0.11</td>
<td>0.27</td>
<td>0.05</td>
<td>-0.13</td>
<td>-0.17</td>
<td></td>
</tr>
</tbody>
</table>
Death rates for children per 1000, age 1 to 4. Source: AmeriStat, Population Reference Bureau
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Death rates for Children age 1 – 4
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Fraction of children age 5 to 16 in total population.
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Figure C.

Fraction of children age 5 to 16 in labor force, not accounting for school enrollment, i.e. \((\text{pop} - \text{pop16} - \text{pop4}) / (\text{pop} - \text{pop4} - \text{pop65} - \text{govemp})\)
Figure D.

Fraction of children age 5 to 16 in labor force, accounting for school enrollment, i.e. \((\text{pop} - \text{pop16} - \text{pop4} - \text{school})/(\text{pop} - \text{pop4} - \text{pop65} - \text{govemp} - \text{school})\)
Figure E

Results from medium-run identification, i.e. for the shock that explains as much as possible of the 3-year ahead revision of the forecast for productivity. The horizontal line is the MLE of the one standard deviation of the one-step ahead prediction error for comparison.
Figure F

Impulse responses to a technology shock identified from medium run identification applied to the revision of the three-year forecast of total factor productivity, and using a six-variable VAR, including government spending, M2 and capital income tax rates.
Figure G

Results from long-run identification in a VAR with labor productivity, adjusted hours (in levels) and capital. Note, that capital falls, following a "technology shock" identified this way.
Figure H

Juxtaposing the annual output-capital ratio to capital income tax rates (plus 50% in order to show both on the same scale).
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