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1 Introduction

The international policy sphere is dominated by the notion that countries can gain trade ad-
vantages by weakening their currencies. In line with this view, conventional economic theo-
ries assume that all goods are priced in the producer currency and that a depreciation makes
them cheaper than foreign goods. Yet, in practice, depreciations rarely generate the expected
market share responses. Recent studies suggest this is because most world trade is settled
in dollars, rather than in the producer currency.1 Widespread dollar pricing explains small
volume responses to exchange rates, but it implies either large markup or nominal cost �uc-
tuations for domestic �rms. An open question is whether �rms do experience such cash �ow
�uctuations, and whether these lead to real e�ects.

Consider a French exporter that sells wine to the United States at a stable dollar price.
After a euro depreciation, wine sales do not move in dollar terms because the customer does
not perceive any price movement. However, a weakening euro yields larger nominal revenues
for the French exporter. A weak euro may also imply larger nominal costs if the winemaker
can import only dollar-priced materials. In this scenario, neither production nor international
relative prices respond much to depreciations, in line with international evidence (Gopinath
et al. 2016). Yet the French winemaker is clearly subject to cash �ow shocks generated by
currency �uctuations proportional to the mismatch between sales and costs settled in dollars.
Such shocks can have important consequences for pro�tability and liquidity.

Nominal exchange rates are highly volatile compared with other macroeconomic and in-
ternational shocks. These exchange rate movements have large real e�ects when emerging
market �rms make �nancial decisions that generate currency mismatches on their balance
sheets.2 Yet currency mismatches generated by operational activities priced in foreign curren-
cies, or “invoice mismatches,” remain insu�ciently studied.

The main contribution of this paper is to study the real e�ects of invoice mismatches. This
is the �rst empirical paper that tracks the path of a euro depreciation shock from its e�ect on
product value at the border, to its impact on �rm-level aggregate cash �ows, all the way to its
macroeconomic investment and employment e�ects. Speci�cally, I estimate the exchange rate
pass-through on prices, volume, and value of trade conditional on di�erent product pricing
regimes for both French exports and imports, on one of the longest time samples available in
the literature. I study the distribution and characteristics of �rms that present invoice mis-
matches. Using product-level information on pricing, I build an invoice-weighted exchange
rate mismatch index that consistently outperforms any trade-weighted e�ective exchange rate

1Goldberg and Tille (2008), Goldberg (2010), Gopinath (2015)
2Calvo and Reinhart (2002), Caballero and Krishnamurthy (2003), Céspedes et al. (2004).
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index at explaining cash �ow, investment, and employment e�ects of trading �rms.3 I �nd that
while cash �ows are highly responsive to invoice currency mismatch, the real macroeconomic
e�ects are small because companies either operationally hedge their exposure or they are �-
nancially able to absorb exchange rate shocks. This fact can reconcile how large exchange rate
sensitivity of goods’ value at the border can aggregate up to small real macroeconomic e�ects.

I exploit a microeconomic data set containing information on customs activities and bal-
ance sheets for French �rms from 2000 through 2017. The customs data set contains the invoice
currency of all trade with countries outside the European Union. I link these transactions to
the income and balance sheet statements of most private and public �rms in France.

The �rst part of the paper establishes the importance of invoice currency as a proxy for
understanding heterogeneous transaction value sensitivity to exchange rates. I show that the
value of transactions invoiced in foreign currencies is twice as sensitive to exchange rates
as the value of transactions invoiced in euros. After a 1 percent yearly depreciation of the
euro, foreign-priced sales values increase 0.6 to 0.8 percent from the point of view of French
exporters. Foreign-priced nominal imports increase by the same amount. Euro-priced exports
and import values rise 0.3 percent.

The explanation for the high exchange rate sensitivity of foreign-priced �ows is mechani-
cal. Prices (expressed in invoice currency terms) and volumes respond little to exchange rates
within a one-year horizon. As in the example of the winemaker, this leads to stable prices and
quantities expressed in dollar terms. After a euro depreciation, these stable dollar operations
increase their value in euro terms. This is the valuation e�ect of foreign-priced trade.4

The second part of the paper aggregates pricing exposures to the balance sheet level of
each �rm. There are several reasons why higher nominal sales or costs generated by a depre-
ciation may not translate into real e�ects. For example, when dollar-priced exports and im-
ports match perfectly, there is no balance sheet mismatch of foreign-priced operations. Firms
can also hedge their operational exposures with �nancial instruments, or pass through border
price �uctuations to their customers or suppliers. Moreover, �rms can change their product
and currency mix in response to depreciations. In each of these scenarios, �rm income is in-
sensitive to exchange rate shocks. Yet even if we �nd (as I do) that cash �ows are sensitive to
invoice currency mismatches, the selection of the most productive companies into trade mar-
kets (Melitz 2003) may imply that only productive �rms with large cash reserves and liquidity

3My measure of cash �ow is gross operating pro�ts. This is because French tax declarations do not contain the
more standard EBITDA (earnings before interest, tax, depreciations and amortization). Gross operating pro�ts is
the closest proxy for EBITDA in the data set, but it does not include overhead costs such as selling, general, and
administrative costs. My results remain similar regardless of the cash �ow proxy variable used. For simplicity, I
use the terms cash �ows and gross operating pro�ts interchangeably.

4This is an empirical claim—I do not need to make any assumption about the microeconomic foundations to
justify price or value stability.
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are exposed. Such large �rms can absorb idiosyncratic shocks without changing their optimal
investment decisions.

To measure investment and employment sensitivities, I build a �rm-speci�c invoice-weighted
exchange rate index. The index is similar to a standard e�ective exchange rate, except the
weights represent the net pricing exposures in foreign currencies rather than trading expo-
sures to country-speci�c markets. To simplify interpretation, I de�ne the invoice weights as a
nominal euro exposure to foreign-priced trade at the beginning of the sample. I multiply this
exposure by yearly euro depreciations to quantify how much income could be purely caused
by “invoice valuation.” This invoice-weighted index is equivalent to a shift-share Bartik shock
with exposure shares �xed at the beginning of the sample. The identifying assumption is that,
following a depreciation shock, �rms with a non-zero net invoice exposure in dollar pricing
do not experience unusually high or low growth in investment and payroll for reasons other
than the valuation e�ect on their dollar-priced operations. The empirical strategy leverages
the quasi randomness of euro depreciation shocks relative to the most exposed �rms. Impor-
tantly, I do not require exposures to foreign currency pricing to be randomly or quasi-randomly
assigned. One additional contribution on the empirical side is that I focus only on “dominant-
pricing” exposures: trade priced in dollars when the partner country is not the United States.
This focus allows me to control for �uctuations in partner currency value (a relevant endo-
geneity concern when the partner is a developing country) and for �rm-by-partner-speci�c
trends in trading activity.

After a currency �uctuation, each movement in the invoice valuation index corresponds
to the income that companies potentially gain at the border from their unhedged dominant-
priced operations. I �nd that cash �ows increase, on average, by 45 cents for every euro
of invoice valuation. Salaries increase 12 cents, and tangible investment increases 3 cents
for every euro of invoice valuation. These magnitudes imply cash �ow sensitivities in line
with, but on the lower end of, estimates found in the corporate �nance literature.5 This is
unsurprising given that even small �rms in my sample are larger and have more liquidity than
the median �rm in France.

Average e�ects hide important heterogeneities across �rms. First, small and medium-sized
exporters rarely use the dollar to price their operations, and the few dollar-priced sales they
have are typically matched by dollar-priced imports. Therefore, there is no meaningful invoice
mismatch measure for small exporters. Only very large exporters have partial long exposures
to the dollar and an invoice valuation pass-through into cash �ow estimated at 80 cents on the
euro. However, high pass-through for large exporters does not imply that their cash �ows are

5Fazzari et al. (1988), Kaplan and Zingales (1997), Moyen (2004), Rauh (2006), Lewellen and Lewellen (2016),
Amiti and Weinstein (2018)
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sensitive to exchange rate shocks. In fact, a one-standard-deviation shock of invoice valuation 
income explains only 1 percent of a large exporter standard deviation in cash �ows. This 
is because even though large exporters trade intensely in foreign-priced goods, their invoice 
exposure is low in comparison to their total operations. Operational hedging and the relative 
size of their invoice currency exposure both mitigate the e�ects of currency �uctuations on 
exporters balance sheets.

I also analyze the e�ects of invoice valuations on what I call “domestic-oriented” �rms. 
Domestic-oriented �rms are manufacturing and wholesale companies that import from out-
side the European Union and sell mostly to the domestic market in euros. These companies 
cannot operationally hedge their activities, and 40 percent of their trading activities are typ-
ically short the dollar, regardless of �rm size. Domestic-oriented �rms have an invoice val-
uation pass-through into cash �ows of 40 to 45 cents on the euro. A one-standard-deviation 
shock of invoice valuation explains as much as 5 percent of their cash �ow standard deviation.

I �nd no signi�cant pass-through of invoice valuations into investment or employment 
for all large �rms. Only small domestic-oriented �rms have signi�cant invoice valuation pass-
through into investment and payroll of 7 and 12 cents on the euro, respectively. While this 
paper cannot identify whether invoice valuations a�ect cash �ows, investments, and salaries 
either through a pro�tability or liquidity channel, I provide suggestive evidence that liquidity 
and �nancial sophistication are the likely channels behind the lack of signi�cant real e�ects for 
all large �rms. For instance, only exporters �nancially hedge their invoice currency exposures. 
Moreover, multinationals, listed �rms, and �nancially unconstrained �rms do not signi�cantly 
change their real decisions after an invoice valuation shock. Other channels and concerns such 
as foreign ownership, mismeasurement of consolidated budget, and access to dollar �nancing 
are not at play.

The �nal part of the paper estimates partial equilibrium macroeconomic e�ects. Invoice 
valuations a�ect aggregate investment and employment, but the e�ects are negligible for three 
reasons. First, most exporters compensate for their dollar-priced exports with dollar-priced 
imports, decreasing the implied aggregate net exposure to invoice valuations. Second, I �nd 
high investment pass-through estimates concentrated only on small domestic-oriented �rms 
that account for a modest amount of the economy. Third, in France, the total value of long 
exposure to the dollar generated by all exporters is almost matched by the short exposure to the 
dollar generated by unhedged domestic-oriented �rms. Overall, a 10 percent euro depreciation 
causes a 0.1 percent increase in aggregate investment and a 0.2 percent increase in aggregate 
payroll of all trading �rms. The trade balance responds by only 0.1 percentage point of GDP 
after a 10 percent euro depreciation.

France is an ideal country for studying valuation e�ects because the dollar is used for
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pricing in almost all industries, but its use varies substantially. Rich data and heterogeneous
dollar use even within the same industry, trading country, or company allow me to disentangle
alternative channels that could explain the ability of invoice currencies to predict exchange
rate sensitivities. While these robustness tests corroborate the main narrative, they are novel
contributions in their own right. I show that the sensitivity estimates are una�ected by the
level of saturation of the panel variation, implying low potential bias from unobservables. I
verify the robustness of my results to novel information such as �rm ownership and subsidiary
transaction. I provide an extension of the trade sensitivity results to a three-year long-term
horizon, and I analyze extensive margin sensitivities conditional on invoice currency choice.
I also show that �nancial hedging and foreign property do not drive my results.

This work is related to a growing body of literature studying the consequences of local
currency and dollar pricing in world trade markets. Devereux and Engel (2002) show how local
currency pricing, incomplete �nancial markets, and a product distribution minimizing wealth
e�ects of currency �uctuations can generate greater exchange rate volatility than shocks to
economic fundamentals, reconciling the standard �nding of exchange rate “disconnect” from
the real economy (Obstfeld and Rogo� 2000). Goldberg and Tille (2008) and Gopinath (2015)
show that world markets are dominated not by local currency pricing but rather by a single
vehicular currency: the dollar.

These departures from the standard Mundell-Fleming paradigm of producer currency pric-
ing have important consequences for international macroeconomic models. First, monetary
policy and �oating exchange rates are less e�ective in compensating for domestic shocks (De-
vereux and Engel 2003, Obstfeld and Duarte 2005, Corsetti et al. 2010, Gopinath et al. 2016,
Egorov and Mukhin 2019). Second, asymmetric trade volume responses occur at the bor-
der, conditional on the distribution of invoice currencies used by �rms (Gopinath et al. 2016,
Cravino 2017, Amiti and Weinstein 2018). Third, there are di�erential impacts on border prices,
in�ation, and exporter markups (Gopinath et al. 2010, Fitzgerald and Haller 2014, Cravino
2017, Devereux et al. 2017, Amiti et al. 2018, Auer et al. 2018, Borin et al. 2018, Chen et al.
2018, Corsetti et al. 2018). This paper di�ers from the previous studies because it investigates
a novel real e�ect connected to foreign-pricing exposure: pro�tability and liquidity e�ects on
investment and employment.

Recent papers such as Alfaro et al. (2021) and Adams and Verdelhan (2021) add important
contributions to the relation between pricing choice and currency mismatch. However, Alfaro
et al. (2021) and Adams and Verdelhan (2021) focus on currency exposure generated between
the time of the transaction and the settlement, and focus on monthly or quarterly frequency.
Instead, the currency mismatch in this paper arises from the fact that prices remain stable in
the contracted currency across years. Yearly mismatch generated by price stability is partic-
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ularly expensive to �nancially hedge. Moreover, I bring novel evidence showing that French
exporters are at least in part operationally hedged within the year.

A large literature focuses on estimating the investment, employment, and productivity
impacts of e�ective exchange rate depreciations. (Campa and Goldberg 1995, Nucci and Poz-
zolo 2001, Eichengreen 2003, Ekholm et al. 2012, Alfaro et al. 2018, Adams and Verdelhan
2021). While studies focusing on developing countries consistently �nd positive real e�ects
of depreciations on exporters, the e�ects of currency �uctuations in developed markets are
inconclusive and generally considered harder to estimate. For instance, Alfaro et al. (2018) do
not �nd large real e�ects of depreciations on French �rms. Another branch of literature in
corporate �nance studies the e�ects of e�ective exchange rates on the investments and valua-
tions of public �rms (Jorion 1990, Dominguez and Tesar 2006, Bartram et al. 2010, Eichengreen
and Tong 2015). This paper di�ers from previous studies because it focuses on invoice cur-
rency exposures rather than trade-weighted exchange rate exposure. This focus has two main
advantages. First, I can detect a consistently large pass-through of exchange rate �uctuations
into cash �ows for France across several types of �rms. My estimated sensitivities are larger
because I �nd that merchandise value at the border �uctuates with the invoice currency rather
than the trading partner currency. Second, I can build an invoice-weighted exchange rate in-
dex and address endogeneity concerns related to partner countries’ demand and supply shocks
or contemporaneous partner currency depreciations.

Section 2 describes the data I use. Section 3 presents the distribution of invoice currency
use in France. Section 4 contains the transaction-level estimates. Section 5 presents the �rm-
level results. Section 6 concludes with the partial-equilibrium macroeconomic estimates of
invoice valuation e�ects.

2 Data Sources

I use French Customs administrative records on export and import transactions outside of
the European Union from 2000 through 2017. Each trading �rm in France �les a compulsory
customs form whenever its merchandise value is greater than e1,000 (or 1,000 kilos). The
database contains almost the entire universe of extra-EU trade.6 The custom database speci�es
the month and year of �ling, export or import �ow, the partner country, an 8-digit industry
code, time-invariant French �rm identi�er, weight or volume transacted, and merchandise
value at the border. After 2011, the merchandise value in the original invoice currency is

6The threshold was discontinued in 2010, and all the results for the period 2011 through 2017 represent virtu-
ally the totality of extra-EU trade. Whenever I extend the sample to the period 2000 through 2017, I homogenize
the data to re�ect the pre-2010 threshold. For more details see Appendix A and Bergounhon et al. (2018).
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available, along with transport mode, and insurance contract.7

I link customs information with two data sets containing �rm characteristics. For the pe-
riod 2000 through 2008, I use the FICUS data set (Fichier Complet Uni�é de Suse). For the period
2009 through 2016, I use the FARE data set (Fichier Approché des Résultats d’Esane). These data
sets contain balance sheets and income statements from administrative tax records integrated
with information on employment, �rm age, and other business characteristics gathered by
INSEE (Institut National de la Statistique et des Etudes Economiques). The sample covers the
universe of corporations and medium-sized “non-commercial” �rms active in France.

I merge FARE and FICUS with three other data sets. The �rst data set is LIFI (Liaisons
Financières entre Sociétés), which identi�es the ownership links between enterprises operating
in France. The sample of �rms required to �le their ownership linkages in LIFI changes over
the years, with almost complete coverage achieved only after 2012. The second database is
OFATS (Outward Foreign A�liates Statistics), a survey containing the structure and activity
of foreign a�liates of French �rms. The third database is S&P Capital IQ, which contains
consolidated balance sheet information of large global companies.

3 Trade and Invoice Currencies in France

Extra-EU manufacturing exports and imports account, respectively, for 8 percent and 6 percent
of French GDP. Figure 1 shows the quarterly dynamics of extra-EU manufacturing trade from
2011 through 2017, decomposed by invoice currency.8

The dollar and the euro are the major currencies used to settle payments. On average, 51
percent of exports are invoiced in euros and 39 percent are invoiced in dollars. For imports, 46
percent are invoiced in euros and 49 percent are invoiced in dollars.9 The remaining transac-
tions are invoiced in other currencies such as, in order of importance, the yen, the Swiss franc,
or the Singapore dollar. Only 25 percent of dollar-invoiced trade is with the United States.
This evidence represents a large departure from the textbook Mundell-Fleming view on in-
ternational price setting. Models following the Mundell-Fleming paradigm assume that all
exports are invoiced in the producer currency. According to this theory, all exports in Figure
1 should be in euros while imports should re�ect the distribution of origin country currencies.

7See the Glossary for more details on these variables.
8 Invoice currency information is available from 2011 through 2017. The French Customs agency does not

gather invoice currency information on trade within the EU, but most French trade within the EU is invoiced in
euros. Customs declarations show that in 2015, 82 percent of the imports and 77 percent of the exports that were
within the EU and greater than e460,000 were with a euro zone country.

9Appendix H shows that there is a stable and increasing trend in dollar use in both French export and import
�ows, in line with international evidence found by Maggiori et al. (2020, 2019). I show that this trend in dollar
use by French �rms is due to the faster growth of dollar-invoicing �rms rather than di�erential entry-exit rates
of products or increasing within-product invoice shares.
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Figure 1: Extra-EU French Manufacturing Trade by Invoice Currency
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Note: Quarterly nominal French manufacturing trade �ows outside of the European Union from 2011 through
2017. A positive merchandise value represents exports. A negative merchandise value represents imports. The
black line represents net manufacturing trade.

France o�ers meaningful variation in observed invoicing choices between the domestic
currency and the dollar. Figure 2 shows that dollar use is widespread and varies substantially,
even within the same country or industry. The dollar use variation is particularly important
for this study. Heterogeneous dollar use allows me to disentangle the dollar invoice exposure
channel from industry-, time-, and �rm-speci�c characteristics. Firms di�er widely in their
invoice currency choices even within the same country-industry pair: Table I.1 in the Ap-
pendix shows that country-by-industry �xed e�ects explain 37 percent of pricing variation,
while country-by-industry-by-�rm �xed e�ects explain 80 percent of pricing choices, in line
with Amiti et al. (2018).

Table 1 summarizes the trade activities of French �rms. I divide the sample into exporters
and domestic-oriented �rms. When the average quantity of extra-EU exports of a �rm is larger
than its imports, I call the �rm an exporter. All other �rms are classi�ed as domestic oriented.
I then rank these �rms according to their gross trade size and place them in one of three
subgroups: top 100, 101 to 1,000, or all �rms will less trade.

The largest �rms account for most French trade, as in other countries (Bernard et al. 2007).
The top 100 exporters account for 48 percent of exports and 13 percent of imports. The top 100
domestic-oriented �rms account for 32 percent of imports. The largest �rms typically trade
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Figure 2: Aggregate Share of Dollar Invoicing by Industry-Country Pair

Others

Furniture

Other transport

Vehicles

Machinery

Electrical Equip.

Computer

Fabricated Metals

Basic Metals

Other Mineral

Rubber and Plastic

Basic Pharma

Chemistry

Oil Refinery

Printing

Paper

Wood

Leather

Wearing Apparel

Textiles

Tobacco

Beverages

Food

U
ni
te

d 
Sta

te
s

C
hi
na

Sw
itz

er
la
nd

Tu
rk

ey

R
us

si
a

Ja
pa

n

Sin
ga

po
re

In
di
a

Sou
th

 K
or

ea

Bra
zi
l

Alg
er

ia

H
on

g 
Kon

g

M
or

oc
co

Tu
ni
si
a

C
an

ad
a

U
ni
te

d 
Ara

b 
Em

ira
te

s

Sau
di
 A

ra
bi
a

Ta
iw

an

M
ex

ic
o

Vie
tn

am

M
al
ay

si
a

Tha
ila

nd

Aus
tra

lia

In
do

ne
si
a

Sou
th

 A
fri

ca

Country

M
a

n
u

fa
c
tu

ri
n

g
 I

n
d

u
s
tr

y

0.00

0.25

0.50

0.75

1.00

$ Share

Note: Average US dollar-pricing share over extra-EU gross manufacturing trade from 2011 through 2017. Each
square represents the dollar-pricing shares by ISIC two-digit manufacturing industry and partner country.

hundreds of products, while their smaller counterparts trade 12 products on average. Small
and large traders also di�er in their currency use. The top 100 exporters and importers invoice
their goods in anywhere from 5 to 16 distinct currencies. The smallest traders instead use only
one or two currencies. Multi-currency use, however, nearly disappears when conditioned on
industry-country pairs. Firms price in one single currency once a speci�c product enters a
market, regardless of their size. Large �rms tend to use more currencies than small �rms
because they trade with more countries.

Both large exporters and domestic-oriented �rms split their gross trade activities between
euros and dollars. In contrast, small exporters almost never price in dollars, while small
domestic-oriented �rms buy dollar-priced goods as much as their larger counterparts do. Ap-
pendix H shows how choice of pricing regime is stable over time, with a 96 to 99 percent yearly
probability of maintaining the same single-pricing choice, and 90 percent of products never
changing currency pricing in the whole sample.
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Table 1: Extra-EU Trade Activities of French Exporters and Domestic-oriented Firms

Exporter Domestic-oriented

Top 100 100-1000 Others Top 100 100-1000 Others

Share of Total Exports 47.30% 26.69% 18.59% 2.66% 2.91% 1.84%
Share of Total Imports 13.4% 5.9% 3.7% 32.0% 26.3% 18.9%

Mean # of Countries 86.4 53.6 4.9 40.2 30.2 2.9
Mean # of Industries 448.8 201.2 11.6 306.3 177.7 10.9
Mean # of Currencies 16.0 7.8 1.4 7.2 5.1 1.5
Mean # of Curr. per Country 1.6 1.4 1.0 1.5 1.4 1.1
Mean # of Curr. per Count.-Ind. 1.2 1.1 1.0 1.2 1.1 1.0

Mean EUR-invoiced gross trade 45% 66% 95% 48% 47% 49%
Mean USD-invoiced gross trade 41% 28% 3% 48% 49% 43%

Note: Descriptive statistics of French trade with countries outside the European Union (extra-EU) in the period
2011 through 2017. A �rm is classi�ed as an exporter when the mean value of its exports (over the whole period)
is greater than that of its imports. All other �rms are classi�ed as domestic oriented. Exporters and domestic-
oriented �rms are then divided into the top 100, top 101 to 1,000, and other �rms, according to the size of their
average gross trading activities. The sample comprises 139,507 exporters and 191,846 domestic-oriented �rms.
Shares of total exports and imports represent the share of overall extra-EU export or import values accounted
for by each subgroup of �rms. The mean # of countries is the simple mean within each group of the number
of countries each �rm trades with. Similarly, the mean # of industries represents the mean number of 8-digit
industry code each �rm in the group trades in. The mean # of currencies per country is the simple mean of the
number of unique currencies used by each �rm in each country. The mean invoice shares represent the simple
mean of each �rm’s gross trade invoiced in either euros (EUR) or US dollars (USD) over the total gross trade of
the �rm.

The main contribution of this paper is to analyze the pricing currency mismatch at the �rm
level. And at the �rm level, exporters and domestic-oriented �rms simultaneously engage in
both import and export activities. Can exports and imports of foreign-priced goods compen-
sate for each other, thus implying an operational hedge within the year? Figure 3 shows (as a
black line) the �rm net exposure to the dollar over total gross trade for each quantile bin of the
�rm trade size distribution. Panels 3a and 3b also show the decomposition of net dollar expo-
sures between dollar-priced exports and imports activities for exporters and domestic-oriented
�rms.

Only the largest exporters have long average exposures to the dollar, implying positive net
exports in dollars. As exporters decrease in size, they avoid dollar-priced transactions. More-
over, the few dollar-priced exports for smaller exporters match with dollar-priced imports.
Domestic-oriented �rms have quite di�erent exposure behavior. Regardless of the size of the
�rms, at least 40 percent of their import activities are, on average, priced in dollars. By de�-
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nition, domestic-oriented �rms import from countries outside the Euopean Union but do not
export outside the European Union. As a consequence, they cannot operationally hedge their
dollar-priced operations with dollar-priced revenues.10 Figures I.1 and I.2 in the Appendix
show that the same pattern appear across all �rms’ main industry of operation. Figure I.3 in
the Appendix shows that, even though the net exposure of domestic-oriented �rms’ average
is stable with respect to size, �rms vary widely in terms of exposure.

Figure 3: Average Dollar Exposure over Gross Trade by Quantile Bins of Trade Size
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Note: Average net dollar exposures of exporters and domestic-oriented �rms from 2011 through 2017. Positive
values represent the value of exported dollar-priced goods, normalized by total gross trade of the �rm. Negative
values represent average value of imported dollar-priced goods, normalized by total gross trade of the �rm. In
panels 3a and 3b I show average exposures within 100 quantile bins of gross average trade size.

4 Transaction Value Sensitivities to Exchange Rate

This section estimates the average e�ect of depreciations on trade invoiced in di�erent cur-
rencies. There are two main takeaways. First, from the point of view of a French �rm, the
value of transactions invoiced in foreign currencies is twice as sensitive to exchange rates as
the value of transactions invoiced in euros. Second, movements in nominal euro prices, as
opposed to any real demand response, drive this result.

My benchmark speci�cation for estimating exchange rate sensitivity is
10The fact that even small importers are largely shorting the dollar is particularly interesting through the lens

of the corporate �nance literature, which consistently �nds that small �rms often try to avoid short exposures
to foreign currencies (Salomao and Varela 2018).
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(1)
∆yjt is the log di�erence between either price (in euros), volume, or value (in euros) of

product j between year t and the year of the last transaction. A product j is a unique com-
bination of �rm identi�er, 8-digit industry code, partner country, and invoice currency. The
exchange rate ee/pt is the log average euro value per unit of currency p in year t. An increase
in ∆e

e/p
t implies a euro depreciation vis-a-vis p during the reference period ∆jt. αj absorbs

di�erential average product growth, and xjt includes controls for the partner’s GDP growth
and in�ation. δt×∆ is a year-by-period-length �xed e�ect absorbing time-speci�c shocks. The
estimates βel , βpl , and βDl represent the sensitivity of y to exchange rate shocks, that is, the
percentage change in y after a 1 percent euro depreciation.11

Equation (1) compares exchange rate sensitivities for three di�erent pricing regimes:

• Euro: Dej = 1 when the price is speci�ed in the domestic currency.

• Partner: DP
j = 1 when the price is speci�ed in the currency of the partner’s country,

for example, the yen when trading with Japan or the dollar when trading with the United
States.

• Dominant: DD
j = 1 when the price is speci�ed in dollars, but the partner country is

not the United States.12

I estimate heterogeneous average e�ects of euro depreciations conditional on these pricing
regimes. The identi�cation assumption is that unobservable drivers of ∆yjt are not correlated
with exchange rate shocks. This implies that unobservable product dynamics in any of the
pricing regimes must not be di�erentially correlated with exchange rate shocks compared
with the other pricing regimes. Appendix D veri�es that this assumption is likely to hold.
The estimates do not represent the e�ects of choosing one pricing regime over the other since
invoice currency choice is endogenous to unobservable �rm and product characteristics, even
though it is stable over long periods (Engel 2006, Gopinath et al. 2010).

11For dominant-priced products, I estimate exchange rate sensitivities to both euro-dollar and partner-dollar
�uctuations, which represent the two sub-components of the bilateral exchange rate ∆e

e/p
t . Appendix C shows

how this speci�cation implies that βD
l represents the response of yjt to a uniform euro depreciation vis-a-vis all

of the world’s currencies. Under invoice currency price stickiness, βD
l is also less likely to be biased by demand

or supply e�ects.
12I exclude from the analysis all transactions using a vehicular currency di�erent from the dollar.
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Table 2 shows contemporaneous sensitivity estimates on prices, volumes, and values of
trade transactions at an annual frequency from 2011 through 2017. All nominal variables are
expressed in euro terms, so the results can be interpreted from the point of view of French
�rms. Transactions are split between exports and imports. The top three rows represent the
percentage change in the dependent variable after a 1 percent euro devaluation shock vis-a-vis
all currencies.

Table 2: Short-term Yearly Sensitivities to a 1 Percent Euro Depreciation

Exports Imports

∆Pricee ∆Volume ∆Valuee ∆Pricee ∆Volume ∆Valuee

(1) (2) (3) (4) (5) (6)

Euro ×∆e(e/ Partn.) 0.062∗∗∗ 0.250∗∗∗ 0.318∗∗∗ 0.160∗∗∗ -0.038 0.167
(0.022) (0.080) (0.082) (0.043) (0.130) (0.169)

Partner ×∆e(e/ Partn.) 0.670∗∗∗ -0.078 0.531∗∗∗ 0.836∗∗∗ -0.047 0.883∗∗∗
(0.058) (0.154) (0.168) (0.067) (0.156) (0.196)

Dominant ×∆e(e/ $) 0.758∗∗∗ -0.035 0.646∗∗∗ 0.766∗∗∗ -0.093 0.794∗∗∗
(0.043) (0.138) (0.144) (0.049) (0.139) (0.175)

Dominant ×∆e(Partn. / $) -0.064 -0.160 -0.174 -0.075 0.109 0.110
(0.052) (0.118) (0.136) (0.053) (0.178) (0.209)

Observations 1.7M 1.6M 2M 1.1M 1M 1.4M
R2 0.368 0.353 0.326 0.425 0.403 0.360

Note: Yearly exchange rate sensitivity regression estimated as in equation (1) on an unbalanced transactions panel
of extra-EU trade from 2011 through 2017. The dependent variables are log di�erences of either unit values (in
euros), volumes (in kilos), or values (in euros) of a product in the period ∆. ∆ is de�ned as the period between two
transactions, often but not always coinciding with one year. A product is de�ned as a unique combination of �rm
identi�er-partner country-8-digit industry code-invoice currency. Euro-priced goods have their value invoiced
in euros. Partner-priced goods are invoiced in the currency of the partner country. Dominant-priced goods are
invoiced in US dollars, but the partner country is not the United States. ∆e(i/j) represents the log di�erence in
yearly average value of currency i in units of currency j. An increase in ∆e(i/j) means a depreciation of currency
i. Controls include partner GDP and CPI in�ation, �xed e�ects for period length ∆-by-year, and product �xed
e�ects. I include one lag for all the covariates in the regression. The sum of price and volume coe�cients does not
exactly equal the values coe�cient. This is because I estimate volume sensitivity in a sample that contains only
products specifying the weight of the merchandise, while I estimate price and volume e�ects in the full sample.
All variables are winsorized annually at their 1st and 99th percentiles. Standard errors clustered by country-year
in parentheses.

Partner and dominant currency price sensitivities range from 60 percent to 80 percent of
the depreciation shock, with a slightly larger sensitivity for imports. Price sensitivities are
near zero when products are priced in euros. The estimates con�rm that prices are stable in
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units of the invoice currencies. Most studies comparing price pass-throughs conditional on
invoice currency report similar estimates (Gopinath et al. 2010, Cravino 2017, Devereux et al.
2017, Amiti et al. 2018, Auer et al. 2018, Borin et al. 2018, Chen et al. 2018, Corsetti et al. 2018).

Volume sensitivities in Columns 2 and 5 are generally lower than price sensitivities. Only
euro-priced export volumes increase by 0.3 percent after a 1 percent euro depreciation. This
con�rms that price stability in the invoice currency has allocative export consequences after a
depreciation. Because euro-invoiced prices do not change, the exported good becomes almost
1 percent cheaper when converted into the customer’s currency, increasing demand. Papers
estimating pass-through to volumes are in line with mine.13 On the import side, there is no
signi�cant volume response within the year. Import volumes show signi�cant reductions only
after two years, especially for dominant-priced products, as Appendix D.4 shows.14

Columns 3 and 6 summarize nominal transaction value sensitivities to exchange rates. This
is the main variable I use for the aggregation exercise in later sections. It represents the sum
of price and volume e�ects. There are two main takeaways from Table 2. First, transaction
values of partner and dominant-priced goods are, on average, twice as sensitive to exchange
rate �uctuations as euro-priced goods (Table I.4 in the appendix shows that this di�erence is
signi�cant). Second, this sensitivity is generated by valuation e�ects being larger than demand
e�ects, on average. The large exchange rate sensitivities observed for foreign-priced goods
represent �uctuations in nominal merchandise values rather than a volume response.

The transaction sensitivity estimates are robust to endogeneity issues such as contempora-
neous demand shifts or �rm-level decisions. Table D.1 in the appendix incrementally saturates
the panel estimation and shows that omitted variable bias is unlikely to o�set the evidence of
higher exchange rate sensitivity of dollar-priced transactions. Appendix D.2 discusses exten-
sive margin responses of currency pricing and product market entry or exit, showing that
the results are not driven by attrition bias. Finally, Appendix D.3 �nds no single �rm-level or
product-level characteristic that can alternatively confound the relevance of the pricing cur-
rency choice in determining the short-term sensitivity of invoice value to foreign exchange
shocks.

13Estimates of exchange rate pass-through to volumes are consistently lower than 1 in the literature (Campa
2004, Berman et al. 2012, Fitzgerald and Haller 2017, Cravino 2017, Amiti et al. 2018, Borin et al. 2018, Chen et al.
2018). These volume sensitivity estimates should not be interpreted as elasticity estimates. ∆Volumee does not
represent market shares, and I am not controlling for the relevant industry prices. For a state-of-the-art elasticity
estimation of exchange rate shocks that exploits invoice currency exposures, see Auer et al. (2018).

14I do not take a stance on why invoice currency captures heterogeneous sensitivities to exchange rates. A vast
literature proposes a variety of valid explanations. See, for instance Gopinath et al. (2010), Berman et al. (2012),
Strasser (2013), Amiti et al. (2014), Chung (2016), Goldberg and Tille (2016), Devereux et al. (2017), Amiti et al.
(2018). My purpose is to establish that the invoice currency is a good proxy for evaluating the share of activities
on each �rm’s balance sheet that is likely to �uctuate with the value of the currency.
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5 Firm Sensitivities to Exchange Rates

The product-level estimates show that exchange rate �uctuations change the nominal value
of foreign-invoiced operations of �rms in the short run. This calls for an exploration of po-
tential real e�ects at the aggregate �rm level. This aggregation also implies that I will focus
on net, rather than gross, trade operations priced in dollars. After showing how to measure
valuation e�ects with an invoice-weighted index, this section shows the e�ect of invoice val-
uation on �rms’ aggregate trade �ows, cash �ows, investment, and payroll. Finally, it studies
heterogeneities across di�erent types of �rms.

5.1 Invoice-Weighted Exchange Rate Index

I generate a �rm-by-time-speci�c treatment variable called the “invoice-weighted exchange
rate index” to capture the valuation e�ects of foreign-priced transactions:

Invoice-weighted: Ift =
∑
j

(
Ẽxports

j

ft0
− ˜Imports

j

ft0

)
∆e
e/j
t


f : �rm
j : invoice currency
t : year

(2)
Ift sums over each �rm’s nominal exposure in invoice currency j at time t0 multiplied by

the yearly shock in euro value vis-a-vis currency j. This index serves as a proxy for “invoice
valuation” income. Its unit of measurement is the euro. Suppose that at time t = 0, �rm f sells
e1,000 worth of dollar-priced goods to Japan and this is f ’s only trade activity. A 1 percent
depreciation shock to the euro at time 1 implies If1= e10 income gain.

Ift represents the pro�ts generated by all operationally unhedged product activities priced
in foreign currencies after a euro revaluation. The index refers to a benchmark case of full
price stickiness and no quantity response with respect to time t0 activities. In Appendix E, I
show that Ift can be interpreted as a �rst-order e�ect of depreciations on the value of �rm
operations in a standard open economy model with sticky prices. The index also represents
a measure of exposure familiar to many �rms engaged in foreign trade: Many annual reports
of large corporations include the maximum operating income e�ect of a depreciation in the
functional currency.

I will compare the performance of Ift with a standard measure of exchange rate exposure
by considering the following version of the e�ective exchange rate:

Trade-weighted: Tft =
∑
c

(
Exportscft0 − Importscft0

)
∆e
e/c
t (3)

c represents the trading partner country and its currency. The two main di�erences with Ift
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are the country-speci�c trade weights and bilateral euro-to-currency-of-c depreciations.
To make a comparison between �rm-level estimates with transaction-level sensitivities in

Section 4, I compute four di�erent invoice-weighted indices:

Euro-weighted: Ieft =
∑
c

(
Ẽxports

e

ft0c
− ˜Imports

e

ft0c

)
∆ee/c (4)

Partner-weighted: Icft =
∑
c

(
Ẽxports

c

ft0c
− ˜Imports

c

ft0c

)
∆ee/c (5)

Dominant-weighted: IDft =
∑
c 6=USA

(
Ẽxports

$

ft0c
− ˜Imports

$

ft0c

)
∆ee/$ (6)

Dominant-weighted Partner: IDc
ft =

∑
c6=USA

(
Ẽxports

$

ft0c
− ˜Imports

$

ft0c

)
∆e$/c (7)

All four indices are �rm-level weighted versions of the exchange rate shocks in the transaction-
level speci�cation (1). For example, the euro-weighted index captures the �rm-level e�ects of
euro-invoiced transactions. More importantly, Appendix E shows that only by decomposing
valuations e�ects with the indices (4) to (7) can we correctly capture the full set of competition
and valuation e�ects caused by depreciations when prices are stable in the invoice currency.
For this reason, the benchmark �rm-level speci�cation will estimate the contemporaneous
e�ects of all four indices (4) through (7) rather than (2).

In practice, I cannot observe the invoice currency exposure of French �rms for any year
before 2011. Since the beginning-of-sample reference year is t0 = 2000, I build a proxy for
exports and imports invoiced in currency j at time t0:

Ẽxports
j

ft0
=
∑
ic

Exportsicft0 · j-invoiced Export Shareicf,Post-2011

˜Imports
j

ft0
=
∑
ic

Importsicft0 · j-invoiced Import Shareicf,Post-2011


f : �rm
j : invoice currency
t : year
i : 6D industry
c : country

To proxy for time t0 exposure in currency j, I weight exports to all combinations of destination
country c and industry i at time t0—Exportsicft0—by their post-2011 average share of invoicing
in j. I then sum all imputed country-industry-�rm combinations of exposures to obtain �rm
f ’s total exposure to currency j at time t0. This allows me to impute the invoicing shares
observed for each product after 2011 to the years 2000 through 2016.

As long as the pricing decisions remain stable within industry-country-�rm combinations,
my proxies represent the invoicing exposure in 2000. Appendix H validates the hypothesis of
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currency choice stability for the period 2011 through 2016.15 Section 5.3 shows that in a sample
with imputed currency pricing information, the product-level sensitivities to exchange rates
remain virtually unchanged.

5.2 Identi�cation Strategy

All the invoice-weighted indices in the previous sections are Bartik shift-share shocks, where
the shares are �rm-level invoice exposures and the shifts are exchange rate shocks. The �rm-
speci�c exposures cannot be used as a source of identi�cation because they are likely corre-
lated with unobserved �rm characteristics (Goldsmith-Pinkham et al. 2018).

Following Borusyak et al. (2018), I show how I can still identify invoice valuation ef-
fects in this context. Formally, the moment conditions for identifying the capital-normalized
dominant-weighted index IDft/Kt0 are:

A1 E[∆e
e/$
t |εt, υt] = µ for all t

A2 E[∆e
e/$
t ∆e

e/$
t−l |εt, εt−l, υt, υt−l] = 0 for many and all l.


εt =

∑
f

ExportsDf −ImportsDf
Kt0

εft

εft: unobservable residuals
υt: controls

The �rst condition requires exchange rate shocks to vary quasi-randomly with respect to
the unobservable residual of the most exposed �rms. εt is a macroeconomic weighted average
of the structural residual of the dependent variable, with larger weights assigned to �rms
with larger dominant-pricing exposure. In practice, this requires that the most dominant-
pricing-exposed �rms in the sample do not experience unusual growth in the outcome variable
after a euro-dollar depreciation shock, other than through the valuation e�ect of their trading
activities. The second condition requires that exchange rate shocks are not autocorrelated and
that there are enough shocks to asymptotically dominate the endogeneity of invoicing shares.
An event study based on a single exchange rate �uctuation would not satisfy this condition.
Instead, I exploit one of the longest time series available in the literature to leverage on many
shocks.

Are these conditions plausible? The quasi randomness of euro-dollar exchange rate shocks
vis-a-vis real decisions of the most exposed �rms is supported by evidence showing that ex-
change rates behave like hard-to-predict random walks, with shocks unrelated to macroeco-

15A valid concern is that what seems to be a stable share in invoice currency use after 2011 may not repre-
sent the trends of the early 2000s. First, Table 3 shows that the transaction-level sensitivities estimated from
2011 through 2017 replicate almost exactly to transaction-level estimates on the 2000–2017 sample with imputed
product pricing. Second, ECB (2007) shows the French euro share of settlement payments in goods and services
quickly jumped to its long-term share in 2001, contrary to the euro share of other countries such as Spain or
Greece.
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nomic fundamentals (Meese and Rogo� 1983, Obstfeld and Rogo� 2000). France is a prime can-
didate to ful�ll this requirement because it is in a currency union with exchange markets and
monetary policy only weakly related to the country’s domestic condition. Moreover, France’s
�rms are not particularly exposed to dollar funding, unlike in many developing countries.
Condition A2 is demanding because my empirical strategy exploits 15 shocks in the overall
sample. However, it is testable, as shown in Appendix D.5.

5.3 From Transaction to Firm Sensitivities

When the analysis shifts from transaction level to �rm level, the estimates may change for
several reasons. First, as explained in section 5.1, I am prolonging the time sample by imput-
ing post-2011 product-level currency choice to products in the year 2000. Such imputation
may induce bias. Second, I am aggregating the observations from the product level to the �rm
level by creating the invoice indices (4) to (7). Besides leading to the identi�cation concerns
discussed in section 5.2, such aggregation may change the estimates if a speci�c set of prod-
ucts with heterogeneous sensitivity constitutes the majority of a �rm’s operations. Moreover,
estimates may change because �rms di�er in terms of a newly introduced heterogeneity: net
exposure to foreign pricing. Finally, to build an invoice valuation index with the same initial
year for all �rms, I limit �rm-level results to a balanced panel of �rms active in all the years
available.

To disentangle the impact of aggregation and the change in sample, Table 3 compares trade
value sensitivity to exchange rates in the new balanced �rm sample at di�erent aggregation
levels from 2000 through 2017. Columns 1 and 2 replicate a pass-through estimation at the
transaction level, with products de�ned as a 6-digit industry code-country-�rm combination.
The product-level invoice indices have imputed exposures for pre-2011 years but maintain
the data set at a level of disaggregation close to the one in the benchmark transaction-level
estimates of Table 2 (see the Glossary for more detail). The coe�cients of interest for columns
1 and 2 are similar to the estimates in Section 4. The similarity of the estimates to the post-2011
ones con�rms �rst that the benchmark pass-through estimates are not driven by small-sample
bias, and second, that the post-2011 shares are a good predictor of past currency pricing shares.

Columns 3 and 4 repeat the estimation at the �rm level, separating export �ows from
import �ows. The invoice-weighted indices are computed as in de�nitions (4) through (7),
normalizing by total �rm trade �ow in 2000. Trade �ows for �rms pricing in dominant and
partner currencies remain more sensitive to the exchange rates than euro-priced goods. How-
ever, the estimates drop by about 20 to 30 percentage points compared with the product-level
estimates.

The dollar-pricing sensitivity for exporters declines because once I aggregate the results
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Table 3: Sequential Aggregation of Pass-through: From Product Level to Firm Level

Dependent variable: ∆ Valuee

Product Level Firm-Flux Level Firm Level
Exports Imports Exports Imports Exporters Importers

(1) (2) (3) (4) (5) (6)
∆ Euro-weighted 0.379∗∗∗ 0.004 0.269∗∗∗ −0.235 0.269∗∗∗ −0.220

(0.036) (0.131) (0.086) (0.152) (0.078) (0.137)

∆ Partner-weighted 0.930∗∗∗ 1.084∗∗∗ 0.668∗∗∗ 0.621∗∗∗ 0.634∗∗∗ 0.644∗∗∗
(0.171) (0.122) (0.129) (0.072) (0.161) (0.120)

∆ Dominant-weighted 0.780∗∗∗ 0.606∗∗∗ 0.444 0.394∗∗ 0.227 0.418∗∗∗
(0.097) (0.120) (0.425) (0.190) (0.275) (0.139)

Observations 1,270,192 551,481 219,909 151,762 123,232 65,888
R2 0.075 0.080 0.039 0.044 0.038 0.052

Note: This table shows the changes in exchange rate sensitivities when the data set is aggregated from the product
level to the �rm level. Columns 1 and 2 replicate the sensitivity estimation at the product level in speci�cation (1),
with products de�ned as a unique combination of 6-digit industry code-country-�rm identi�er. The dependent
variable for columns 1 and 2 is the yearly log changes in total value of the product, in euros. The euro-, partner-
, and dominant-weighted indices for the estimations in columns 1 and 2 are de�ned at the product level, and
they are akin to an exchange rate shock interacted with a dummy for euro pricing, partner pricing, or dominant
pricing. Columns 3 and 4 repeat the estimation at the �rm level, separating export �ows from import �ows.
The invoice-weighted indices are computed at the �rm level, as in equations (4) through (7), without netting
export exposure with import exposure and normalizing by �rm value of trade in 2000. The dependent variable in
columns 3 and 4 is the log change of extra-EU export value or import value of a �rm. Columns 5 and 6 estimate
the e�ects of the invoice-weighted indices on net trade value changes of exporter and domestic-oriented �rms.
I limit the sample to exporters and domestic-oriented �rms with total net value of trade that never oscillates
between negative and positive values from 2000 through 2016. In Columns 5 and 6, the invoice-weighted indices
are de�ned exactly as in (4) through (7) and normalized by net trade value of the �rm in 2000. Controls include
trade-weighted indices of partner country GDP, and in�ation, product, �rm, and year �xed e�ects. I include one
lag for all covariates. All variables are winsorized annually at their 1st and 99th percentiles. Standard errors of
columns 1 and 2 are clustered by country-year. Standard errors of columns 3 through 6 are double-clustered by
�rm identi�er and year. In the context of this analysis, clustering standard errors by year is akin to clustering
following Adão et al. (2018).

from the product level to the �rm level, most of the sample presents virtually zero net dollar ex-
posure (Figure 3a). The import sensitivity estimates decline for a di�erent reason. The sample
of columns 1 and 2 contains all product combinations active in every year from 2000 through
2016. Similarly, the �rm-level invoice-weighted indices can be de�ned only for products ac-
tive from 2000 through 2016. However, �uctuations in the total trade of �rms—the dependent
variable of columns 3 through 6—include products that either exit or enter a �rm’s mix during
the 2000–2016 period. The drop in my estimate is due to measurement error of actual invoice
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exposure due to entry and exit of �rms’ products over the years. This measurement error
does not invalidate my identi�cation technique. It simply changes the interpretation of the
invoice-weighted shock in representing exposures generated by core products of �rms rather
than actual exposure.16

Tables I.6 and I.7 in the Appendix show the characteristics of the �rm-level balanced
panel. While the transaction-level sample contains 139,507 exporters and 191,846 domestic-
oriented companies, the �rm-level results rely on observations from 13,756 exporters and 8,989
domestic-oriented companies. However, these �rms still account for the majority of French
trade with countries outside the European Union. Exporters manage 57 percent of exports and
21.3 percent of imports. Domestic-oriented �rms manage 42 percent of imports and 9 percent
of exports.

Exporters are, on average, larger than domestic-oriented �rms. They are more likely to
be multinationals, registered as joint stock corporations, and to have more employees. The
di�erences between exporters and domestic-oriented �rms in my sample are generally not as
stark as they would be if I computed �rm characteristics in the overall sample of trading �rms.
Exporters are typically much larger than �rms focusing on the domestic market (Melitz and
Redding 2014). The �rms in my sample are similar due to the implied focus on �rms trading
outside the European Union in every year from 2000 through 2016. At worst, this selection
could bias my estimates toward zero.

5.4 Benchmark Firm-level Sensitivity to Invoice Valuations

The benchmark speci�cation estimating the liquidity e�ects of invoice currency mismatch is

Yf,t
Kf,t−1

=

Euro︷ ︸︸ ︷
βe

Ief,t
Kf,t0

+

Partner︷ ︸︸ ︷
βc

Icf,t
Kf,t0

+

Dominant︷ ︸︸ ︷
βD

IDf,t

Kf,t0

+βDc
IDc
f,t

Kf,t0

+µXf,t+αf+Tt0,f,c,e×δt+γ3D×δt+uft
(8)

Ieft, Icft, IDft, and IDc
ft are de�ned as in (4) through (6). The dependent variables are normal-

ized by the start-of-year capital stock to re�ect the standard practice in corporate �nance.17

The invoice-weighted indices are also normalized by capital. The β coe�cients can be inter-
16An alternative explanation for the drop in estimates is heterogeneous e�ects across products and �rms.

Table I.5 in the Appendix runs the same regression in columns 1 and 2, weighting by the relative importance
of products within the �rm. The results remain stable, ruling out heterogeneous e�ects of pass-through across
di�erent products within �rms. Table I.5 also con�rms that the exchange rate sensitivities of �rm-level trade
�ows related only to core products remain in line with product-level sensitivities.

17See Kaplan and Zingales (1997), Rauh (2006), Moyen (2004), Lewellen and Lewellen (2016). This normalization
is also justi�ed by the model speci�cation in Appendix E.
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preted as a euro-on-euro pass-through coe�cient. One euro gained from an “invoice valua-
tion” implies β euros gained on Yf,t.

βD is the preferred estimation coe�cient for the valuation e�ects of invoice currency �uc-
tuations, because it exploits variation between the euro and a currency not in common with
the trading partners of the �rms. The �xed e�ects included in the regression are �rm speci�c
αf and three-digit industry-time-speci�c γ3D × δt. Tt0,f,c,e represents the amount of trade of
�rm f in country c, for import/export �ow e at the beginning of the sample. By interacting
Tt0,f,c,e with a year dummy, I control non-parametrically for each �rm’s trade patterns over
the years.18 Other controls include lagged total factor productivity, lagged sales growth, and
the lagged dependent variable.

I also run a horse race between the invoice-weighted and trade-weighted indices to enable
a straightforward comparison with other studies.19

Yf,t
Kf,t−1

=

Trade-weighted︷ ︸︸ ︷
βT

Tf,t
Kf,t0

+

Invoice-weighted︷ ︸︸ ︷
βI

If,t
Kf,t0

+µXf,t + αf + γ3D × δt + uft (9)

Tf,t and If,t are de�ned in Section 5.1. In this case I cannot control non-parametrically for
�rm trade shares lest they absorb the e�ects of the trade-weighted index.20

Table 4 shows the results of speci�cations (8) and (9) for the three main �rm-level vari-
ables of interest: cash �ows, tangible capital expenditures, and salaries. The trade-weighted
exchange rate index has an e�ect on cash �ows, investments, and salaries of 8 cents, 0.8 cents
and 2 cents on the dollar, respectively. However, including the invoice-weighted index knocks
down the magnitude of the trade-weighted index to almost zero. The e�ects of the invoice-
weighted index are about 10 times as great as the e�ects of the trade-weighted index estimated
in isolation.

Using the preferred valuation e�ect estimate—the dominant-weighted index in columns
3, 6, and 9—as a reference, invoice valuations cause cash �ows to increase 45 cents on the
euro. Cash �ows in Table 4 represent Gross Operating Pro�ts. This measure excludes possible
compensating e�ects of �nancial or extra-ordinary income. However, the fact that cash �ow
e�ects are close to the pass-through at the border reveals how dollar-pricing-exposed �rms
can do little except absorb the invoice valuation shocks within their operations.21 Tangible

18Controlling for trends in trade activities would be impossible in a study using trade-weighted exchange rates,
because the non-parametric control would perfectly correlate with the treatment.

19The exercise is similar in spirit to Gopinath et al. (2016).
20In Appendix G I show how this regression introduces downward bias in βI . As a consequence, I consider it

a useful exercise but do not use it as my benchmark speci�cation.
21Appendix 5.3 explains how the slightly lower cash �ow pass-through compared with transaction-level pass-

through is an artifact of measurement error introduced with the generation of the �rm-level invoice-weighted
index.
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Table 4: Benchmark Firm-level Pass-through of Invoice Valuations

Cash Flows Tangible Capital Expenditure Salaries and Wages

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Trade-weighted 0.084∗∗∗ 0.021 0.008∗∗∗ 0.003∗ 0.024∗∗∗ 0.003
(0.025) (0.016) (0.003) (0.002) (0.008) (0.007)

Invoice-weighted 0.295∗∗∗ 0.022∗∗∗ 0.100∗∗∗

(0.076) (0.007) (0.028)

Euro-Pricing -0.022 0.000 0.006
(0.040) (0.005) (0.017)

Partner-Pricing 0.243 0.066∗ 0.201∗∗

(0.164) (0.039) (0.085)

Dominant-Pricing 0.447∗∗∗ 0.033∗∗∗ 0.129∗∗

(0.132) (0.011) (0.052)

Observations 252,987 252,987 250,734 252,987 252,987 250,734 252,987 252,987 250,734
R2 0.657 0.657 0.659 0.124 0.124 0.127 0.835 0.835 0.837

Note: Benchmark pass-through estimation of e1 invoice valuation income. Columns 1, 4, and 7 correspond to
speci�cation (9) with covariates including only the trade-weight index and controlling for lagged total factor
productivity, lagged sales growth, lagged dependent variable, year and �rm �xed e�ects. Columns 2, 5, and 8 run
the full speci�cation in (9) with the same controls as Columns 1, 4, and 7, and including the invoice-weighted
index as de�ned in equation (2). Columns 3, 6, and 9 represent the benchmark speci�cation in (8) with controls
including lagged productivity, lagged sales growth, lagged dependent variable, year, �rm, 3-digit industry code-
by-year, and trade exposure-by-year �xed e�ects. Cash �ows are de�ned as gross operating pro�ts. Tangible
capital expenditures are de�ned as the change in book value of �xed assets, net of depreciation. All variables are
normalized by total capital stock and winsorized annually at their 1st and 99th percentiles. Standard errors are
double-clustered by year and �rm. In the context of this analysis, clustering standard errors by year is akin to
clustering following Adão et al. (2018).

investments have a pass-through of 3 cents on the dollar, while the salary sensitivity is higher,
at 12 cents on the dollar.

Facilitating a comparison with other studies, a simple rescaling of the estimates shows
an implied investment sensitivity to cash �ows of 7 cents on the euro (0.03/0.45 = 0.07).
This is on the lower end of sensitivities typically found in the corporate �nance literature.22

The salary sensitivity to cash �ows is 30 cents on the euro. This is exactly in line with other
payroll sensitivities to cash �ow found by Schoefer (2016), Garin and Silvério (2019), Acabbi

22Estimates of benchmark cash �ow sensitivities of investments range from 0.48 in Amiti and Weinstein (2018)
to 0.111 in Rauh (2006) to 0.702 in Kaplan and Zingales (1997). See also Fazzari et al. (1988), Moyen (2004), Lewellen
and Lewellen (2016).
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et al. (2019).23

To interpret the results in terms of percentage changes of real variables, I also run the
speci�cation in (8) on invoice-weighted indices normalized by sales instead of capital. The
results in Table 5 can be interpreted as percentage responses of the dependent variable after
an invoice valuation equivalent to a 1 percent increase in sales. While payroll e�ects are still
greater than investment e�ects, the di�erence is not as stark as in Table 4. This estimation
shows that the full e�ect on salaries is due to a response in the number of persons employed
rather than a wage response.

Table 5: E�ects of Sales-normalized Index on Outcome Changes

∆ Tan. Capital ∆ Salaries ∆ Employment
(1) (2) (3)

Euro-weighted / Sales 0.047 0.140∗∗∗ 0.073
(0.054) (0.049) (0.081)

Partner-weighted / Sales 0.425 -0.069 0.139
(0.273) (0.157) (0.188)

Dominant-weighted / Sales 0.362∗∗∗ 0.449∗∗∗ 0.502∗∗∗

(0.127) (0.094) (0.160)

Observations 250,202 218,619 232,187
R2 0.124 0.168 0.152

Note: Percentage e�ects of an increase in euro-weighted, partner-weighted, and dominant-weighted invoice
valuation income equivalent to a 1 percent increase in sales. The invoice-weighted covariates are de�ned as in
equations (4) through (6) and normalized by the 2000 value of �rms’ sales. The dependent variables are de�ned as
log di�erence in the stock of gross tangible capital, log di�erence in salaries, and log di�erence in the number of
e�ective employees. Controls include lagged productivity, lagged sales growth, lagged dependent variable, year,
�rm, 3-digit industry code-by-year, and trade exposure-by-year �xed e�ects. Variables are winsorized annually
at their 1st and 99th percentiles. Standard errors are double-clustered by year and �rm.

Appendix F shows which other balance sheet components absorb the e�ects of invoice
valuations. The two most important components are cash reserves and net working capital.
The fact that dividends, issues, o�cial debt, and �nancial income mostly do not respond to

23In Appendix E, I show that exchange rate �uctuations with stable dollar prices can a�ect both expected
pro�tability and current cash �ows. Therefore, I do not explicitly run an instrumental variable estimation to
compute sensitivity to cash �ows, because unobservable pro�tability shifts imply that the exclusion restriction
does not hold. Moreover, a reduced-form estimation is not subject to weak instrument concerns.
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invoice valuation is likely due to the results being driven by small, �nancially constrained
�rms, as the next section shows.

5.5 Channels of Invoice Valuation E�ects

How do invoice valuation e�ects di�er across companies? Figure 4 decomposes cash-�ow,
investment, and salary sensitivities by �rm asset size and market orientation. This decompo-
sition also shows which groups of �rms drive the average results.

Cash �ow pass-through estimates are signi�cant for all domestic-oriented �rms and for
large exporters. This is not surprising given that small and medium-sized exporters rarely
invoice their goods in dollars, and if they do, they match their dollar imports with exports. To
re�ect the heterogeneity in exposure shares, panel 4b normalizes the pass-through estimates
by the dependent variable standard deviation. Panel 4b shows that even though the pass-
through into cash �ow is high for large exporters, a one-standard-deviation shock in invoice
valuation explains less than 1 percent of their cash �ow standard deviation.

Invoice valuations explain a small share of large exporters’ cash �ows for two reasons.
First, the overall size of exporters’ balance sheet is much larger than their extra-EU trade
operations. In contrast, a one-standard-deviation shock in invoice valuation explains 4 percent
to 5 percent of cash �ow standard deviation of medium-sized and small domestic-oriented
�rms.

Most of the estimates on investments and salaries are signi�cant only for small domestic-
oriented �rms. Figure 5 explores how liquidity and �nancial sophistication are the likely
channels behind this lack of pass-through into large �rms’ real variables. I split the results
between multinationals and domestic �rms, high-growth �rms and low-growth �rms, joint-
stock and limited liability companies, large and small �rms, and �nancially constrained and
unconstrained �rms (see the Glossary for detailed de�nitions). Figure 5 shows that signi�cant
real e�ects are concentrated on domestic small private �rms.

Multinationals, �rms with large collateral, or �rms with access to stock markets have more
ways to insulate optimal investment decisions from cash �ow �uctuations. For instance, sec-
tion 5.6 shows how only the �nancial income of large exporters moves in the opposite direc-
tion of invoice valuation shocks, implying the use of �nancial hedging instruments. Moreover,
most �rms in my sample are larger and more liquid than the average French company. Table I.9
in the Appendix shows that the larger companies in my sample are even more liquid than the
average public French company. Verifying that the focus on establishment-level declarations
is not leading to noisy estimates for large �rms, Table I.10 also replicates the pass-through
estimation on consolidated balance sheet measures.
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Figure 4: Decomposed E�ects of Dominant-weighted Index
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(b) Standardized Cash Flows
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(c) Tangible Investments
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(d) Standardized Tangible Investments
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(e) Salaries
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(f) Standardized Salaries
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Note: The left-hand-side graphs represent the heterogeneous e�ects of the dominant-weighted index on cash
�ows, tangible capital expenditure, and salaries. The estimation follows the benchmark speci�cation in equation
(8), except here I interact each invoice-weighted index with a dummy identifying the six groups of �rms. The
�gures on the right-hand side show the standardized regression coe�cients. The latter represent the e�ects of
a standard deviation dominant-weighted shock, as a standard deviation percentage of the group’s dependent
variable. The right-hand-side graphs are estimated from separate regressions following speci�cation (8) for each
�rm group, after all variables are normalized. Controls include lagged productivity, lagged sales growth, lagged
dependent variable, year, �rm, 3-digit industry code-by-year, and trade exposure-by-year �xed e�ects. Standard
errors for the 95 percent con�dence intervals are double-clustered by year and �rm.
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Figure 5: Heterogeneity of Pass-through E�ects

(a) Tangible CAPEX Pass-through to Dominant-weighted Index
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(b) Salaries Pass-through to Dominant-weighted Index
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Note: Heterogeneous e�ects of the dominant-weighted exchange rate index on tangible investments and payroll.
The estimation follows the benchmark speci�cation in equation (8), where I interact each invoice-weighted index
with a dummy identifying the following heterogeneous categories. Nationality: �rms are de�ned as multination-
als if in any year of the sample their ultimate owner resides outside of France, or if their group has subsidiaries
outside of France. All other �rms are called domestic. Growth: top and bottom terciles of average yearly sales
growth in the period 2000 through 2016. Legal form: I distinguish between joint stock and limited liability cor-
porations. Only joint stock corporations can be public. Size: top and bottom terciles of total capital stock value
of the �rm in 2000. Financial Constraint: Top and bottom tercile bins of the Kaplan and Zingales constraint in-
dex. Controls include lagged productivity, lagged sales growth, the lagged dependent variable, year, �rm, 3-digit
industry code-by-year, and trade activity-by-year �xed e�ects. Standard errors for the 95 percent con�dence
intervals are double-clustered by year and �rm.
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5.6 Dollar Financing and Hedging

The standard concern when estimating investment e�ects of exchange rate shocks is the cor-
relation between unobserved pro�tability shocks and currency �uctuations. This paper im-
proves on this concern because unobservable shocks such as demand and supply e�ects of
trading partners are more likely to be proportional to measures of country-speci�c exposure
rather than invoicing activities (see the model in Appendix E for a theoretical justi�cation).
My empirical strategy allows for non-parametric control of country-speci�c trading share ex-
posures. Table I.8 in the Appendix also shows that �rm-level invoice valuation sensitivities
remain stable as we saturate the panel with more �xed e�ects. The average estimates are
driven by local domestic �rms (Figure 5). The e�ects for large �rms do not change when con-
solidated global budget measures are considered or French multinational corporations are the
focus (Table I.10).

A more relevant concern is the unobserved extent of dollar �nancing. If dollar �nancing
is concentrated in �rms invoicing their international activities in dollars, then the invoice-
weighted treatment may be correlated to �nancial shocks such as foreign bank liquidity. When
dollar �nancing is in place to hedge operational exposures, it will bias my estimates toward
zero. When �rms decide to take �nancial exposures in line with their foreign-pricing exposure,
it will bias my estimates upward. Since small domestic-oriented companies drive most of the
�rm-level results, the main concern is whether such �rms leverage their short invoice exposure
to the dollar by also borrowing in dollars or using derivatives to short the dollar.

Figure 6: Pass-through Heterogeneity of 1 Euro of Invoice Valuation to Financial Gains
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Note: Heterogeneous e�ects of the dominant-weighted index on the six groups of �rms shown above, following
the benchmark speci�cation in equation (8). I assign �rms to three quantiles of capital stock in the year 2000,
and I de�ne them accordingly as small, medium, and large �rms. When the average value of extra-EU exports
of a �rm is larger than its imports, I call the �rm an exporter. All other �rms are classi�ed as domestic oriented.
Net �nancial gains are de�ned as total �nancial gains net of total �nancial charges. The 95 percent con�dence
intervals are computed from standard errors double-clustered by �rm and year.
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According to BIS locational banking statistics, only 2 percent of total bank claims or lia-
bilities in France are denominated in dollars. Moreover, direct dollar �nancing by US banks in
France is positively correlated with the size of �rms (Berthou et al. 2018). Derivative use by
small and medium-sized �rms is also uncommon (Clark and Mefteh-Wali 2010, Lyonnet et al.
2016).

I cannot observe the currency in which �rms’ securities and debts are denominated, nor
the kind of �nancial instruments used by the �rms in my sample. However, I can observe net
�nancial gains. This is not a comprehensive measure of currency hedging or leverage operated
by �rms. However, the correlation pattern between invoice-weighted indices and �nancial
gains can be informative of the potential direction of the bias for di�erent subgroups of �rms. If
�rms hedge their invoice currency exposures, I should observe a negative correlation between
�nancial gains and the invoice-weighted index. If �rms leverage on their invoice currency
exposure, I should observe a positive correlation. Figure 6 shows that most �rms with large
exposures have �nancial gains going in the opposite direction of invoice valuations. This is
suggestive of �rms partly engaging in currency hedging.

6 Aggregate Sensitivities to Exchange Rates

This section investigates the aggregate invoice valuation e�ects on French investment and em-
ployment. The �rm-level estimates in Section 5 provide capital expenditure and payroll sensi-
tivities representing average marginal e�ects on invoice-exposed �rms. However, the macroe-
conomic nature of exchange rate shocks calls for an understanding of the aggregate average
magnitude of invoice valuation e�ects generated by depreciations. While the macroeconomic
estimates represent a partial equilibrium exercise, their magnitude is informative of when the
underlying invoice currency exposure chosen by �rms can amplify or o�set exchange rate
shocks.

6.1 Aggregate Investment and Payroll E�ects of Invoice Valuations

To compute the aggregate e�ects of invoice valuations, I weight the �rm-level average marginal
estimates by the dominant-pricing exposure of each �rm and by how much each �rm con-
tributes to the aggregate outcome. In practice, I multiply the average estimated invoice valua-
tion e�ect by the average net exposure to dominant-priced trade of all French manufacturers
from 2011 through 2017.24 The estimate represents the percentage response in aggregate out-

24This implies that I apply the same average estimate in Table 4 to all �rms (exporters and domestic-oriented),
regardless of size, for simplicity. Table I.11 in the Appendix shows the same exercise taking into account all the
indices estimated in Table 4, not just the dominant-weighted coe�cient.
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come after a 10 percent euro depreciation:

∆Aggregate E�ect on Y =
1

Tot. Y
∑
f

Net Dominant Exposure︷ ︸︸ ︷
ExportsDf − ImportsDf ·

Marginal Estimate︷︸︸︷
βDy ·

10% Depreciation︷︸︸︷
0.1

(10)

Table 6: Aggregate E�ects of Invoice Valuations after a 10 Percent Euro Depreciation

∆ Cash ∆ Tangible
∆ SalariesFlows CAPEX

Average Estimates on Actual Exposure
Exporters 2.6% 0.6% 1.0%
Domestic-oriented -2.1% -0.5% -0.9%
All 0.4% 0.1% 0.2%

Upper bound Estimates on Actual Exposure
Exporters 2.6% 6.0% 1.8%
Domestic-oriented -2.1% -5.0% -1.5%
All 0.4% 1.0% 0.3%

Average Estimates on Unhedged Counterfactual
Exporters 3.6% 0.9% 1.4%
Domestic-oriented -3.1% -0.8% -1.3%
All 0.4% 0.1% 0.2%

Note: This table shows the partial-equilibrium percentage changes in aggregate cash �ows, investment, and
payroll generated by dominant-price exposure after a 10 percent euro depreciation. Cash �ows are de�ned as
gross operating pro�ts. Tangible CAPEX is de�ned as the yearly di�erence in �xed gross capital. The estimated
percentage changes are aggregate e�ects within the whole sample of French �rms trading outside the European
Union. This sample of �rms accounts for 50 percent of tangible capital and salary expenditure of all manufacturers
in France. The e�ects are computed following equation (10). The �rst set of estimates (average estimates on actual
exposure) re�ects the aggregate invoice valuation e�ects conditional on observed exposures. The second set of
estimates (upper bound estimates on actual exposure) represents a counterfactual case in which the cash �ow
sensitivities of investments and payroll are equivalent to the highest estimates found by the literature: 70 cents
on the dollar for investment (Kaplan and Zingales 1997) and 50 cents on the dollar for payroll (the upper bound
used by Schoefer 2016). The third set of estimates (average estimates on unhedged counterfactual) applies the
actual invoice valuation e�ect estimates on a counterfactual exposure case in which the value of dollar-priced
exports is sold only by exporters, and the value of dollar-priced imports is purchased only by domestic-oriented
�rms.

Table 6 shows the partial-equilibrium percentage changes in aggregate cash �ows, invest-
ment, and payroll computed as in equation (10). The �rst set of estimates re�ects the estimated
invoice valuation e�ects conditional on observed exposures. The aggregate impact on the
French economy is marginal. A 10 percent euro depreciation generates a 0.4 percent increase
in the aggregate cash �ows of traders, 0.1 percent increase in investment, and a 0.2 percent
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increase in payroll. These e�ects translate into additional investment and payroll equivalent
to 0.001 and 0.005 percentage points of GDP, respectively.

Why are the aggregate e�ects so small? First, the marginal average estimates are relatively
small (Section 5.5 shows how only small domestic-oriented �rms in the sample contribute to
signi�cant real e�ects). Second, the operational hedge of dollar-priced exports and imports
observed in the balance sheet of exporters implies that net exposures to dominant-priced trade
are low. Both marginal e�ects and net dominant exposure to exchange rates in equation (10)
contribute to a small aggregate e�ect.

Figure 7: Aggregate Macroeconomic Exposure
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Note: This �gure represents gross and net pricing exposure to the dollar, euro, and other currencies for the French
extra-EU trade from 2011 through 2017. Gross Macro Expsoure shows the total gross exposures of all extra-EU
trade. Exports are in the positive axis, while imports are in the negative axis. Unhedged Firm Exposure shows the
gross exposure, after netting out within-�rm hedging of operations invoiced in the same currency. Net Macro
Exposure shows the overall net exposure of France in the three pricing regimes.

To show the marginal estimates contribution, I create a counterfactual case in which the
cash �ow sensitivities of investments and payroll are as large as the upper bound found by the
literature: 70 cents on the dollar for investment (Kaplan and Zingales 1997) and 50 cents on the
dollar for payroll (Schoefer 2016). This exercise gives an idea of the counterfactual macroeco-
nomic e�ects if French traders could not absorb invoice valuations on their operations. The
real e�ects become 10 times larger for investments and two times larger for payroll.

To show the impact of operational hedging of �rms, the third set of results in Table 6 applies
the estimated pass-through e�ects to a counterfactual case in which the value of dollar-priced
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exports is sold only by exporters, and the total value of dollar-priced imports is purchased
only by domestic-oriented �rms. In other words, I �x the value of trade in dollars, but I do
not allow within-�rm operational hedging. In this case, the same devaluation shock presents
heterogeneous e�ects that are 3 to 4 percentage point greater for exporters and domestic-
oriented �rms. However, the net e�ect on the economy does not change.

In fact, the net e�ect of invoice valuation on the overall economy is small in all scenar-
ios. This is because of a “macroeconomic” hedge. Figure 7 shows the relative importance of
within-�rm and within-country operational hedging in determining aggregate exposure to the
dollar. On top of the natural hedge often exploited by large �rms, France has almost the same
aggregate value of dollar-priced imports and dollar-priced exports.

6.2 Aggregate E�ects on the Trade Balance

I use the exchange rate sensitivities of trade �ows estimated in Section 4 to infer aggregate
trade balance e�ects. This exercise can be seen as a revision of the Marshall-Lerner condi-
tion accounting for invoice currencies.25 For simplicity, I use the estimates in Table 2 without
studying possible heterogeneous e�ects.26 Following the notation commonly used to explain
the Marshall-Lerner condition, I compute the trade balance e�ect after a 10 percent deprecia-
tion:

∂(Trade Balance / GDP)

∂Ee/p
=

0.04︷ ︸︸ ︷
shareeX

3.8︷ ︸︸ ︷
∂Xe

∂Ee/p
+

0.013︷ ︸︸ ︷
sharePX

5.68︷ ︸︸ ︷
∂XP

∂Ee/p
+

0.02︷ ︸︸ ︷
shareDX

6.97︷ ︸︸ ︷
∂XD

∂Ee/$⊥E$/p

− shareeM︸ ︷︷ ︸
0.025

∂Me

∂Ee/p︸ ︷︷ ︸
2.72

− sharePM︸ ︷︷ ︸
0.009

∂MP

∂Ee/p︸ ︷︷ ︸
9.0

− shareDM︸ ︷︷ ︸
0.017

∂MD

∂Ee/$⊥E$/p︸ ︷︷ ︸
7.52

The overall e�ect is a 0.08 percentage point improvement in the extra-EU manufactur-
ing trade balance, almost fully generated by a net imbalance of euro-priced goods. There are
almost no dominant- or partner-invoice valuation e�ects on the trade balance because dollar-
priced aggregate imports and exports almost perfectly match (see Figure 7). However, extra-
EU French manufacturing has a euro-pricing trade surplus equivalent to 1.5 percent of GDP,
which generates foreign demand improvement e�ects after a euro depreciation. Given the dis-
tribution of French invoicing, the Mundell-Fleming paradigm provides a good approximation
of France’s short-term net trade response to a euro depreciation.

25See Rose (1991) for reference.
26The analysis in Section D.3 shows that the heterogeneous e�ects are limited
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7 Conclusion

This paper explores real e�ects generated by currency exposure in foreign-priced operations.
Previous studies �nd that dollar-priced trade responds little, in dollar terms, to depreciations.
However, I �nd that nominal invoice valuation e�ects can have investment and employment
consequences for illiquid �rms.

My �rst contribution is to study currency mismatch e�ects arising from foreign-currency
pricing of trading activities, as opposed to mismatches arising from �nancial positions. I �nd
that trade values and cash �ows of dollar-pricing-exposed �rms are highly sensitive to euro-
dollar exchange rate �uctuations, regardless of the size or market orientation of �rms. My
second contribution is to develop an invoice-weighted exchange rate index that outperforms
any trade-weighted index in explaining cash �ows, investments, and employment outcomes
for trading �rms. The index has an intuitive interpretation that allows me to compare an in-
voice valuation e�ect observed at the border directly with an invoice valuation e�ect observed
in �rms’ balance sheets. My third contribution is to reconcile the observed large sensitivities
of gross trade �ows to exchange rates with the standard evidence of “disconnect” between
exchange rates and real macroeconomic variables. In France, large nominal �uctuations do
not impact real aggregate variables because exposed �rms are liquid and hedge their dollar-
priced exports with dollar-priced imports. Invoice valuations at the border are large, but most
of the time they are absorbed within the balance sheet of �rms directly buying and selling
merchandise at the border.

There are two main implications for future research. First, since France is a large devel-
oped country, with mature �nancial markets and large traders, the estimated e�ects should be
considered a lower bound. More research focused on other countries is necessary. Second, I
do not take a stance on the reasons behind �rms’ exposure choices. All the e�ects measured
in this paper are internally valid and conditional on the snapshot of observed dollar-pricing
choices. However, counterfactual exercises require a deeper understanding of these choices.
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Appendix

A Data Sources and Representativeness

A.1 Customs Data Set

The customs data set consists mainly of administrative records from compulsory �ling of in-
voices for French trade outside of the European Union. For this reason the French customs
data are regarded as high quality. Generally, the French customs agency gathers information
on trade both inside and outside of the European Union. Intra-EU trade is recorded under the
DEB legal framework (Déclaration d’Echange de Biens). Extra-EU trade is recorded under the
DAU legal framework (Document Administratif Unique). The DAU framework underwent one
main revision in 2010. Before then, a �rm trading less than e1,000 or 1,000 kilos outside of
the European Union was not mandated to �le a trading report. That threshold was eliminated
in 2010. For this reason, whenever I extend the sample to the 2000–2016 period, I homogenize
the data to re�ect the pre-2010 threshold.

Intra-EU trade records do not gather information on currency of invoicing. Moreover,
most within-EU French trade is with countries in the euro zone. Extra-EU trade records the
invoice currency starting in 2011. This is because as of that year companies must declare
the merchandise value in the original invoice. The original invoice is the ex-VAT value in
the currency speci�ed in the contract, excluding insurance, freight, or boarding costs. For the
years before 2011, only the merchandise value at the border is available, which is recorded only
in euros and contains boarding or transport cost. Typically, merchandise value at the border
represents a FOB/CIF shipping agreement for exports and imports. Whenever my analysis
focuses on the period from 2011 through 2017, I use the merchandise value in the original
invoice. Whenever I extend the sample years from 2000 through 2016, I use the merchandise
value at the border variable, and I typically impute the invoice currency observed post-2010
to the border value. However, insurance and freight costs do not represent a large part of the
trade value. For instance, in 2017 the FOB value of extra-EU exports wase190 billion, while the
merchandise value was e185 billion. The CIF value of imports in 2017 was e168 billion, while
the merchandise value was e160 billion. By aggregating the value of all transactions under
analysis, I veri�ed that the customs data of this paper corresponds exactly with the underlying
source of aggregate data provided by national and international statistical agencies such the
INSEE or the Eurostat.

For the purpose of this analysis, I clean the customs data set in the following way. I drop all
transactions with the following eight-digit industry CN codes: 98807300, 98808400, 98809900,
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9880XX00, 98808500, 99050000, 99190000, 9930*, 9931*, 99999999. This is because these codes
correspond to personal belongings, group of �rms, or missing codes. See Bergounhon et al.
(2018) for more details on this. I also drop all transactions with the following �rm identi�ers:
000000000, 777777777, 222222222, 202020202, 888888888, 999999999, 111111111. And I omit
transactions that include masked partner country codes such as “QU,” “QV,” or “QW,” or that
have country codes representing within-EU countries of origin/destination. Finally, I drop
from the sample all transactions that do not indicate either eight-digit industry code, �rm
identi�er, partner country, trade �ow, or value of transaction.

A.2 FARE and FICUS

The sample of FARE and FICUS contains the universe of tax declarations of corporations and
a share of the self-employed �rms active in France. Firms with annual sales below e32,600
(e81,500 for retail and wholesale sectors) can enter a micro-business regime and opt out of a
comprehensive tax declaration requirement.

The unit of analysis of the �rm-level data set is the legal entity rather than the consol-
idated corporation. This causes discrepancies with aggregate French statistics. Indeed, ag-
gregate statistics are computed by INSEE after all legal units are consolidated into business
groups (Béguin and Haag 2017). Since FARE and FICUS are the base from which Eurostat
computes its Structural Business Statistics (SBS) and Business Demographics, or from which
INSEE computes its annual reports on French entrepreneurship, I can compare the magnitude
of such discrepancies. I focus only on �rms in manufacturing, for simplicity. I use the year
2011 as a reference, since it is the �rst year for which I have data on currency of invoicing and
of period of reference for the macroeconomic estimates in section 6.

Table A.1: Study of Discrepancy between the FARE Data Set and Public Statistics in 2011

This paper Eurostat - SBS OECD - STAN

(FARE) (FARE after elaboration) (National Accounts)
Number of Firms 207,172 206,998 Not Available
Number of E�ective Employees 1,912K 2,972K 2,607K
Turnover e1,057,211M e899,958M Not Available
Tangible Capital Expenditure e30,145M e31,554M e54,031M (Total)

Table A.1 compares the aggregate statistics for di�erent variables of manufacturing �rms
available in FARE and in public data sets such as the Eurostat SBS and the OECD STAN
database. The underlying source of the SBS is also FARE; however, the SBS values are elabo-
rated by INSEE for time consistency and improved aggregation quality. INSEE still advises to
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use the disaggregated FARE data set in legal units for microeconometric studies (Béguin and
Haag 2017). Regardless of elaborations, or di�erent sources, the total value of most variables
of interest is close to what is reported by aggregate macroeconomic statistics. The largest
discrepancy is in the number of e�ective employees, which is 2 millions in my data set and
2.6 million to 3 millions in the other data sets. The fact that aggregate value statistics closely
match macroeconomic statistics ensures that the macroeconomic exercise in Section 6 has a
valid order of magnitudes.

By aggregating all the information available in FARE, I veri�ed that extra-EU trading man-
ufacturers account for 50 percent of total tangible capital expenditure and payroll of the entire
manufacturing sector in France. Hence, to compute the percentage changes in investment and
salaries in the manufacturing sector, it is su�cient to halve the e�ects in Table 6. Manufactur-
ing tangible capital expenditure is equivalent to 2 percent of French GDP, while manufacturing
payroll is equivalent to 5 percent of GDP (source: OECD STAN).

I perform only minimum cleaning in the FARE and FICUS data sets, mostly because focus-
ing on extra-EU trading �rms implies that I focus on large �rms with high reporting quality.
There are only a few duplicate records, and the de�nitions of the FICUS variables are often
perfectly in line with the de�nitions of the FARE variables. Therefore, it is straightforward to
merge the two data sets. The only year for which many variables are not available is 2008, the
year when the FICUS data set switched to FARE. For 2008, many important variables, such as
total assets, are not available. That is why I typically normalize my variables by total capital
stock. However, the main variables of interest are available for 2008.

A.3 LIFI

LIFI contains time series of the �nancial links between enterprises operating in France. Before
2012, a �rm owned by a foreign entity �led the information with a compulsory questionnaire
if it had equity greater thane1.2 million or more than 500 employees, or if it had submitted the
questionnaire in previous years. In 2012, the LIFI questionnaire was discontinued to lighten
the bureaucracy burden on French �rms. Information on corporate links is now gathered
from administrative data, in particular from the Bank of France, the RECME questionnaire
(registry of �rms controlled by the state), and ORBIS data by the Bureau Van Dijk. Firms
send information on their ownership structure to the Bank of France on a voluntary basis,
but the submission is always strongly encouraged. In practice, it seems that these data are
necessary to obtain an evaluation of the �rm’s value when it asks for a banking service. For this
reason, information on �nancial linkages after the start of 2012 is considered highly reliable
and exhaustive.

To solve sample inconsistency problems in the LIFI database, I de�ne a �rm as a multina-
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tional if it has ever been owned by a group with a foreign ultimate owner or if the group ever
owned �rms located outside of France. I also create a de�nition of multinational �rms that can
vary over the years according to the information contained in LIFI. The results do not change
under the latter measure. To make sure that my de�nition of multinational �rm is valid, I also
crosscheck the de�nition with information contained in OFATS. I extend the de�nition under
those (few) cases in which a �rm with subsidiaries abroad has not been already de�ned as
multinational.

B Glossary

3-digit industry code APE code, concorded to the NA code (Nomenclature agrégée) index at
the 3-digit A64 level. This is an industry code de�ned by INSEE, the French statisti-
cal agency. Every business in France is classi�ed under an activity code entitled APE
(Activité Principale Exercée) or NAF code. This code represents the main activity of the
�rm, as assigned by INSEE according to several survey and administrative records in its
possession. 21–23, 25, 26, 60, 65, 85

6-digit industry code Concorded version of the 6-digit HS industry code. I concord all codes
over time following the algorithm described in Appendix B of Behrens et al. (2018). 16,
18, 19, 46, 57, 82, 91

8-digit industry code Concorded version of the 8-digit CN industry code. CN codes change
every year. For this reason I concord all codes over time following the algorithm de-
scribed in Appendix B of Behrens et al. (2018). 6, 10, 12, 13, 52, 55, 70, 71, 75, 76, 81, 89,
90, 95

cash �ows The measure of cash �ow mostly used in this paper is gross operating pro�t
(GOP). The GOP measures earnings after deducting the direct costs of producing the
products or providing the services. It is similar but does not coincide with an EBITDA
measure (earnings before interest, tax, depreciation, and amortization). This is because
the GOP does not include overhead costs, such as selling, general and administrative
costs. The GOP is the most similar measure to the EBITDA recoverable from FARE and
FICUS. 21, 22, 25, 66, 84, 85

core product I call core products the subset of �rms’ products (de�ned as unique combi-
nation of �rm-identi�er-country-industry code) that a �rm in my sample buys or sells
continuously throughout the whole sample: from 2000 through 2016. 20, 82
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dollar exports over sales This measure represents total �rm exports priced in dollars at the
beginning of the sample over total sales of the �rm at the beginning of the sample. I
divide this measure in three tercile bins. The measure is �rm-speci�c and it does not
change over time. 54

dollar imports over costs This measure represents total �rm imports priced in dollars at
the beginning of the sample over total variable costs of the �rm. I divide this measure
in three tercile bins. This measure is �rm-speci�c and it does not change over time. 54

domestic oriented When the average value of extra-EU imports of a �rm is larger than its
exports, I call the �rm domestic oriented. The average is computed in reference to the
time period of interest for the exercise, typically 2011 through 2017 for transaction-level
results and 2000 through 2016 for �rm-level results. 8, 11, 83, 84

dominant-priced product When the currency used to specify the value of the invoice in
customs declarations is the US dollar, but the partner country of the transaction is not
the United States. This de�nition holds for both import and export transactions. 17, 50,
52, 57, 59, 70, 89, 95

euro-priced product When the currency used to specify the value of the invoice in customs
declarations is the euro. This de�nition holds for both import and export transactions.
13, 50, 52, 57, 70, 89, 95

exporter When the average value of extra-EU exports of a �rm is larger than its imports, I
call the �rm an exporter. The average is computed in reference to the time period of
interest for the exercise, typically 2011 through 2017 for transaction-level results and
2000 through 2016 for �rm-level results. 8, 11, 83, 84

�nancial constraint For each �rm in the 2000–2016 sample I compute a standard Kaplan and
Zingales (KZ) index with the following coe�cients: −1.002·Cash Flow / Tangible Capital+
3.139·Debt/Total Capital−39.368·Dividends / Tangible Capital+−1.315·Cash / Tangible Capital,
taken from Lamont et al. (2001). I then call �nancially constrained all �rms at the top
yearly tercile bin of the KZ index. Many �rms in my sample are private, and their balance
sheet data are not consolidated. Therefore, this de�nition is an imperfect proxy, and it
is complemented with information on a �rm’s size or legal form. I also replicate my
results with other proxies of �nancial constraint such as the �rm’s age, interest charges,
or leverage. All results are in line with the ones showed using the KZ index. Results are
available on request. 26, 54, 83
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�rm growth I compute the average yearly sales growth of each �rm in the period 2000
through 2016. Then I assign each �rm to three quantile bins accordingly: high-growth,
mid-growth, and low-growth. 26

�rm identi�er SIREN code. A nine-digit time-consistent �rm identi�er present in most ad-
minstrative databases of French �rms. 6, 12, 13, 16, 18, 19, 46, 52, 55, 57, 70, 71, 75, 76,
81, 82, 85, 89–91

�rm size I divide the sample of �rms in three quantiles by gross total capital stock in 2000. I
call �rms in the �rst quantiles small, �rms in the second quantile medium, and �rms in
the top quantile large. 26, 54, 83

insurance contract Incoterm code. A series of three-letter trade terms related to common
contractual sales practices, the Incoterms rules are intended primarily to clearly com-
municate the tasks, costs, and risks associated with the global or international trans-
portation and delivery of goods. 7, 70, 71, 76

invoice currency variable contained in the customs data set after 2011. It is the original
currency in which the merchandise value is speci�ed. 12, 13, 16, 52, 55, 81, 89, 90

invoice valuation A proxy representing the trade value of euros gained purely from the
valuation e�ects that a euro depreciation has on foreign-priced operations, assuming
that prices are fully sticky and there is no volume response of trade. It is a proxy for
an upper bound of valuation e�ects. Its unit of measurement is the euro. One unit
movement of the invoice-weighted exchange rate indices in this paper correspond to
one euro of invoice valuation. 15, 21

legal form I distinguish between joint stock corporations (Société Anonyme, SA) and limited
liability corporations (Société à responsabilité limitée and Société par actions simpli�ée).
Only joint stock corporations can become public. Moreover, SAs have higher disclosure
requirements. For this reason, the legal form of a company is a good proxy for �nancial
constraint of a �rm. 20, 26, 54

manufacturer vs. wholesaler �rm Every business in France is classi�ed under an activity
code entitled APE (Activité Principale Exercée) or NAF code. This code represents the
main activity of the �rm, as assigned by the French statistical agency (INSEE) according
to several survey and administrative records in its possession. I concord the APE code
(which follows the NAF classi�cation) with the one-digit ISIC Rev. 4 classi�cation. Firms
with main activity assigned to the ISIC code C are called manufacturers, �rms with main
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activities assigned to the code G are called wholesalers. Most of the other �rms in my
sample are in the construction sector. 83

market share Following Amiti et al. (2014), I de�ne the market share of a product as the total
value of an eight-digit industry-by-�rm combination over the total four-digit industry
trade �ow. I then assign products to three yearly quantiles of market share. I allow the
products to have market share quantile switching over years. 54

merchandise value at the border Value in euros of the merchandise at the border. It is
available from 2000 through 2017. This value represents FOB/CIF value for exports and
imports. 6, 39

merchandise value in the original invoice ex-VAT value in the actual currency speci�ed
in the invoice. Its value may be dependent on the insurance contract (incoterm code)
chosen by traders. It is available only after 2011. 6, 8, 39

multinational I de�ne a �rm as multinational if it has ever been owned by a group with
a foreign ultimate owner or if the group ever owned �rms with residence outside of
France. I also create a de�nition of multinational �rms that can vary over the years
according to the information contained in LIFI. The results do not change under the
latter measure. To make sure that my de�nition of multinational �rm is valid, I also
crosscheck the de�nition with information contained in OFATS. I extend the de�nition
under those (few) cases in which a �rm with subsidiaries abroad has not been already
de�ned as multinational. 20, 54, 83

nationality Using the LIFI database, I de�ne a �rm to be a multinational if it has ever been
owned by a group with a foreign ultimate owner or if it belongs to a group that ever
owned �rms with residence outside of France. I call all the other �rms “domestic.” I also
create a de�nition of multinational �rms that can vary over the years according to the
information contained in LIFI. The results do not change under the latter measure. To
make sure that my de�nition of multinational �rm is valid, I also crosscheck the de�ni-
tion with information contained in the OFATS database. This allows me to understand
if there is any domestic �rm with subsidiary abroad. If there is, I change their de�nition
to multinational. 26

partner country The extra-EU country on the other side of the trade. It is the country of des-
tination (if export �ux) or country of origin (if import). For the case of import, it’s the
country where the good was originally produced, hence it does not necessarily corre-
spond to the country from which the good has recently been shipped. This information
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is not available for export �ows. 6, 9, 12, 13, 16, 18, 19, 46, 47, 52, 55, 57, 70, 71, 75, 76,
81, 82, 89–91

partner-priced product When the currency used to specify the value of the invoice in cus-
toms declarations is the same as that of the partner country on the other side of the
trade, for example, the US dollar when the partner country is the United States, or the
yen when the partner country is Japan. This de�nition holds for both import and export
transactions. 13, 57, 70, 95

product-level dominant-weighted index This index represents the average post-2011 share
of product value invoiced in the dominant currency and multiplied by the euro-dollar
exchange rate. It represents the dollar invoicing share of a product when the United
States is not the partner country of the transaction. A product is de�ned as a unique
combination of �rm identi�er-6-digit industry code-partner country-trade �ow. In the
majority of cases the dominant share of a product is either 1 or 0.

∆Product-level Dominant Indexfcpet = $-Sharefcpe,Post-2011∆e
e/$
t


f : �rm
p : 6D industry
c : country 6= USA
e : export/import
t : year

. 19, 57, 91

product-level euro-weighted index This index represents the average post-2011 share of
product value invoiced in euros and multiplied by the bilateral exchange rate. A prod-
uct is de�ned as a unique combination of �rm identi�er-6-digit industry code-partner
country-trade �ow. In the majority of cases the euro share of a product is either 1 or 0.

∆Product-level Euro Indexfcpet = e-Sharefcpe,Post-2011∆e
e/c
t


f : �rm
p : 6D industry
c : country/currency
e : export/import
t : year

. 19, 57, 91

product-level partner-weighted index This index represents the average post-2011 share
of product value invoiced in partner currency and multiplied by the bilateral exchange
rate. A product is de�ned as a unique combination of �rm identi�er-6-digit industry
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code-partner country-trade �ow. In the majority of cases the partner share of a product
is either 1 or 0.

∆Product-level Partner Indexfcpet = c−Sharefcpe,Post-2011∆e
e/c
t


f : �rm
p : 6D industry
c : country/currency
e : export/import
t : year

. 19, 57, 91

productivity I estimate �rm-year varying productivity with a standard Levinsohn and Petrin
procedure. First, I compute real output, real tangible capital, and real cost of materials
using two-digit industry-speci�c de�ators of output prices, intermediaries, and capi-
tal from the INSEE National Account Statistics (base year 2014). Output is total pro-
duction, tangible capital is the book value of �xed assets (gross of depreciation), and
cost of materials is the merchandise and raw materials purchases, with their respec-
tive change in inventories. I use the e�ective number of employees to proxy for real
labor costs. I take the two-digit industry-speci�c input shares of production estimated
with the Levinsohn and Petrin procedure to compute each �rm’s productivity Aft as
logAft = logQft− β̂Kind. logKft−−β̂Lind. logLft− β̂Mind. logMft. 22, 23, 25, 26, 54, 60, 65,
84, 85

Rauch classi�cation It follows the industry classi�cation of manufacturing products built
by Rauch (1999). It divides manufacturing goods between products o�cially traded in
organized exchanges, products with informally quoted prices (reference price), and dif-
ferentiated products. 54

subsidiary partner I use information from the OFATS survey to determine whether the �rm
is trading with a country where one of its subsidiaries is active. Whenever I use this
control I limit the sample to the �rms that responds to the OFATS survey. 54

tangible capital acquisition It includes only �xed capital acquisitions declared by the �rm.
It is similar to, but does not coincide with, the benchmark measure of capital expenditure.
For one, tangible acquisitions can never be negative. The original name for this variable
in the FICUS and FARE data sets is investissement corporel, hors apports. 84, 85

tangible capital expenditure Di�erence between the year t and year t−1 of gross tangible
capital stock, meaning the book value of capital stock before depreciation. 25, 84, 85
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trade �ow By trade �ow I mean an identi�er of either extra-EU export �ow or extra-EU
import �ow. 46, 47, 70, 71

transport mode Variable contained in the customs data set after 2011. For exports it’s the
main mean of transport after the French frontier. For imports it’s the main mean of
transport until the French frontier. 70, 71, 76

C Avoid Misspeci�cation under Invoice Currency Price

Stickiness

Consider the benchmark exchange rate transaction sensitivity in equation (1):

∆yjt =
∑
l

Euro︷ ︸︸ ︷
βel D

e
j ∆e

e/p
t−l +

Partner︷ ︸︸ ︷
βPl D

P
j ∆e

e/p
t−l +

Dominant︷ ︸︸ ︷
βDl D

D
j ∆e

e/$
t−l +γDl D

D
j ∆e

$/p
t−l +φxjt+αj +δt×∆ +εjt

(11)
The sensitivity of dollar-priced products is measured against the following decomposition

of the bilateral exchange rate:

∆e
e/p
t ≡ ∆e

e/$
t −∆e

p/$
t . (12)

With stable prices in invoice currency units, estimating sensitivities only from bilateral ex-
change rates can lead to omitted-variable bias. Consider a French exporter selling to a Japanese
consumer with demand function YX(·) at a fully sticky dollar price P̄ $

X . De�ne the bilateral
exchange rate as Ee/U. Sales in euros at time t are:

Saleset = Ee/$t P̄ $
X︸ ︷︷ ︸

Valuation
E�ect

·YX
(
EU/$t P̄ $

X

)
︸ ︷︷ ︸

Demand
E�ect

Sales vary according to two components. The �rst is a valuation e�ect of dollar prices: Ee/$t P̄ $.
The second is the Japanese consumers’ demand response after the price in yen responds to a
yen appreciation: EU/$t P̄ $. Regressing ∆Saleset only on bilateral depreciations ∆e

e/U
t would

mix valuation and demand e�ects, resulting in a bias dependent on the correlation between
∆e
e/$
t and ∆e

U/$
t . Separating the two exchange rate components allows me to study the two

e�ects separately.
For the case of an import �ow, the movements in ∆e

e/$
t and ∆e

p/$
t do not separate valuation

and demand e�ects. With a fully sticky dollar price, movements in the euro-dollar exchange
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rate capture both demand and valuation e�ects of the importer:

Costset = Ee/$t P̄ $
M︸ ︷︷ ︸

Valuation
E�ect

·YM
(
Ee/$t P̄ $

M

)
︸ ︷︷ ︸

Demand
E�ect

However, controlling for ∆e
p/$
t is still important because it keeps �xed the value of the

partner’s currency vis-a-vis the dollar. This has two consequences. First, estimating the ef-
fects of movements in ∆e

e/$
t when ∆e

p/$
t is �xed implies—by de�nition in (12)—estimating a

uniform euro depreciation vis-a-vis all currencies p and the dollar.27 This is exactly the inter-
pretation that I want for the sensitivity estimates. Second, controlling for variation in partner
currency value alleviates concerns about the correlation between exchange rates and unob-
served macroeconomic shocks experienced by trade partners. For instance, emerging market
currencies typically depreciate during an economic crisis. This confounding factor is con-
trolled by ∆e

p/$
t . In practice, I control for ∆e

p/$
t only for the dominant-priced goods case.

Controlling for ∆e
p/$
t does not meaningfully change the sensitivity estimates for the case of

euro- and partner-pricing.28

D Extensions and Robustness

This section addresses the main robustness concerns regarding transaction-level and �rm-
level estimates. The three main concerns with the transaction-level estimates are endogeneity,
attrition bias, and alternative channels confounding the relevance of invoice currencies. I
address each of these concerns �rst. An analysis of the long-term responses also con�rms the
economic validity of the sensitivity estimates. The main concerns with the �rm-level estimates
are the validity of assumptions A1 and A2. I verify that no particular set of shocks drives the
result, that the treatment is balanced on observable characteristics of �rms, and that �nancial
exposure is not likely to drive the results.

D.1 Robustness of Transaction-level Sensitivity to Endogeneity

General equilibrium dynamics a�ecting exchange rates may bias the sensitivity estimates. For
instance, demand shifts co-moving with depreciations may confound the estimates.

27Equation (12) holds for all currencies p in the world, in equilibrium. If ∆e
p/$
t does not move for all p, then it

must be that ∆e
e/$
t and ∆e

e/p
t move by exactly the same amount for all p.

28Table I.3 in the appendix replicates the benchmark results interacting ∆e
p/$
t with all pricing regimes and

dropping year �xed e�ects. The results are similar. Table I.3 also presents a novel test of price stability in invoice
currency terms, an extended version of the horse race test implemented by Gopinath et al. (2016) on aggregate
bilateral �ows.
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To address endogeneity concerns, Table D.1 shows a coe�cient stability test that incre-
mentally saturates the panel variation. Column 1 runs the estimation with no controls. The
sensitivity estimates are similar to the ones in the benchmark speci�cation. Therefore, we
can interpret the sensitivity estimates as average unconditional e�ects, easier to interpret and
aggregate into macroeconomic e�ects. Column 2 adds French and partner country macroe-
conomic controls such as output and in�ation. Columns 3 and 4 add �rm-, industry-, and
country-speci�c �xed e�ects. Column 5 introduces time �xed e�ects, and it corresponds to
the benchmark speci�cation in Table 2. Column 6 controls for �rm-time-industry �xed ef-
fects. In Column 6, the coe�cients on exports can be interpreted as e�ects on markups, while
the coe�cients on imports can be interpreted as controlling for demand shifts. Despite the
saturation level of the speci�cation, the coe�cients remain stable.

Using the Oster (2019) bias estimator, Table D.1 implies a potential upward bias on the
dominant-priced export sensitivity of 0.06 and a downward bias of dominant-priced import
sensitivity of 0.3. In other words, the magnitude of the potential bias is unlikely to o�set the
evidence of higher exchange rate sensitivity of dollar-priced transactions.

D.2 Extensive Margin

In this section I study the extensive margin e�ects of euro depreciations. This investigation
allows me to evaluate a potential attrition bias introduced by focusing on only products being
actively transacted. Table D.2 shows the probability that products either enter or exit the
extra-EU trading market after depreciations. The novelty of this estimation is that it studies
di�erential entry and exit probabilities conditional on the pricing regime of the product. I
study only heterogeneous extensive margin responses of euro-priced and dominant-priced
products. The speci�cation is similar to the benchmark estimation in equation (1), except for
the de�nition of the dependent variables. The outcome to the estimated entry probability
is a dummy equal to 1 when a product is transacted in year t and not transacted in t − 1.
The outcome to the estimated exit probability is a dummy equal to 1 when a product is not
transacted in year t and transacted in year t− 1.

None of the estimated probabilities is signi�cantly di�erent from zero. The estimation has
low power because the invoice currency is observable only from 2011 through 2017. However,
the coe�cients’ magnitudes can still be informative of the potential bias direction. The esti-
mate signs go against the evidence of strategic invoicing in response to exchange rate move-
ments. For instance, Table D.2 shows that more importers enter dollar-invoicing purchases
when the dollar appreciates. These correlations are informative of how the dollar-pricing sen-
sitivities in the benchmark results may be, if anything, downward biased. Extensive margin
responses may also introduce a bias in the �rm-level estimates if the most exposed �rms have
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Table D.1: Yearly Pass-through of a 1 Percent Euro Depreciation, Robustness to Fixed E�ects
Saturation

Dependent variable: ∆Valuee

(1) (2) (3) (4) (5) (6)

Panel A. Exports

Euro ×∆e(e/ Partn.) 0.361∗∗∗ 0.393∗∗∗ 0.352∗∗∗ 0.336∗∗∗ 0.318∗∗∗ 0.321∗∗∗
(0.055) (0.066) (0.062) (0.076) (0.082) (0.097)

Partner ×∆e(e/ Partn.) 0.627∗∗∗ 0.689∗∗∗ 0.574∗∗∗ 0.525∗∗∗ 0.531∗∗∗ 0.714∗∗∗
(0.173) (0.156) (0.124) (0.164) (0.168) (0.199)

Dominant ×∆e(e/ $) 0.691∗∗∗ 0.694∗∗∗ 0.630∗∗∗ 0.632∗∗∗ 0.646∗∗∗ 0.839∗∗∗
(0.101) (0.106) (0.097) (0.135) (0.144) (0.202)

Observations 2M 2M 2M 2M 2M 2M
R2 0.001 0.004 0.033 0.327 0.326 0.552

Panel B. Imports

Euro ×∆e(e/ Partn.) 0.088 0.243∗∗∗ 0.254∗∗∗ 0.317∗∗ 0.167 0.026
(0.075) (0.090) (0.098) (0.159) (0.169) (0.241)

Partner ×∆e(e/ Partn.) 0.763∗∗∗ 0.997∗∗∗ 0.976∗∗∗ 0.997∗∗∗ 0.883∗∗∗ 0.946∗∗
(0.120) (0.081) (0.093) (0.191) (0.196) (0.426)

Dominant ×∆e(e/ $) 0.589∗∗∗ 0.737∗∗∗ 0.787∗∗∗ 0.799∗∗∗ 0.794∗∗∗ 0.824∗∗
(0.158) (0.085) (0.114) (0.223) (0.175) (0.321)

Observations 1.4M 1.4M 1.4M 1.4M 1.4M 1.4M
R2 0.001 0.004 0.050 0.359 0.360 0.823

French GDP, CPI ! ! !

Partner GDP, CPI ! ! ! ! !

Firm !

Industry code !

Country !

Invoicing !

Firm × Ind. × Count. × Inv. ! !

Year × ∆ !

Firm × Ind. × Year × ∆ !

Ind. × Country × Inv. !

Note: Yearly sensitivity regression estimated as in equation (1) on unbalanced panel of manufacturing products in
the extra-EU trade customs data set from 2011 through 2017. ∆ is de�ned as the period between two transactions,
often but not always coinciding with one year. ∆e(i/j) represents the log di�erence in yearly average value of
currency i in units of currency j. An increase in ∆e(i/j) means a depreciation of currency i. I include one lag
for all the exchange rates. Standard errors are clustered by country × year.51



Table D.2: Extensive Margin E�ects of Euro Depreciations

Exports Imports
Entry Exit Entry Exit

(1) (2) (3) (4)
Euro ×∆e(e/ Partn.) 0.014 -0.057 -0.033 0.002

(0.055) (0.132) (0.097) (0.302)

Dominant ×∆e(e/ $) 0.040 -0.060 0.057 -0.049
(0.057) (0.136) (0.178) (0.413)

Dominant ×∆e(Partn. / $) -0.016 0.084 0.138 -0.013
(0.052) (0.130) (0.190) (0.423)

Observations 18.9M 6.4M 13.7M 4.4M
R2 0.149 0.697 0.133 0.705

Note: This table studies the extensive margin response to a euro depreciation from 2011 through 2017. I show the
estimates of a linear probability model for product entry P(Enteredt = 1 |Enteredt−1 = 0), or exit P(Enteredt =
0 |Enteredt−1 = 1) in the extra-EU trading market. A product is de�ned as a unique combination of �rm
identi�er-8-digit industry code-country-invoice currency. I estimate a separate probability of entry and exit
for dominant-priced and euro-priced products. Partner pricing cannot be estimated due to the low rates of entry
and exit observed for this pricing regime. Controls include partner country GDP and CPI in�ation, with product,
and year �xed e�ects. Standard errors are clustered by year × country. Table I.12 replicates this estimation with
a probit model, showing that the coe�cients are virtually unchanged.
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di�erential e�ects on their product mix after depreciations. Table I.13 in the Appendix shows
how di�erential extensive margin responses of highly exposed �rms are unlikely to generate
upward bias in the estimates. Finally, Table I.14 shows how invoice currency switches do not
imply a large attrition bias.

D.3 Heterogeneities in Transaction Sensitivities

Heterogeneities underlying the estimation of transaction-level sensitivities raise two concerns.
First, alternative economic channels correlated to the invoice currency distribution may better
explain the observed di�erential sensitivities. This case does not necessarily harm identi�ca-
tion, but it can change the interpretation and external validity of this study. Second, if a
speci�c subgroup of �rms or products drives the transaction-level results, invoice currency is
not a good proxy for operational currency exposure of �rms. This is especially important in
light of the aggregation analysis to the �rm and macroeconomic level in Sections 5 and 6.

I test whether dominant-priced products consistently imply higher value sensitivities to
exchange rates than euro-priced ones across a battery of alternative pass-through determi-
nants. I modify speci�cation (1) to

∆yjt =
∑
h

Euro Pass-through︷ ︸︸ ︷
β̃hQ

h
jt ·∆e

e/p
t +

Additional Partner Pass-through︷ ︸︸ ︷
β̃Ph D

P
j ·Qh

jt ·∆e
e/p
t +

Additional Dominant Pass-through︷ ︸︸ ︷
β̃D
h DD

j ·Qh
jt ·∆e

e/$
t

+ γ̃DDD
j ·Qh

jt ·∆e
$/p
t + φxjt + αj + δt + εjt (13)

There are two di�erences compared with the benchmark speci�cation in (1). First, I in-
teract all sensitivity estimations with quantile bins or categories of an alternative explanatory
variable Qh

jt. Second, the coe�cient of interest, β̃Dh , is interpreted as an additional sensitivity
to euro depreciation compared with euro-priced goods. Speci�cation (13) non-parametrically
tests whether the higher exchange rate sensitivity of dominant-priced goods is ever knocked
down by an alternative heterogeneous pass-through explanation. If no β̃Dh is statistically dif-
ferent from zero for all h, then the level of Qh

jt captures the heterogeneous sensitivities better
or as well as the invoice currency.29

Figure D.1 shows the estimates of speci�cation (13) for several alternative pass-through
channels. The channels are:

29I do not rule out that combining all the channels tested in this section could explain pass-through as well
as invoice currency choice. However, a multiple-factors estimation would make the coe�cients more sensitive
to the speci�cation, harder to aggregate to the �rm level, and less intuitive. Further, some of these alternative
variables are not available in standard data sets.
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• Rauch classi�cation: This is more of a falsi�cation test. The �rst line of Figure D.1
shows that when prices are established in a centralized market with daily price updates,
invoice currency does not matter, as theory predicts (Engel 2006, Gopinath et al. 2010).

• market share: Previous studies show that the market share of a product is an impor-
tant determinant of exchange rate pass-through into import prices.30 I observe greater
exchange rate sensitivities of dominant-priced goods conditional on any market share
level.

• subsidiary partner or multinational: I �nd that greater sensitivities of dominant-
priced transactions are not explained by the fact that currency choices are related to
intra-�rm trade. Nor do dominant-priced products lose their additional sensitivity when
the transacting �rm is a multinational or a domestic corporation. This addresses con-
cerns about the characteristics of intra-�rm trade and transfer pricing (Vicard 2015).

• dollar trade over sales or costs: The share of dollar-invoiced inputs is both a determi-
nant of export price pass-through and of invoice pricing choices (Gopinath et al. 2010,
Chung 2016, Amiti et al. 2018). Stronger exchange rate sensitivities of dollar-priced ex-
ports may simply re�ect �rms with high dollar costs selecting into dollar export pricing.
On the other hand, �rms may be more willing to accept dollar-priced costs when they
know that a large share of their sales are in dollars. These selection scenarios still mean
that invoice currency matters, but they imply a systematic absence of �rm-level expo-
sure and markup sensitivities. Controlling for these channels, I �nd that dollar-priced
transactions are still more sensitive than euro-priced ones.

• �rm size and productivity: Firm size and productivity both determine pass-through
(Berman et al. 2012, Goldberg and Tille 2016). The literature mostly justi�es this as
a market share e�ect. I observe larger exchange rate sensitivities of dominant-priced
goods conditional on �rm size and productivity.

• �nancial constraint or legal form: Financially constrained �rms are often associated
with higher pass-through (Strasser 2013). However, even conditional on this channel,
dollar-priced goods are more sensitive to exchange rate shocks.

30Import price pass-through to exchange rates is U-shaped vis-a-vis the size of the product’s market share
(Feenstra et al. 1996, Amiti et al. 2016, Auer and Schoenle 2016, Garetto 2016). Very small �rms will pass through
the shock to consumers because they have little market share to lose, while large �rms will pass through exchange
rate �uctuations because they dominate the movement in the industry price. Devereux et al. (2017) adds to this
result that the market share of the buyer matters too, given that larger importers are more productive and have
a higher elasticity of import demand. Devereux et al. (2017) links this �nding with evidence in line with optimal
invoice currency choice conditional on market share.
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Figure D.1: Di�erential Dominant Invoicing Pass-through by Heterogeneity
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Note: This �gure tests whether dominant-priced goods have signi�cantly stronger exchange rate sensitivity than
euro-priced goods, conditional on a battery of alternative explanations for heterogeneous exchange rate pass-
through. I estimate the coe�cients in this �gure with a speci�cation following equation (13). A signi�cant
coe�cient in this �gure implies that at the speci�ed level of the alternative channel being tested, dollar-priced
goods have transaction values (in euros) more sensitive to the exchange rate shocks than euro-priced goods.
Section D.3 and the Glossary explain the de�nition of each channel and its relation to the literature. Controls
include partner GDP and CPI in�ation, together with �rm identi�er-by-8-digit industry code-by-partner country-
by-invoice currency, and year �xed e�ects. The 95 percent con�dence intervals are computed from standard error
values clustered by year × country.
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D.4 Long-term Dynamics of Transaction Sensitivities

This paper focuses on the importance of invoice valuation e�ects in the short term. However,
long-run dynamics are a useful extension in this context. First, long-run dynamics may imply
swings in �rms’ expected pro�tability that can change the interpretation of the investment
and employment e�ects estimated in Section 5.4. Second, they shed light on whether standard
competitive depreciation forces are still at play.

Figure D.2 shows the cumulative e�ects on prices, volumes, and transaction values of a 1
percent euro depreciation after three years from the shock. The evidence on price stability in
invoice currency holds in the long run for all invoice regimes.31 Volumes are more sensitive
to currency �uctuations in the long run. In particular, import volumes of dominant-priced
products change from an almost zero response after the �rst year to a 0.6 percent decrease
after three years. This evidence is in line with expenditure switching forces toward domestic
goods. Volumes of euro-priced inputs also decrease, but their response is not signi�cantly
di�erent from zero, in line with the fact that after a depreciation, euro-invoiced prices do not
increase as much as dollar-priced ones.32

Within the one-year horizon, valuation e�ects are larger than volume e�ects. This leads
dollar-priced transactions to generate larger short-run cash �ow e�ects for both export and
import �ows. However, two years after the depreciation, volume responses increase and have
magnitudes comparable to the valuation e�ects. This delayed pickup in volume responses
implies that euro- and dominant-priced transaction values do not have di�erential exchange
rate sensitivities after two years following the shock.

D.5 Shock Visualization and Balance Test

Borusyak et al. (2018) show how shift-share estimates can be obtained from a just-identi�ed IV
regression estimated at the level of the shift shocks (in my case, time). I describe a simpli�ed
application of this result in my setting.

I can rede�ne the normalized dominant-weighted index in (6) as

IDf,t
Kf,t0

= ĨDft = sDf ∆e
e/$
t where sDf =

∑
c 6=USA

Ẽxports
D

ft0c
− ˜Imports

D

ft0c

Kft0

.

This de�nition clearly separates the share component, sDf , and the shift component, ∆e
e/$
t . sDf

is the net share of exposure to dominant-priced operations, relative to the company’s initial
31This is in line with the evidence in Gopinath et al. (2010).
32Volume responses of partner-priced imports do not signi�cantly decrease after a depreciation. The stability

of partner-priced volumes may be due to speci�c characteristics of dollar-priced imports from the United States.
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Figure D.2: Long-term Impulse Response Sensitivities to a 1 percent Euro Depreciation
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Note: This �gure replicates the estimation in speci�cation (1) at a yearly frequency with one contemporaneous
e�ect and two lags. No coe�cients with a lag larger than two are signi�cant. The graphs represent the cumulated
response of changes in prices (in euros), volumes, and values (in euros) after a uniform 1 percent euro depreci-
ation. The sample includes all yearly extra-EU transactions from 2000 through 2017. The euro-, partner-, and
dominant-indices for the estimations are akin to a euro depreciation shock interacted with a dummy for euro-
pricing, partner-pricing, or dominant-pricing of the product (see the Glossary for more details on their de�nition).
A product is de�ned as a unique combination of 6-digit industry code-�rm identi�er-partner country. Controls
include partner country GDP growth, CPI in�ation, product and year �xed e�ects. The 95 percent con�dence
intervals are computed from standard errors clustered by year × country.
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capital stock Kft0 .33

Rede�ne speci�cation (8) in its residualized version:

Ỹ ⊥ft = βDĨD⊥ft + εft. (14)

Ỹ ⊥ft and ĨD⊥ft are the residuals from the projection of the dependent variable and the dominant-
weighted index on the controls of speci�cation (8).

Then, the following second-stage regression with instrument ∆e
e/$
t can recover βD (see

Appendix G):

̂̃
Y ⊥t = βD

̂̃
ID⊥t + εt. (15)

For any given time t, ̂̃Y ⊥t and ̂̃ID⊥t are the sum across all French �rms of the residualized
dependent variable and dominant-weighted index, weighted by the dominant-exposure shares
sDf . ̂̃Y ⊥t is the proxy for the macroeconomic level of the dependent variable of interest Yt,
with more weight given to �rms exposed to dominant pricing. εt coincides exactly with the
aggregate structural residual de�ned in the identi�cation assumptions A1 and A2.

The estimation in (15) clari�es my identi�cation strategy. Euro-dollar �uctuations are the
instrumental variable. The invoice-weighted index is the covariate variable of interest, which
in turn a�ects the outcome. The key identifying assumption is that exchange rate movements
are independent of unobserved potential outcomes of �rms highly exposed to dominant pric-
ing. The relevant identifying variation is at the yearly level.

The equivalence result in (15) can help one visualize whether a certain set of outlier shocks
is driving the results. In particular, Figure D.3 shows the relation between the macroeconomic

weighted level of tangible capital expenditures
̂̃

CAPEX
⊥
t and each year’s depreciation shock.34

No single shock drives the positive relation between depreciation and weighted capital ex-
penditure. Figure D.3 also highlights that depreciation episodes are not aligned with macroe-
conomic or �nancial shocks experienced by France. 35

33The shares do not sum to 1, nor are they always positive, but nothing in the results of Borusyak et al. (2018)
requires that shares be non-negative. I thank Kirill Borusyak for pointing out how their forthcoming paper shows
that under some circumstances the heterogeneous treatment e�ect interpretation of the estimates may require
non-negativity of shares.

34Figure D.3 shows all the currency shocks present in the invoice-weighted index rather than in the dominant-
weighted index. This is simply to show that most of the sensitivity of French �rms arises from �uctuations in
the euro-dollar value.

35For example, French banks’ cross-border US dollar liabilities to institutions in the United States collapsed
in the summer of 2011 (Berthou et al. 2018). The European debt crisis started in early 2010 and disappeared
by the end of 2015. But from 2010 to 2014, the yearly euro-dollar index oscillated between appreciations and
depreciation, with no clear pattern identifying the worst years of the crisis. France was on a peak-to-trough
economic contraction for most of 2002, 2008, 2012, 2015, and 2016.

58



Figure D.3: Main Speci�cation Transformed and Run at the Currency-time Level
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Note: Relation between the weighted level of tangible capital expenditures and euro-dollar depreciations for
each year of the sample. The relation represents the reduced-form equivalent of the estimation in equation
(15). This exercise tests whether any outlier exchange rate shock is likely to drive the estimates. The weighted
capital expenditure is computed as CAPEX⊥t =

∑
f s

D
f CAPEX⊥t . Where CAPEX⊥ft represents the residual capital

expenditure of �rm f from a projection on the controls used in the benchmark estimation (8). CAPEX⊥ft is
weighted by the net dominant-price exposure of each �rm sDf . sDf is computed as the nominal exposure in
dominant-priced activities in 2000 over total capital stock of the �rm in 2000. Euro-dollar depreciations are
computed as yearly log di�erences of the average euro value per dollar units.
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Figure D.4: Correlation between Residualized Dominant-weighted Index and Lagged Variables
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Note: Balance test of the standardized dominant-weighted index, as de�ned in equation (6), on residualized and
standardized lagged balance sheet variables. The residuals are extracted from projecting the lagged variable of
interest on all the controls of the benchmark speci�cation in (8). Controls include twice lagged productivity,
sales growth, and dependent variable, and year, �rm, 3-digit industry code-by-year, and trade exposure-by-year
�xed e�ects. The �gure tests whether the treatment variable is balanced across observable �rm characteristics.
Standard errors for the 95 percent con�dence intervals are clustered by year only.
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Finally, to verify that the invoice valuation e�ects are likely not driven by unobservable
�rm characteristics, Figure D.4 shows a balance test between the dominant-weighted index
and several lagged balance sheet variables. A signi�cant correlation in this balance test could
point to pre-trends of �rm dynamics correlated with exchange rate depreciations. All the
�rm characteristics in the sample are balanced for dominant-weighted invoice index shocks.
Table I.8 in the Appendix also shows how estimates change as I gradually add �xed e�ects.
The �rm-level sensitivities remain fairly stable, but less so than in the same test applied for
transaction-level sensitivities.

E FromTransaction to FirmSensitivities: A StylizedModel

In this Section, I build a stylized model to understand how to aggregate product-level estimates
to the �rm level and give intuition behind real decisions of companies. Product-level valuation
e�ects aggregate up in a straightforward index of weighted exchange rate shocks, where the
weights represent the aggregate activities invoiced in foreign currencies. In a world with
sticky prices in invoice currency, trade-weighted e�ective exchange rates capture neither the
valuation e�ect nor the competition e�ect of currency �uctuations. Rather, they are more
likely to capture demand and supply shocks of trading partners. Finally, valuation e�ects can
boost investment by increasing �rm liquidity and pro�tability, and these e�ects are hard to
disentangle.

Consider a two-period, fully sticky-price partial equilibrium model of French �rms. All
prices are preset at the beginning of time, and �rms cannot adjust them. The sources of un-
certainty are exchange rates, idiosyncratic �rm productivity, and country-speci�c demand.
Demand and productivity shocks represent two possible sources of omitted-variable bias.

A French �rm starts operations in period 1 with a �xed set of invoice currencies and preset
prices. I do not explicitly model price setting or invoicing currency choice for two reasons.
First, such a model better re�ects my empirical strategy, which is agnostic to the determinants
of currency choice but observes a high level of stickiness in prices and currency switching.
Second, the results would remain the same even with endogenous currency choices and price
setting, as long as a micro foundation for price stability in invoice currency is introduced in
the model.

The �rm sells one good in both France and Japan. The price for French consumers is preset
in euros. In Japan, some consumers have contracted a preset price in dollars and others have
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contracted their price in euros. The French �rm faces the following demand functions:

France: YFt =

(
P̄eF
PF

)−ρF
DFt

Japane: Y eJt =

(
EU/et P̄eJ
PJ

)−ρeJ
DJt

Japan$: Y $
Jt =

(
EU/$t P̄ $

J

PJ

)−ρ$J
DJt

Demand shocks DFT and DJt are country speci�c and occur in both periods 1 and 2. P̄ c
i

is the currency c-unit price of the good sold in country i for customers subject to c-invoicing.
The upper bar signals that P̄ c

i cannot change over time. Aggregate country prices Pi are
also constant over time for simplicity. The exchange rate EU/e is de�ned as yens per unit
of euro. The elasticities of substitution of euro- and dollar-pricing consumers are di�erent
from each other to allow for possible endogenous selection of invoice currency on consumer
characteristics (an unobserved dimension in the data set).

Production employs a combination of labor Lt, capital Kt determined at time t − 1, and
dollar-invoiced imported intermediate inputs Xt in a Cobb-Douglas production function that
includes �rm-speci�c productivity At:

Yt = AtLt
αLKαK

t Xt
α$ ; αL + αK + α$ = 1

α$ is the share of dollar-priced inputs, observable from customs declarations. Denote W̄ as
the constant wage in France, ī as the nominal rental rate of capital, and P̄ $

X as the sticky dollar
price of intermediary materials. To re�ect the low sensitivity of import volumes to exchange
rates found in Section 4, there can be no expenditure switching into domestic materials. Nom-
inal marginal costs are de�ned as:

MCt(At, Ee/$) =
(W̄ )αL (̄i)αK (Ee/$t P̄ $)α$

Atα
αL
L ααK

K α
α$

$

The pro�t at time t is de�ned as:

Πt =

RevenuesFt︷ ︸︸ ︷
P̄e · YF (P̄e;DFt) +

Revenues$Jt︷ ︸︸ ︷
Ee/$P̄ $ · Y $

J (EU/$t P̄ $;DJt) +

RevenueseJt︷ ︸︸ ︷
P̄e · Y eJ (EU/et P̄e;DJt) (16)

−MC(At; Ee/$) · Yt︸ ︷︷ ︸
Costt
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YF (·) is the demand function of French consumers, Y $
J (·) is the demand function of Japanese

customers with sticky dollar price, and Y eJ (·) is the demand of Japanese customers with sticky
euro price. Yt is total production.

Assuming that the log changes of exchange rates, idiosyncratic productivity, and demand
have a normal distribution and are correlated, we can write the following expression of pro�t
at time t, conditional on expectation at time t− 1:36

Πt = Et−1[Πt]

Valuation E�ect︷ ︸︸ ︷
+(Et−1[Rev.$Jt]− α$Et−1[Costt])∆ee/$t (17)

Competition E�ect︷ ︸︸ ︷
−ρ$

J(Et−1[Rev.$Jt]− Et−1[Cost$
Jt])∆e

U/$
t + ρeJ (Et−1[Rev.eJt]− Et−1[CosteJt])∆e

e/U
t (18)

Japanese Demand Shock︷ ︸︸ ︷
+(Et−1[Rev.Jt]− Et−1[CostJt])∆dJt (19)

+

Productivity Shock︷ ︸︸ ︷
Et−1[Costt]∆at +

Domestic Demand Shock︷ ︸︸ ︷
(Et−1[Rev.Ft]− Et−1[CostFt])∆dFt (20)

+ covariance (∆e
e/U
t ; ∆e

U/$
t ; ∆dit; ∆at) (21)

Expression (17) shows how to capture valuation e�ects when prices are stable in invoice
currency. It also highlights limitations of previous approaches in the literature.

To clarify such limitations, suppose invoice currency pricing for each �rm is randomized
(I will relax this assumption in Section 5). First, a standard trade-weighted bilateral exchange
rate index using Japanese exports and imports as shares does not capture competition e�ects
in (18). Expression (18) multiplies yen-dollar and euro-yen depreciations with unobservable
product-speci�c markups, rather than trade-weighted sales to Japan. Second, (19) highlights
that demand shocks have the same weighting structure as trade-weighted e�ective exchange
rates. Therefore, trade-weighted indices do not capture the correct market share e�ects and are
also more likely to capture unobserved demand and supply e�ects. This is especially true when
studying exchange rates of developing countries. The dollar pricing index in (17) does not have
the same problem because dollar-invoiced activities do not coincide with trade activities.37

36The proof of this decomposition is in Appendix H. A similar expression arises from a �rst-order approxima-
tion of equation (16) around its steady state. The fact that (17) identi�es a �rst-order e�ect highlights that the
focus of this paper is on currency mismatching and not on risk-related e�ects of exchange rate �uctuations.

37The dollar pricing index would do a better job of disentangling country-speci�c demand e�ects even if the
model assumed that demand variation is exactly invoicing-country speci�c: ∆dict. In this scenario, demand
shock weights would coincide with index weights. However, demand shock variation does not coincide with ex-
change rate variation. Demand shocks would be country-invoicing-time speci�c, while the euro-dollar exchange
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Moreover, dollar-invoiced revenues from Japan Rev.$Jt and total dollar-invoiced costs α$Costst
are perfectly observable in the data set. Product-speci�c markups of exported products are
not. Most trade-weighted indices typically use total sales and costs to proxy for the correct
amount.

At the end of period 1, the French producer chooses how much to invest. Production and
death are in period 2. For simplicity, I do not include a discount factor. The entrepreneur can
pay for investment with internal funds Π1 or external fundsB. External funds have a quadratic
cost C(B). Borrowing costs can be micro-founded by agency problems. They motivate the
notion that the Modigliani-Miller hypothesis must fail in order for cash �ow e�ects to impact
investments. In period 1, the French producer solves:

maxE1[Π2(A2, E j/$2 , K1 + I1)]− I1 − C(B) s.t.

Internal + External Funds I1 = Π1 +B

Cost of debt C(B) =
1

2

(
B

K1

)2

K1

The solution is:

I1

K1

=
1

K1

Π1(∆e
j/$
1 ; ∆a1; ∆dJ1) + E1[Π′(∆e

j/$
2 ; ∆a2; ∆dJ2|∆ej/$1 ; ∆a1; ∆dJ1)]− 1 (22)

There are two main e�ects determining investment decisions. The �rst, a liquidity e�ect,
is due to the fact that internal funds are cheaper than acquiring debt. The second e�ect repre-
sents the expected marginal pro�tability of investing an additional unit of capital, the q-theory
element.

Exchange rate �uctuations can impact both current cash �ows and future pro�tability. To
understand this, assume exchange rates are unit root processes, as empirical studies repeatedly
demonstrate. When prices do not reset in period 1, exchange rate shocks will permanently
change the pro�t levels coming from dollar-priced goods relative to euro-invoiced goods. The
result is a level increase of expected dollar activities at time 1 E1[RevenuesjJ2] in (17). This is
not caused by �nancial constraints. The exchange rate shock changes the optimal �rm size,
and that is why investment occurs.

Contemporaneous pro�tability shifts prevent me from instrumenting current cash �ows
with the invoice-weighted exchange rate index to measure investment sensitivity. The exclu-
sion restriction on the relation between current cash �ows and exchange rate does not hold

rate is time speci�c.
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unless I control for pro�tability. I will instead run a reduced-form regression of investment
on invoice-weighted exchange rate shocks. I treat currency �uctuations as-good-as-randomly
assigned, but I cannot distinguish between a liquidity e�ect or a pro�tability shock. However,
I provide suggestive evidence that most e�ects are signi�cant for only small and �nancially
constrained �rms.38

F Decomposition of Invoice Valuation E�ects

Figure F.1: Decomposition of 1 Percent Euro Depreciation Shock into Cash Flow Pass-through
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Note: This �gure deconstructs the e�ect of 1 euro of invoice valuation on cash �ow components of �rms. All the
e�ects are computed from separate estimations of the components of interest, following the benchmark �rm-level
speci�cation in equation (8). The e�ects refer to the dominant-weighted exchange rate index component. The
labels within each bar chart show the magnitude of the coe�cients. For the case of issues, dividends, and �nancial
income, the sign of the regression is �ipped to re�ect the correct contribution as shown in the accounting identity
(23). Controls include lagged productivity, lagged sales growth, the lagged dependent variable, year, �rm, 3-digit
industry code-by-year, and trade activity-by-year �xed e�ects. All the e�ects are signi�cant at the 5 percent level
except dividends and ∆ Debt.

This section deconstructs the full e�ects of a euro depreciation on the activity of French
companies. Following Lewellen and Lewellen (2016), I decompose cash �ows in the following
accounting identity:

38Other channels not included in this model but that are potentially correlated to exchange rates and prof-
itability are complementarities between R&D and foreign sourcing (Bøler et al. 2015)
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Cash Flows∗ ≈ ∆Cash Reserves + ∆Net Working Capital + Tot. Capital Expenditure

−∆Debt− Issues + Dividends− Financial Income (23)

The symbol ∆ in this equation means a simple year-on-year di�erence, not a log dif-
ference. Cash Flows∗ in (23) do not represent gross operating pro�ts. Cash Flows∗ include
extraordinary income; deferred taxes; the unremitted portion of earnings in unconsolidated
subsidiaries; losses from the sale of property, plant, and equipment; and other funds from op-
erations. Consolidated cash �ows are not fully retrievable from the data set used in this paper,
because each �rm represents a legal entity rather than a consolidated business. However, since
most results are driven by small domestic �rms, the relation still holds approximately when
I estimate the pass-through of an invoice-weighted exchange rates on all the components in
(23) separately.

This allows me to deconstruct the full �rm’s cash �ow pass-through caused by 1 euro of
invoice valuation. Figure F.1 shows the composition of the pass-through e�ects on operational
cash �ows. There is an e�ect of 5 cents on the dollar for total capital expenditure (the e�ects
on investment are higher than in Table 4 because they include intangible and �nancial capital
expenditures). The other two most important responses in �rms’ balance sheets are �rms’
changes in reserves and their changes in net working capital. The fact that dividends, issues,
and debt mostly do not respond is likely due to the results being driven by small �nancially
constrained �rms. A small part of the e�ects on operational cash �ows are o�set by net �nan-
cial income (4 cents on the euro). Net working capital and cash reserves are, on average, more
important instruments of shock absorption for �rms in my sample.

G Proofs

G.1 First-order Valuation E�ects of Toy Model in Section E

Rewrite the pro�t equation in (16) by decomposing the total cost into production costs of the
goods sold in France (CostsFt), costs of the dollar-priced goods sold in Japan (Costs$

Jt), and

66



costs of the euro-priced goods sold in Japan (CostseJt).

Πt =

RevenuesFt︷ ︸︸ ︷
P̄e · YF (P̄e;DFt) +

Revenues$Jt︷ ︸︸ ︷
Ee/$P̄ $ · Y $

J (EU/$t P̄ $;DJt) +

RevenueseJt︷ ︸︸ ︷
P̄e · Y eJ (EU/et P̄e;DJt)

−MC(At; Ee/$) · YF (P̄e;DFt)︸ ︷︷ ︸
CostsFt

−MC(At; Ee/$) · Y $
J (EU/$t P̄ $;DJt)︸ ︷︷ ︸

Costs$Jt

−MC(At; Ee/$) · Y eJ (EU/et P̄e;DJt)︸ ︷︷ ︸
CostseJt

Multiply and divide each component by its conditional expected value at time t − 1. Then,
for each revenue and cost component, de�ne its unexpected variation as ∆x = logXt −
logEt−1[Xt].

Πt =
Rev.Ft

Et−1[Rev.Ft]
Et−1[Rev.Ft] +

Rev.$Jt
Et−1[Rev.$Jt]

Et−1[Rev.$Jt] +
Rev.eJt

Et−1[Rev.eJt]
Et−1[Rev.eJt]

− CostsFt
Et−1[CostsFt]

Et−1[CostsFt]−
Costs$

Jt

Et−1[Costs$
Jt]

Et−1[Costs$
Jt]−

CostseJt
Et−1[CostseJt]

Et−1[CostseJt]

=(∆rev.Ft + 1)Et−1[Rev.Ft] + (∆rev.$Jt + 1)Et−1[Rev.$Jt] + (∆rev.eJt + 1)Et−1[Rev.eJt]

− (∆costsFt + 1)Et−1[CostsFt]− (∆costs$
Jt + 1)Et−1[Costs$

Jt]− (∆costseJt + 1)Et−1[CostseJt]

Assume that the stochastic unexpected component of the model’s shocks has a multivariate
log-normal distribution where all shocks are potentially correlated:

∆e
e/$
t

∆e
U/$
t

∆dFt

∆dJt

∆at

 ∼ N (µ, Ω) for all t
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I can rewrite each unexpected component of revenue and cost in the pro�t function as:

∆revFt =∆dFt −
1

2
σ2
F

∆rev$
Jt =∆e

e/$
t − ρ$

J∆e
U/$
t + ∆dJt

− 1

2

(
σ2
e + ρ$

J

2
σ2
U + σ2

J − 2ρ$
Jσe,U − 2ρ$

JσJ,U + 2σe,J

)
∆reveJt =ρeJ∆e

e/U
t + ∆dJt

− 1

2

(
ρeJ

2
σ2
e + ρeJ

2
σ2
U + σ2

J + 2ρeJσe,U + 2ρeJσe,J + 2ρeJσJ,U

)
∆costsFt =α$∆e

e/$
t −∆at + ∆dFt

− 1

2

(
α2

$σ
2
e + σ2

a + σ2
F − 2α$σe,a + 2α$σe,F − 2σa,F

)
∆costs$

Jt =α$∆e
e/$
t −∆at − ρ$

J∆e
U/$
t + ∆dJt

− 1

2

(
α2

$σ
2
e + ρ$

J

2
σ2
U + σ2

a − 2ρ$
jα$σe,U + 2ρ$

jσa,U − 2α$σe,a

)
∆costseJt =α$∆e

e/$
t −∆at + ρeJ∆e

e/U
t + ∆dJt

− 1

2

(
(α$ + ρeJ )2σ2

e + ρeJ
2
σ2
U + α2

$σ
2
a + 2(α$ + ρeJ )ρeJσe,U − 2(α$ + ρeJ )σe,a − 2ρeJσU,a

)
Where σ2

e, σ2
U, σ2

F , σ2
J , and σ2

a are the variances of the log shocks in euro per dollar exchange
rate, yen per dollar exchange rate, French demand, Japanese demand, and French productivity,
respectively. σi,j is the covariance between the variable i and j. The expressions above imply
that the pro�t function can be rewritten as:

Πt =Et−1[Πt]

+ (Et−1[Rev.$Jt]− α$Et−1[Costst])∆ee/$t

− ρ$
J(Et−1[Rev.$Jt]− Et−1[Costs$

Jt])∆e
U/$
t + ρeJ (Et−1[Rev.eJt]− Et−1[CostseJt])∆e

e/U
t

+ (Et−1[Rev.Ft]− Et−1[CostsFt])∆dFt + (Et−1[Rev.Jt]− Et−1[CostsJt])∆dJt
+ Et−1[Costst]∆at
+ variance-covariance terms

The expression above coincides with equation (17) in the stylized model. Equation (17)
is useful for understanding a source of bias that can arise when estimating valuation e�ects
using only an invoice-weighted index and a trade-weighted control (as in columns 2, 5, and 8
of Table 4). Rewriting all the competition e�ects from Japanese sales as a function of bilateral
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euro-yen exchange rates, the pro�t function becomes

Πt =Et−1[Πt] (24)

+ (Et−1[Rev.$Jt]− α$Et−1[Costst])∆ee/$t (25)

+ ρ̃J(Et−1[Rev.Jt]− Et−1[CostsJt])∆ee/Ut (26)

− ρ$
J(Et−1[Rev.$Jt]− Et−1[Costs$

Jt])∆e
e/$
t (27)

+ (Et−1[Rev.Ft]− Et−1[CostsFt])∆dFt + (Et−1[Rev.Jt]− Et−1[CostsJt])∆dJt (28)

+ Et−1[Costst]∆at (29)

+ covariance terms b/w shocks (30)

where ρ̃J = ρeJ − ρ$
J . The component in (25) represents the invoice-weighted index capturing

invoice valuation e�ects. The component in (26) represents the trade-weighted exchange rate
control. The component in (27) is not captured by either the invoice-weighted index (25) or
the trade-weighted index in (26). This unobserved component likely would correlate with the
invoice-weighted index and cause downward bias. This is why columns 2, 5, and 8 of Table 4
are not the benchmark speci�cation, and why I use the four di�erent invoice-weighted indices
in (4)-(7) as my benchmark speci�cation.

G.2 Equivalence of Shift-share Estimation with Time-level IV Esti-
mation

Taking the de�nition of the dominant-weighted index estimator in equation (14), I can show
that

β̂D =

∑TF
ft Ĩ

D⊥
ft Ỹ

⊥
ft∑TF

ft Ĩ
D⊥
ft Ĩ

D⊥
ft

=
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ftỸ
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ft Ĩ
D
ftĨ
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=
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t Ỹ ⊥ft∑

t

∑
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t ĨD⊥ft

=

∑
t ∆e
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t

∑
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D
f Ỹ

⊥
ft∑

t ∆e
e/$
t

∑
f s

D
f Ĩ

D⊥
ft

=

∑
t ∆e

e/$
t
̂̃
Y ⊥t∑

t ∆e
e/$
t
̂̃
ID⊥t

The last equality corresponds to an instrumental variable estimation where the second
stage corresponds to projecting ̂̃Y ⊥t on ̂̃ID⊥t , and the instrument is ∆e

e/$
t .

H Micro andAggregateDominant InvoicingUse overTime

This study o�ers one of the longest periods of observable invoice currency choices for a de-
veloped country. Table H.1 shows product-level dynamics of currency switching over years.
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Table H.1: Invoicing Transition Matrix—Single-currency Products

Euro Partner Dominant

Euro 95.77% 2.02% 2.21%
Partner 0.69% 98.82% 0.49%
Dominant 1.80% 1.49% 96.71%

Note: Yearly probability that a product switches from one type of pricing regime to another. Products are de�ned
as a unique combinations of country, �rm identi�er, trade �ow, 8-digit industry code, insurance contract, and
transport mode. The sample of products is limited to those transacted in a single currency during their whole
life cycle, from 2011 through 2017. Euro-priced goods have their invoice value �led in euros. Partner-priced
goods are invoiced in the currency of the partner country. Dominant-priced goods are invoiced in US dollars, but
the partner country is not the United States. Probabilities are computed by total number of switches over total
number of transactions.

To control for time-invariant characteristics, I de�ne a product as a unique combination of 8-
digit industry code, �rm identi�er, partner country, insurance contract, and transport mode.39

I present switches between three main pricing regimes: euro, when a product is invoiced in the
domestic currency, partner when a product is invoiced in the currency of the trading country,
and dominant when a product is invoiced in dollars but the partner country is not the United
States.

The choice of pricing regime is stable over time, with the probability of maintaining the
same single-pricing choice ranging from 96 percent to 99 percent. This stability also holds
when I compute the percentage of products with a non-responding invoice currency share
value, from 2011 through 2017. Table H.2 shows that more than 85 percent of all products
never change their invoice currency share value. Large �rms are more likely to adjust their
invoice currency choices over time.

The dollar’s role in the denomination of bonds, loans, and trade transactions grew in the
last two decades (Maggiori et al. 2019). This section shows how aggregate French trade is also
shifting toward a wider use of the dollar. The factors explaining this growing dollar use can
inform the estimation validity and which robustness checks to implement.

Figure H.1 shows the evolution of French dominant-invoiced manufacturing trade from
2011 through 2017. The dollar’s role as a trade invoice currency grew for both extra-EU exports
and imports. The dollar share of non-US extra-EU imports grew from 42.8 percent in 2011 to
45.2 percent in 2017. The share of non-US extra-EU exports grew from 32.1 percent in 2011 to

39For each product-year combination, I count a switch whenever the invoice currency observed in one year
is di�erent from the currency used in the preceding year. Switching probabilities are computed in the sample
of products using only one currency per year. Filed transactions with multiple currency use are more likely
to represent trades with di�erent buyers or sellers. Table I.2 in the Appendix repeats the estimation including
multiple-invoiced products.
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Table H.2: Products with a Stable Invoice Share

Products Trade
Never Never

Changing Changing
Share Share

Exporters
Top 100 89% 80%
100-1000 91% 76%
Others 97% 90%

Domestic-oriented
Top 100 85% 69%
100-1000 90% 80%
Others 95% 84%

Note: Analysis of invoice share stability for each product in the extra-EU customs data set in the 2011–2017
period. Products are de�ned as unique combinations of country-�rm identi�er-trade �ow-8-digit industry code-
insurance contract-transport mode. The sample includes products invoiced in multiple currencies within the
same year. Each invoice share is computed as a given year value of a product invoiced in a speci�c currency
divided by the total value of the same product, regardless of the currencies it is invoiced in. Products invoiced in
a single currency will have shares of 1. Multiple-currency products will have shares between 0 and 1. Products
Never Changing Share represents the percentage of products whose invoice currency share �uctuates no more
than 1 percentage point compared with the preceding year. Trade Never Changing Share shows a trade-weighted
version of the latter column, and it represents the percentage of trade accounted for by products that never
change invoice currency share.
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34.8 percent in 2017.

Figure H.1: Evolution over Time of Dominant-invoice Share
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Note: French value share of extra-EU manufacturing imports and exports invoiced in $ when the partner country
is not the United States.

Figure H.2 shows the dominant-invoiced trade share for the largest 100, 101 to 1000, and
other trading French �rms. The top 100 French exporters are the only drivers of the increased
dollar intensity in French exports. All other exporters have a low and unchanging share of
dollar use. Small and medium-sized �rms drive the increasing dollar use in French imports.

Di�erent dynamics can explain the increasing importance of the dollar in French trade.
First is the extensive margin: an increasing share of dollar-priced products entering interna-
tional markets, or a larger exit of non-dollar-priced products. Second is the intensive margin:
a widespread currency switch of existing products toward the dollar. Third is the size e�ect:
a di�erential growth of dollar-priced products over the period.

The extensive margin does not play a large role in this phenomenon. In fact, by keeping
the entry or exit of products �xed in the whole sample, I verify that all dynamics in Figures
H.1 and H.2 are mildly ampli�ed.40 Intuitively, new and old products in the period of interest
represent a small share of all French trade, hence they do not drive aggregate trends. Because
the extensive margin does not drive the dollar use trend, and because the invoice-weighted

40Results are available on request.
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Figure H.2: Dynamics of $-invoicing Shares by Kind of Company
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Note: French value share of extra-EU manufacturing imports and exports invoiced in $ when the partner country
is not the United States. All shares are computed for the top 100, top 101 to 1000, and other �rms according to
the size of their average gross trading activities.

index in section 5.1 is de�ned on the set of products surviving the whole sample, the rest
of this section will focus on the sub-sample of products transacted every year. To investi-
gate the contribution of the intensive margin versus the size e�ects, I decompose the changes
in dominant-invoiced shares using a shift-share decomposition akin to Fagerberg and Sollie
(1987).

∆s$
t =

∑
c

∑
f

sct−1s
fc
t−1∆sfc,$t $ intensive margin (31)

+
∑
c

∑
f

sct−1s
fc,$
t−1 ∆sfct $ �rm growth

+
∑
c

∑
f

sct−1∆sfc,$t ∆sfct int. margin - �rm growth interaction

+
∑
c

sc,$t−1∆sct $ country growth

+
∑
c

∆sct∆s
c,$
t int. margin - country interaction

c is the partner country, and f is the �rm identi�er. sct−1 represents the trade �ow share
of country c at year t− 1 over total trade. sfct−1 represents the share of �rm f trade within the
aggregate trade of France with country c. sc,$t−1 represents the share of dominant invoicing use
in trade with country c. sfc,$t−1 represents the share of dominant invoicing use in trade of �rm
f with country c. The share changes are de�ned as ∆sjt = sjt − s

j
t−1.
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The $ intensive margin contribution represents the increase in dollar use of a �rm f in
trade with country c, keeping the growth of �rm f in country c constant. The $ �rms growth
represents the contribution of each �rm’s growth, keeping its initial dollar use intensity �xed.
$ country growth represents the contribution of each trade partner’s growth, keeping its ini-
tial dollar use intensity �xed. The other components represent the interaction between these
forces. Table H.3 shows the contribution of these factors to the overall increase in aggregate
dollar shares.

Table H.3: Contribution of $ Share Change

p.p. contribution Exports Imports
$ intensive margin -1.2 3.7
$ �rm growth 1.9 -0.3
int. margin - �rm growth interaction 1.3 0.3
$ country growth 3.1 -1.9
int. margin - country interaction 1.7 -0.2
Aggregate 6.8 1.6

Note: Decomposition of yearly aggregate $-use share change from 2011 through 2017. The decomposition fol-
lows equation (31). The last row of the table corresponds to the percentage point change in aggregate trade
value invoiced in dollars over total trade, including only manufacturing products existing in both 2011 and 2017,
excluding EU countries and the United States.

Table H.3 shows how the growth of partner countries’ trade and the growth of French
�rms’ trade are the components mainly responsible for the observed increase in dollar use in
exports. In other words, the exporter �rms’ invoice decisions remained constant. What grew is
the size of �rms that invoiced in dollars the most at the beginning of the period. Table H.3 also
shows that, for imports, the intensive margin is instead mainly responsible for the observed
increase in dollar use. However, this does not mean that all imported products in France
experienced an increase in dollar invoice use. As shown in Table H.2, 90 percent of products
never change their invoice currency speci�cation. The 10 percent of products that change
currency within the period of study are responsible for the increase trend. It is therefore
important to study the robustness of the estimates when keeping constant the currency use at
the beginning of the sample, as in Table I.14, and by carefully assessing the potential impact of
trends in dollar use. For transparency, Table H.4 shows the percentage of products changing
currency share for each industry. There is no particular industry driving the trend. Moreover,
for all kinds of products, a currency switch over seven years is unlikely.
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Table H.4: Products Never Changing Dominant Currency Use

Exports Imports

% Products % Trade % Products % Trade

Food 95% 77% 86% 80%
Beverages 98% 91% 85% 79%
Tobacco 88% 51% 90% 92%
Textiles 93% 74% 79% 70%
Wearing Apparel 95% 95% 78% 65%
Leather 94% 93% 77% 73%
Wood 98% 97% 84% 69%
Paper 92% 84% 82% 80%
Printing 100% 100% 100% 100%
Oil Re�nery 87% 36% 67% 30%
Chemistry 87% 71% 81% 79%
Basic Pharma 89% 76% 77% 90%
Rubber and Plastic 94% 89% 75% 73%
Other Mineral 88% 74% 81% 66%
Basic Metals 85% 65% 84% 90%
Fabricated Metals 94% 82% 77% 68%
Computer 87% 61% 59% 54%
Electrical Equip. 88% 78% 67% 78%
Machinery 93% 82% 80% 71%
Vehicles 97% 93% 75% 94%
Other transport 73% 93% 63% 60%
Furniture 98% 98% 82% 71%
Other Manuf. 94% 89% 73% 74%

Note: Percentage of products never changing their value share invoiced in dollars from 2011 through 2017, decom-
posed by two-digit CPA manufacturing industry. % Products represents the number of products never changing
the share of their value bought or sold invoiced in $. A product is de�ned as a unique combination of �rm iden-
ti�er-8-digit industry code-country. % Trade represents the percentage of trade value accounted for by products
never changing the share of their value bought or sold invoiced in $.

I Additional Tables and Figures
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Table I.1: Variance of Currency Choice Explained by Fixed E�ects

R2

Fixed E�ects Exports Imports

Product 0.11 0.07
Country 0.13 0.19
Company 0.42 0.45
Product + Country 0.21 0.23
Product + Company 0.43 0.46
Company + Country 0.49 0.53
Product + Company + Country 0.50 0.54
Product x Country 0.37 0.30
Product x Company 0.45 0.62
Company x Country 0.79 0.65
Product x Company x Country 0.83 0.76
Saturated 0.89 0.87

Note: This table shows the dimensions that explain the invoicing currency choice of observed monthly transac-
tions. Similar to Amiti et al. (2018), I compare coe�cients of determination of a euro-invoicing dummy on a set of
�xed e�ects. No single transaction characteristic explains invoice currency choice. The �rm identi�er is the most
important explanatory variable, followed by partner country and 8-digit industry code. For exports, a combina-
tion of �rm identi�er and partner country explains almost 80 percent of choices. For imports, adding information
on the kind of products improves the explanatory power. This table justi�es my choice to compute the invoice-
weighted exchange rate index by taking all three dimensions into account. I can explain almost 90 percent of
currency choices if the full model is saturated on all product characteristic dimensions except time, suggesting
there is little invoice switching across months. R2 coe�cients of determination computed from the regression
1(EUR invoicing=1)j = αi + εj , where 1(EUR invoicing=1) is a dummy specifying whether the transaction j
is invoiced in euros, and αi is the kind of �xed e�ect speci�ed. The regression is run separately for exports and
imports of all monthly transactions from 2011 through 2017. The saturated �xed e�ect model includes the unique
combination of 8-digit industry × country × company × insurance contract × transport mode.
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Figure I.1: Firm-Level $ Exposures by Firm Main Activity
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Beverage Manufacturing
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Chemicals
Domestic−Orieneted Exporters
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Basic Pharmaceuticals
Domestic−Orieneted Exporters
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Basic Metals
Domestic−Orieneted Exporters
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Fabricated Metals
Domestic−Orieneted Exporters
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Electronics
Domestic−Orieneted Exporters
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Electrical Equipment
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Note: Average net dollar exposure of exporters and domestic-oriented �rms from 2011 through 2017 by gross
trade quantile bin. The sample is split by the main 2-digit industry of activity self-reported by the �rm according
to a 2-digit NAF rev. 2 classi�cation.
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Figure I.2: Firm-Level $ Exposures by Firm Main Activity

Machinery Equipment
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Vehicle Manufacturing
Domestic−Orieneted Exporters
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Vehicle Wholesale
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Retail
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Note: Average net dollar exposure of exporters and domestic-oriented �rms from 2011 through 2017 by gross
trade quantile bin. The sample is split by the main 2-digit industry of activity self-reported by the �rm according
to a 2-digit NAF rev. 2 classi�cation. 78



Table I.2: Invoicing Transition Matrix: All Products

Euro Partner Dominant Multiple
Euro 91.77% 2.07% 2.21% 3.94%
Partner 0.77% 97.48% 0.54% 1.22%
Dominant 1.84% 1.54% 93.32% 3.31%
Multiple 20.743% 18.779% 18.747% 41.730%

Note: This table shows the yearly probability that a product switches from one type of invoicing currency to
another. Products are de�ned as unique combinations of country × �rm identi�er × trade direction × eight-
digit industry code × incoterm code × transport mode. This table includes all products, even those that use
multiple currencies on the same date. A switch is counted if the set of currencies for a product changes from one
year to the next. I present switches between four main pricing regimes: euro, when a product is invoiced in the
domestic currency; partner, when a product is invoiced in the currency of the trading country; dominant, when
a product is invoiced in dollars, but the partner country is not the United States; and multiple, when a product
is invoiced in more than one of the previous regimes. Table I.2 together with Table H.2 in the main text make
an important point: The probability of a product changing invoicing at least once in six years is approximately
10 percent. Note, however, that this probability hardly coincides with what can be inferred from the transition
matrix in Table I.2. The average probability of changing invoicing currency use is 93 percent. This implies a
probability of changing currency at least once from 2011 through 2017 of 1− .936 = .35, which is greater than
10 percent. This happens because only a minor subset of products actually change currency of invoicing, and
these products do so very frequently, distorting the average probability estimation of change. In other words,
the median probabilities of changing currency are much lower than those shown in the transition matrices in I.2
and H.1.

Figure I.3: Firm Density of $ Net Exposure over Gross Trade
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Note: Panels I.3a and I.3b show the distribution of average cross-sectional dollar net exposure of each �rm in the
2011-2017 sample, split between trade size bins for top 100, 101 to 1000, and other �rms. The cross section of
exposures of domestic-oriented �rms has a bimodal distribution, while exporters’ exposures are unimodal. Small
domestic-oriented �rms are either highly exposed to the dollar or not exposed at all. This pattern does not harm
my identi�cation strategy. If anything, it increases the importance of using �rm-speci�c exposure weights as in
(2).a

aThe bimodal distribution is not driven by any observable characteristic of domestic-oriented �rms, for ex-
ample, industry or productivity.
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Table I.3: Testing Price Stability in Units of Invoicing Currency

Dependent variable: ∆Pricee
Exports Imports

(1) (2) (3) (4) (5) (6)
Euro ×∆e(e/ Partn.) 0.088∗∗∗ 0.069∗∗∗ 0.276∗∗∗ 0.133∗∗∗

(0.031) (0.023) (0.049) (0.046)

Euro ×∆e(e/ $) 0.088∗∗∗ 0.019 0.276∗∗∗ 0.143∗∗∗
(0.031) (0.020) (0.049) (0.049)

Euro ×∆e(Partn. / $) 0.019 −0.069∗∗∗ 0.143∗∗∗ −0.133∗∗∗
(0.020) (0.023) (0.049) (0.046)

Partner ×∆e(e/ Partn.) 0.631∗∗∗ 0.930∗∗∗ 0.923∗∗∗
(0.057) (0.000) (0.045) (0.079)

Partner ×∆e(e/ $) 0.631∗∗∗ 0.631∗∗∗ 0.930∗∗∗ 0.007
(0.057) (0.057) (0.045) (0.086)

Partner ×∆e(Partn. / $) 0.007 −0.923∗∗∗
(0.000) (0.000) (0.086) (0.079)

Dominant ×∆e(e/ Partn.) 0.788∗∗∗ 0.070 0.882∗∗∗ 0.081
(0.040) (0.052) (0.029) (0.054)

Dominant ×∆e(e/ $) 0.788∗∗∗ 0.718∗∗∗ 0.882∗∗∗ 0.801∗∗∗
(0.040) (0.050) (0.029) (0.058)

Dominant ×∆e(Partn. / $) 0.718∗∗∗ −0.070 0.801∗∗∗ −0.081
(0.050) (0.052) (0.058) (0.054)

Observations 1,647,381 1,647,381 1,647,381 1,096,256 1,096,256 1,096,256
R2 0.368 0.368 0.368 0.425 0.425 0.425

Note: This table shows yearly exchange rate sensitivity regressions estimated similarly to speci�cation (1) on un-
balanced panel of transactions from 2011 through 2017. ∆ is de�ned as the period between two transactions and
often but not always coinciding with one year. Controls include partner GDP and CPI in�ation, �rm × industry
× country× invoicing �xed e�ect. Price is de�ned as unit values in euro terms. Standard errors are clustered by
country × year. I can cleanly test price stability in the invoice currency’s units using the exchange rate decom-
position (12) on dominant-priced goods. Controlling for ∆e(Partner/$) identi�es a uniform euro depreciation
event, because I am keeping partner-dollar currency values �xed for all currencies except the euro. Controlling
for ∆e(e/Partner) identi�es a uniform dollar depreciation. Controlling for ∆e(e/$) identi�es a uniform partner
currency depreciation. If dominant-priced goods are stable in dollar terms, only uniform euro and dollar depre-
ciation events should a�ect euro-converted prices. If partners’ currencies depreciations a�ect euro prices, either
prices are unstable in dollar terms or unobserved price drivers correlate with the partners’ currency value. The
table con�rms that only euro and dollar depreciation events generate valuation e�ects in dollar-invoiced prices.
This is a consequence of price stability of dollar-priced goods in dollar terms. The results also con�rm invoice
currency price stability because euro-priced goods are virtually unresponsive to any kind of depreciation event.
Partner invoiced goods are sensitive only to euro and partner currency depreciations.
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Table I.4: Yearly Di�erential Sensitivities to a 1 Percent Euro Depreciation

Exports Imports

∆ Pricee ∆ Volume ∆ Valuee ∆ Pricee ∆ Volume ∆ Valuee

(1) (2) (3) (4) (5) (6)
∆e(e/ Partn.) 0.062∗∗∗ 0.250∗∗∗ 0.318∗∗∗ 0.160∗∗∗ −0.038 0.167

(0.022) (0.080) (0.082) (0.043) (0.130) (0.169)

Partner ×∆e(e/ Partn.) 0.608∗∗∗ −0.328∗∗∗ 0.212 0.676∗∗∗ −0.010 0.716∗∗∗
(0.055) (0.118) (0.133) (0.075) (0.140) (0.190)

Dominant ×∆e(e/ Partn.) 0.696∗∗∗ −0.285∗∗ 0.328∗∗∗ 0.606∗∗∗ −0.056 0.627∗∗∗
(0.045) (0.123) (0.122) (0.048) (0.130) (0.183)

Observations 1,676,714 1,576,524 1,967,619 1,083,267 1,006,145 1,374,880
R2 0.368 0.353 0.326 0.425 0.403 0.360

Note: Benchmark transaction-level sensitivity estimation, computed as a di�erence from euro-priced sensitivities.
The speci�cation to estimate this table is:

∆yjt =
∑
l

β̃l ·∆ee/pt−l + β̃P
l D

P
j ·∆e

e/p
t−l + β̃D

l DD
j ·∆e

e/$
t−l + γ̃Dl DD

j ·∆e
$/p
t−l + φxjt + αj + δt + εjt

The lags l ∈ {0, 1} and the table show only the contemporaneous e�ects. Controls include partner country GDP
growth and CPI in�ation, product and year ×∆ �xed e�ects. A product is de�ned as a unique combination of
8-digit industry code-�rm identi�er-partner country-invoice currency. The sample includes all yearly extra-EU
transactions from 2011 through 2017. Standard errors clustered by year × country.
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Table I.5: Extension of Product-level and Firm-level Pass-through Estimates

Dependent variable: ∆ Valuee

Non-weighted Weight Within-Firm Core Firm ∆Value
Exports Imports Exports Imports Exports Imports

(1) (2) (3) (4) (5) (6)
∆ Euro-weighted 0.379∗∗∗ 0.004 0.500∗∗∗ 0.021 0.456∗∗∗ −0.111

(0.036) (0.131) (0.109) (0.137) (0.098) (0.163)

∆ Partner-weighted 0.930∗∗∗ 1.084∗∗∗ 1.041∗∗∗ 1.025∗∗∗ 1.011∗∗∗ 1.124∗∗∗
(0.171) (0.122) (0.140) (0.115) (0.250) (0.153)

∆ Dominant-weighted 0.780∗∗∗ 0.606∗∗∗ 0.841∗∗∗ 0.590∗∗∗ 0.682 0.642∗∗∗
(0.097) (0.120) (0.136) (0.179) (0.513) (0.229)

Observations 1,270,192 551,481 1,270,192 551,481 183,496 128,527
R2 0.075 0.080 0.068 0.067 0.043 0.046

Note: This table shows the stability of exchange rate sensitivity estimates when aggregating the data set from
the product level to the �rm level. This table helps exclude heterogeneity or aggregating e�ects as causes for
the loss of �rm-level sensitivity observed in Table 3 in the main text. Columns 1 and 2 replicate the product-
level estimation in columns 1 and 2 of Table 3. The dependent variable for columns 1 and 2 is de�ned as the
log di�erence between year t and the period of the last transaction of the product value. A product is de�ned
as a unique combination of 6-digit industry code-�rm identi�er-partner country. All variables are winsorized
yearly at the 1st and 99th percentile. The covariates are product-level invoice-weighted indices, as de�ned in the
Glossary. Columns 3 and 4 run exactly the same speci�cation as in columns 1 and 2, with weights representing
the relative average size of the product within each �rm total gross value. Columns 5 and 6 run exactly the same
estimation as in columns 3 and 4 of Table 3, except that the total �rm-level percentage change in trade value is
computed considering only core products, that is, the products that are actively transacted from 2000 through
2016 and constitute the activities used to compute the �rm-level invoice-weighted indices. Controls include trade-
weighted indices of partner country GDP, and in�ation, product, �rm, and year �xed e�ects. Standard errors are
clustered by year × country for columns 1 through 4 and double-clustered by year and �rm in columns 5 and 6.
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Table I.6: Description of Representativeness and Composition of the Firm-level Sample

Exporters Domestic-oriented

Number of Firms 13,765 8,989

Share of Total Exports 57.0% 8.97%
Share of Total Imports 21.3% 42.0%

Percent of Small Firms 27.98% 37.54%
Percent of Large Firms 37.13% 30.37%
Percent of Manufacturers 58.0% 39.9%
Percent of Wholesalers 22.0% 47.1%
Percent of Multinationals 35.5% 33.3%
Percent of Joint Stock Companies 14.7% 12.4%
Percent of Fin. Constrained Companies 22.07% 22.17%

Note: Composition of the balanced sample for the �rm-level exchange rate sensitivity estimation. The sample
consists of all French �rms in the FARE and FICUS data set active in all years from 2000 through 2016 and trading
manufacturing goods outside the European Union. A �rm is classi�ed as an exporter when the mean value of
its exports (over the whole period) is greater than the mean value of its imports. All other �rms are classi�ed as
domestic oriented. Share of Total Exports and Imports show the amount of total extra-EU export and import value
that exporters or domestic-oriented �rms account for. The last set of statistics shows the percentage of di�erent
categorical characteristics of �rms present within the exporters and domestic-oriented groups. Firms assigned
to the bottom and top terciles of capital stock value in 2000 are called Small or Large, respectively. Manufacturers
and Wholesalers are assigned according to the main activity of the �rm, as indicated by the FARE and FICUS data
sets. Multinationals are �rms whose ultimate owner resides outside of France, or �rms owned by a group with
subsidiaries abroad. Financially constrained companies are those at the bottom tercile of a Kaplan and Zingales
index.
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Table I.7: Descriptive Balance Sheet Characteristics of the Firm-level Sample

Exporters Domestic-oriented

Variablet / Capitalt−1 Mean Median Std Dev. Mean Median Std Dev.

Sales 3.07 1.51 5.40 2.59 0.64 5.61
Cash Flows 0.51 0.17 1.46 0.69 0.22 1.73
Net Income 0.15 0.00 0.66 0.17 0.00 0.73
Number of Employees* 36.04 23.00 32.84 32.27 18.00 31.88
Salaries 0.95 0.50 1.43 1.21 0.64 1.68
Cash Holdings 0.65 0.12 1.84 0.91 0.19 2.20
Tangible Capital 0.80 0.88 0.33 0.76 0.83 0.35
Financial Capital 0.12 0.03 0.22 0.14 0.04 0.23
Total Debt 0.69 0.22 1.72 0.85 0.25 1.98
Net Working Capital 1.45 0.48 3.79 1.99 0.69 4.32
Equity 0.56 0.23 1.15 0.70 0.29 1.30
Contingency Reserve 0.07 0.00 0.20 0.08 0.00 0.23
Interests Charged 0.04 0.01 0.11 0.06 0.02 0.15
Tangible Capital Expenditure 0.05 0.02 0.18 0.05 0.01 0.20
Tangible Acquisitions 0.09 0.04 0.17 0.10 0.04 0.19
Total Factor Productivity* 2.23 2.17 0.99 2.12 2.01 0.92
Gross Trade 1.47 0.12 5.73 2.33 0.22 6.66

Note: Descriptive statistics of the balanced sample for the �rm-level exchange rate sensitivity estimation. The
sample consists of all French �rms in the FARE and FICUS data sets that are active in all years from 2000 through
2016 and trade manufacturing goods outside the European Union. All variables are normalized by the beginning-
of-period total capital stock net of depreciation, except the ones with a *. The table reports mean, median, and
standard deviation of �rm-year observations in the two groups of exporters and domestic-oriented �rms. Vari-
ables are winsorized annually at their 1st and 99th percentiles. Sales represent the total revenue or turnover
of the �rm. Cash �ows represent gross operating pro�ts. Tangible capital expenditure and tangible capital ac-
quisitions are net of depreciations. Tangible acquisitions include only positive expenditure in new �xed capital
assets. Total factor productivity is computed with the Levinsohn and Petrin procedure (see the Glossary for more
details). Gross trade is the sum of total extra-EU exports and imports of the �rm, as reported in the customs data
set.
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Table I.8: Stability to Fixed E�ects Inclusion for Dominant-weighted Index

(1) (2) (3) (4) (5) (6)
Cash Flows
Dominant-weighted 1.449∗ 0.245∗ 0.532∗∗∗ 0.478∗∗∗ 0.442∗∗∗ 0.447∗∗∗

(0.770) (0.128) (0.149) (0.138) (0.128) (0.132)

Observations 250,734 250,734 250,734 250,734 250,734 250,734
R2 0.012 0.581 0.653 0.656 0.658 0.659

Tangible Capital Expenditure
Dominant-weighted 0.057∗∗∗ 0.043∗∗ 0.049∗∗∗ 0.036∗∗∗ 0.032∗∗∗ 0.033∗∗∗

(0.021) (0.019) (0.016) (0.012) (0.010) (0.011)

Observations 250,734 250,734 250,734 250,734 250,734 250,734
R2 0.002 0.011 0.114 0.121 0.125 0.127

Tangible Acquisitions
Dominant-weighted 0.067∗∗ 0.043∗∗ 0.049∗∗∗ 0.034∗∗∗ 0.030∗∗∗ 0.031∗∗∗

(0.026) (0.017) (0.014) (0.010) (0.009) (0.009)

Observations 214,865 214,865 214,865 214,865 214,865 214,865
R2 0.003 0.059 0.197 0.209 0.211 0.213

Salaries
Dominant-weighted 0.835 -0.019 0.162∗∗∗ 0.134∗∗ 0.127∗∗ 0.129∗∗

(0.595) (0.016) (0.056) (0.053) (0.051) (0.052)

Observations 250,734 250,734 250,734 250,734 250,734 250,734
R2 0.004 0.797 0.835 0.836 0.836 0.837

Employment
Dominant-weighted 0.135∗ 0.199∗∗∗ 0.223∗∗∗ 0.159∗∗∗ 0.131∗∗∗ 0.163∗∗∗

(0.079) (0.069) (0.067) (0.030) (0.019) (0.024)

Observations 217,325 217,325 217,325 217,325 217,325 217,325
R2 0.000 0.020 0.130 0.148 0.156 0.159
Std Controls ! ! ! ! !

Firm ! ! ! !

Year ! ! !

Industry × Year ! !

Trade × Year !

Note: Stability of dominant-weighted invoice valuation e�ects to incremental inclusion of controls. The speci�-
cation follows the one in equation (8). Column 1 has no controls except an intercept and the contemporaneous
invoice-weighted indices de�ned in equations (4)-(7). Column 2 includes as controls the lagged dependent vari-
able, lagged productivity, and lagged sales growth. Column 3 adds �rm identi�er �xed e�ects. Column 4 adds
year �xed e�ects. Column 5 adds 3-digit industry code-by-year �xed e�ects. Column 6 adds trade exposure in
all countries-by-time �xed e�ects. I show only the coe�cient of the dominant-weighted index. All variables are
normalized by total capital stock at the beginning of the period, except the e�ects on employment, which are
normalized by the total number of employees and divided by 100,000. The coe�cients on cash �ows, tangible
capital expenditure, tangible capital acquisition, and salaries are interpreted as euro on euro. The coe�cient
on employment is interpreted as βD new employees after e100,000 of invoice valuation income. All variables
are winsorized at the 1st and 99th percentiles. Standard errors are in parentheses and double-clustered by �rm
identi�er and year. 85



Table I.9: Liquidity of All French Public Companies vs. Public Companies in My Sample

All Public Public Companies
Companies in the Sample

Mean Median Std Dev. Mean Median Std Dev.

Cash Flow 80.74 1.17 322.77 627.35 64.05 937.31
Assets 2012.37 38.65 6206.32 7507.89 697.67 11793.78
Capital 689.70 27.43 2663.98 4624.42 523.62 7091.54
Sales Growth 0.09 0.06 0.25 0.05 0.04 0.17
Cash Flow over Assets -0.00 0.05 0.17 0.08 0.09 0.09
Cash over Assets 0.15 0.10 0.16 0.11 0.09 0.09
Dividends over Assets 0.02 0.01 0.02 0.02 0.01 0.01
Debt over Equity 0.68 0.35 0.84 0.72 0.55 0.66
Cash Flow over Interest Expense 12.93 5.63 74.64 25.93 10.40 52.17
Z-score 2.20 1.88 2.16 2.42 2.12 1.46
Tobin Q 1.75 1.21 1.43 1.44 1.17 0.94

Note: Descriptive statistics comparing liquidity of all French public companies and public companies in the sample
used for this paper. The scope of this table is to verify that the largest companies in the sample of interest are more
liquid than the average public company included in other studies. This provides an explanation behind the lack
of signi�cant pass-through of invoice valuations into real variables of the largest �rms in the sample. The source
of the data is S&P Capital IQ, which includes publicly available information on the �nancials of several public and
private companies. All �nancials correspond to the consolidated �nancials of either all French public companies
or the �nancials of the public ultimate parent of companies included in the sample of this paper. I follow the
Capital IQ de�nition of the country of residence of each ultimate parent. This assignment does not necessarily
correspond to the country of incorporation or the country where the headquarters are. Cash �ows, assets, and
capital are in million euros, and all statistics are computed from �rm-by-year level data in the 2004–2016 sample.
All variables are winsorized at the 1st and 99th percentiles.
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Table I.10: Firm-level Pass-through Replication on S&P Capital-IQ Sample

Cash Flows Long-term Salaries
Investments

(1) (2) (3)
Panel A - Subsidiary Level
Dominant-Pricing 0.515∗∗ 0.044 0.110

(0.167) (0.050) (0.162)

Observations 19,644 15,766 16,319
R2 0.712 0.195 0.884

Panel B - Subsidiary Country
Dominant-Pricing x Foreign 0.888 -0.004 1.248

(0.983) (0.844) (1.127)

Dominant-Pricing x French 0.507∗∗ 0.051 0.050
(0.166) (0.049) (0.149)

Observations 19,644 15,766 16,319
R2 0.712 0.196 0.884

Panel C - Ultimate Parent Country
Dominant-Pricing x Foreign Parent 0.469 0.016 0.252

(0.337) (0.095) (0.322)

Dominant-Pricing x French Parent 0.535∗∗ 0.056 0.053
(0.227) (0.063) (0.140)

Observations 19,644 15,766 16,319
R2 0.712 0.195 0.884

Panel D - Consolidated Ultimate Parent
Dominant-Pricing 0.643 0.080 0.214

(0.411) (0.175) (0.199)

Observations 10,850 9,988 10,137
R2 0.665 0.868 0.894

Note: Replication of the �rm-level pass-through estimation of e1 dominant-priced income on the sample of
French �rms included in S&P Capital IQ. The speci�cation follows the one in equation (8). I match by name all
the companies included in the S&P Capital IQ database with the �rms included in the customs data set. The match
includes 1,796 companies in the Capital IQ sample with full �nancial data in each year from 2004 through 2017.
Besides allowing me to compare the benchmark results with a secondary external source, this exercise allows
me to split the sample between companies with foreign versus French ultimate parents, and to estimate invoice
valuation pass-through at the consolidated budget level of each company’s ultimate parent (information not
included in FARE, FICUS, or LIFI). Panel A replicates the benchmark average results at the level of each matched
private company or subsidiary. Panel B investigates heterogeneous e�ects by country of residence assigned to
each Capital IQ �rm in the sample. Panel C investigates heterogeneous e�ects by country of residence assigned to
the ultimate parent of each �rm in the sample. Panel D runs the regression at the consolidated level of the ultimate
parent of each trading �rm in France when the ultimate parent is French. In the case of multiple subsidiaries
owned by the same ultimate parent, I aggregate the invoice exposure at the level of the ultimate parent. While
the estimates are more noisy due to a shorter time span and absence of small domestic-oriented companies, the
point estimates are virtually the same as the benchmark results. Cash �ows are de�ned as EBITDA. Long-term
investment is used as proxy for tangible CAPEX because the latter variable has poor coverage in Capital IQ for
private �rms. All variables are winsorized at the 1st and 99th percentiles. Standard errors are in parentheses and
are double-clustered by �rm identi�er and year.
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Table I.11: Partial Equilibrium Aggregate Valuation E�ects of a 10 Percent Euro Depreciation

∆ Cash ∆ Tangible
∆ SalariesFlows Expenditure

Average Estimates of Euro, Partner, and Dominant E�ects
Exporters 1.62% 0.73% 1.03%
Domestic-oriented -1.60% -0.59% -0.84%
All 0.01% 0.14% 0.19%

Valuation E�ects of Heterogeneous Estimates
Exporters 2.02% 0.98% -0.25%
Domestic-oriented -1.00% -0.13% -0.09%
All 1.02% 0.85% -0.34%

Valuation E�ects of Signi�cant Heterogeneous Estimates
Exporters 2.02% 0.00% 0.00%
Domestic-oriented -1.00% 0.00% 0.00%
All 1.02% 0.00% 0.00%

Note: The �rst set of estimates represents the aggregate e�ects of euro-, partner-, and dominant-weighted ex-
change rates, taking as a reference the estimates in columns 3, 6, and 9 of Table 4. To simulate a one-standard-
deviation shock to all currencies, I exploit the variance-covariance structure of bilateral exchange rates from 2000
through 2016. I order all bilateral exchange rates by size of trade in the country’s currency and then I apply a
Cholesnky decomposition on the estimated covariance matrix. I then use the structure of the Cholensky coe�-
cient to simulate a standard deviation shock to all variables, which in turns triggers cross-sectional instantaneous
correlations. I then multiply the average (2011 through 2017) traded value by �rm f invoiced in one of the three
pricing regimes by the simulated exchange rate depreciation, the relevant �rm-level pass-through estimate, and
the inverse of the total value of the variable of interest at the beginning of the sample. This way, the e�ect is
interpretable as a marginal percentage change of total cash �ows, investment, and payroll of French �rms trading
outside the European Union. The formula for the computation of the �rst set of results is:

Overall Macro Impact =
∑
f

∑
c

(V ef ∆ee/cβe + V c
f ∆ee/cβc + V D

f ∆ee/$βD + V D
f ∆ec/$βDc) · 1

Toty

The second and third sets of results take into account only the valuation e�ect generated by a 10 percent euro
depreciation on dominant-priced exposure. However, it exploits the heterogeneous e�ects shown in Figure 4 to
compute the aggregate e�ects. In other words, I multiply the average trade invoiced in dominant invoicing by the
estimate relative to the size-speci�c and type-speci�c bin to which each �rm belongs. The third set of estimates
di�ers from the second set only by zeroing the e�ects of those coe�cients that are not signi�cant. Note that
because the real e�ects on large �rms are not signi�cant, and large �rms drive most movements in aggregate
trade, investment, and employment, the aggregate e�ects are virtually zero in the third estimate.
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Table I.12: Extensive Margin Response to Depreciation: Probit Estimation

Exports Imports
Entry Exit Entry Exit

(1) (2) (3) (4)
Euro ×∆e(e/ Partn.) 0.014∗∗∗ -0.034 -0.034∗∗∗ 0.004

(0.003) (0.025) (0.005) (0.014)

Dominant ×∆e(e/ $) 0.040∗∗∗ -0.051 0.058∗∗∗ -0.040
(0.007) (0.041) (0.007) (0.035)

Dominant ×∆e(Partn. / $) -0.015∗∗ 0.056 0.126∗∗∗ 0.018
(0.007) (0.045) (0.013) (0.022)

Observations 15.5M 2.4M 11.5M 1.5M

Note: Replication of Table D.2 with probit estimation and reported as average marginal e�ects. This table studies
the extensive margin response to a euro depreciation from 2011 through 2017. I show the estimates of a probit
model for product entry P(Enteredt = 1 |Enteredt−1 = 0), or exit P(Enteredt = 0 |Enteredt−1 = 1) in the
extra-EU trading market. A product is de�ned as a unique combination of �rm identi�er-8-digit industry code-
country-invoice currency. I estimate separate probability of entry and exit for dominant-priced and euro-priced
products. Partner pricing cannot be estimated due to the low rates of entry and exit observed for this pricing
regime. Controls include partner country GDP and CPI in�ation with product and year �xed e�ects. Standard
errors are clustered by year.
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Table I.13: Extensive Margin Response to Depreciation of Highly Exposed Firms

Exports Imports
Entry Exit Entry Exit

(1) (2) (3) (4)
Euro × Exporter × Low Exposure ×∆e(e/ Partn.) -0.014 0.002

(0.044) (0.003)

Euro × Exporter ×Mid Exposure ×∆e(e/ Partn.) 0.020 0.001
(0.039) (0.002)

Euro × Exporter × High Exposure ×∆e(e/ Partn.) 0.031 -0.003
(0.044) (0.003)

Dominant × Exporter × Low Exposure ×∆e(e/ $) 0.009 0.012
(0.196) (0.019)

Dominant × Exporter ×Mid Exposure ×∆e(e/ $) -0.009 0.011
(0.101) (0.007)

Dominant × Exporter × High Exposure ×∆e(e/ $) -0.058 0.001
(0.107) (0.005)

Euro × Dom.-oriented × Low Exposure ×∆e(e/ Partn.) -0.089 0.002
(0.203) (0.002)

Euro × Dom.-oriented ×Mid Exposure ×∆e(e/ Partn.) 0.098 0.006
(0.184) (0.004)

Euro × Dom.-oriented × High Exposure ×∆e(e/ Partn.) 0.159 0.001
(0.178) (0.002)

Dominant × Dom.-oriented × Low Exposure ×∆e(e/ $) 0.220 -0.002
(0.200) (0.005)

Dominant × Dom.-oriented ×Mid Exposure ×∆e(e/ $) 0.212 -0.001
(0.194) (0.003)

Dominant × Dom.-oriented × High Exposure ×∆e(e/ $) 0.187 0.0000
(0.202) (0.003)

Observations 3.5M 2.8M 2.2M 1.7M
R2 0.905 0.697 0.901 0.711

Note: Study of heterogeneous extensive margin response to depreciations. This table tests whether di�erent �rms
have heterogeneous product-level extensive margin responses after depreciations. The �rm-level heterogeneities
under investigation are the status of a �rm as an exporter or importer and whether the �rm is highly exposed
to operations invoiced in dollars. Exporter and domestic-oriented �rms are assigned to the three quantile bins
of exposures according to their 2011 dominant-priced exposure over gross trade. Controls include partner-dollar
depreciations for dominant-priced goods, GDP and CPI growth of partner countries, product �xed e�ects, and
year �xed e�ects. A product is de�ned as a unique combination of 8-digit industry code-�rm identi�er-partner
country-invoice currency. Standard errors are clustered by year × country. The aim of this analysis is to under-
stand whether the �rm-level sensitivities to dollar appreciations may be biased by unobserved extensive margin
responses. For instance, if highly dollar-exposed �rms respond more than others to dollar depreciations by en-
tering new markets (and thus boosting their investments), there is an unobserved pattern violating the exclusion
restriction. None of the coe�cients is signi�cantly di�erent from zero. The magnitude of the coe�cients suggest
that, if anything, there may be a downward bias on estimates for exporter �rms. For domestic-oriented �rms,
there is no clear di�erential entry or exit rate after dollar depreciations.
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Table I.14: Transaction Sensitivity Robustness to Currency Switches

Exports Imports

∆Pricee ∆Volume ∆Valuee ∆Pricee ∆Volume ∆Valuee

(1) (2) (3) (4) (5) (6)

∆ Euro-weighted 0.026 0.201∗∗∗ 0.208∗∗∗ 0.136∗∗∗ -0.037 0.088
(0.021) (0.060) (0.072) (0.040) (0.105) (0.125)

∆ Partner-weighted 0.517∗∗∗ 0.027 0.459∗∗∗ 0.798∗∗∗ -0.207∗ 0.668∗∗∗
(0.066) (0.142) (0.151) (0.062) (0.124) (0.159)

∆ Dominant-weighted ×e(e/ $) 0.589∗∗∗ 0.077 0.742∗∗∗ 0.674∗∗∗ -0.158 0.550∗∗∗
(0.053) (0.111) (0.124) (0.052) (0.119) (0.152)

∆ Dominant-weighted ×e(Partn. / $) -0.144∗∗∗ -0.129 -0.272∗∗∗ -0.143∗∗∗ 0.172∗∗ -0.004
(0.036) (0.087) (0.095) (0.046) (0.086) (0.088)

Observations 1.7M 1.6M 2M 1M 941K 1.3M
R2 0.235 0.226 0.213 0.295 0.290 0.237

Note: This table shows the exchange rate transaction sensitivity estimates conditional on each product’s 2011
initial invoice currency. The estimates show only marginal di�erences from the benchmark Table 2. This con�rms
that keeping each product’s invoice currency �xed in speci�cation (1) does not introduce any signi�cant attrition
bias. In particular, the main evidence of higher sensitivity of dominant-priced products with respect to euro-
priced products remains robust. A product is de�ned as a unique combination of 6-digit industry code-�rm
identi�er-partner country. The euro-, partner-, and dominant-weighted indices for the estimations are de�ned
at the product level, and they are akin to an exchange rate shock interacted with a dummy for euro pricing,
partner pricing, or dominant pricing. The de�nition of the invoice-weighted indices follows the one speci�ed
in the Glossary, except that each product’s invoice share is kept �xed at its 2011 value. The sample includes
all French manufacturing products traded outside of the European Union during the 2011–2017 period. The
speci�cation follows equation (1). The sample is Winsorized at the 1st and 99th percentiles. Standard errors are
clustered by year × country.
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Figure I.4: Geographical Composition of Extra-EU French Trade by Quarter
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Note: Quarterly geographical composition of extra-EU French trade in manufacturing from 2011 through 2017.
Positive values represent exports, and negative values represent imports. The black line represents net nominal
trade in manufacturing.
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Figure I.5: Extra-EU French Trade in Manufacturing by PCP, LCP, and DCP Decomposition
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Note: Quarterly pricing composition of extra-EU French trade in manufacturing from 2011 through 2017. Pos-
itive values represent exports, and negative values represent imports. The black line represents net nominal
trade in manufacturing. Producer currency pricing represents all transactions invoiced in the currency of the
producer (euro for French exports and partner currency for imports). Local currency represents all transactions
invoiced in the currency of the customer (euro for French imports and partner currency for exports). Dominant
currency represents all transactions invoiced in US dollars when the trading partner is not the United States.
Other transactions represent all those cases in which a vehicular currency di�erent from the dollar is used.
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Figure I.6: Quarterly Impulse Response Pass-through of a 1 Percent Euro Depreciation
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Note: This �gure replicates estimation (1) at a quarterly frequency. It represents the cumulated quarterly response
of changes in prices (in euros), volumes, and values (in euros) after a 1 percent euro depreciation. The 95 percent
con�dence intervals are computed from standard errors clustered by year × country.
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Samples: Exports
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Eur
o

Par
tn

er

Dom
ina

nt
Eur

o

Par
tn

er

Dom
ina

nt
Eur

o

Par
tn

er

Dom
ina

nt
Eur

o

Par
tn

er

Dom
ina

nt
Eur

o

Par
tn

er

Dom
ina

nt

−0.5

0.0

0.5

1.0
P

as
s−

th
ro

ug
h

Samples: Imports
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Note: Robustness of transaction-level sensitivity results to di�erent de�nitions of the product sample. I show
the main sensitivity estimates for euro-priced products, partner-priced products, and dominant-priced products.
All controls are exactly the same as in Table 2. The Balanced sample considers only those products transacted
every single year. The Benchmark sample corresponds to the benchmark estimates. The core sample considers
only the largest (in terms of value) product that each �rm sells or buys in a particular location (de�nition similar
to Berman et al. (2012)). The Single samples considers only those 8-digit industry code that are uniquely sold or
bought in a location (de�nition similar to Berman et al. (2012)). The Yearly sample considers only transaction
durations ∆ of one year. The 95 percent con�dence intervals are computed from clustered standard errors by
year × country.
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Figure I.8: Value Pass-through by Manufacturing Industry
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Note: Transaction value sensitivities are computed as in speci�cation (1) from separate regressions of two-digit
manufacturing industry codes. The �gure shows that dollar- and partner-priced products are more sensitive to
euro-priced products across almost all industries.
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Figure I.9: Cross-sectional Dominant-pricing Exposure Correlations
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Note: Cross-sectional correlation of dollar-pricing exposure and average balance sheet variables of each �rm
in the balanced �rm-level sample. The dollar-pricing exposure is computed as imputed net dominant-pricing
exposure in 2000 over total capital stock net of depreciation in 2000. The average balance sheet variables are
computed from the period 2000 through 2016.
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