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Abstract: Virtual Reality (VR) represents an emerging class of spatial computing technology reliant 
upon the capture and processing of data about the user (such as their body and its interface with 
the hardware), or their surrounding environment. Much like digital media more generally, there are 
growing concerns of who stands to benefit from VR as a data-intensive form of technology, and 
where its potential data-borne harms may lie. Drawing from critical data studies, we examine the 
case of Facebook’s Oculus VR—a market leading VR technology, central to their metaverse 
ambitions. Through this case, we argue that VR as a data-intensive device is not one of unalloyed 
benefit, but one fraught with power inequity—one that has the potential to exacerbate wealth 
inequity, institute algorithmic bias, and bring about new forms of digital exclusion. We contend that 
policy to date has had limited engagement with VR, and that regulatory intervention will be 
needed as VR becomes more widely adopted in society. 
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Introduction 

Virtual Reality (VR) has seen a great resurgence in the last decade. Emerging out of 
mid-century military technoscience, and later in a range of consumer-oriented con-
texts throughout the 1980s and 1990s (Chesher, 1994), VR is a form of head 
mounted computing device that creates digital or simulated experiences via audi-
tory, visual and haptic feedback. As Rob Shields puts it, such devices typically 
promise “a sense of phenomenological presence or immersion in the [virtual] envi-
ronment” (2005, p. 54). As well-known as this promise, however, is the medium’s 
Sisyphean struggle (and indeed failure) to live up to it. Computer scientist and VR 
pioneer Jaron Lanier suggests that the medium’s failure to materialise the visions 
of the 1980s and 1990s was because of limitations in computing power—which 
could not at the time deliver on the promises made by VR boosters. VR was, as 
Lanier puts it, ‘stuck in a waiting room for Moore’s law’ (Lanier, 2017 cited in Evans, 
2018, p. 31). 

VR’s recent prominence can certainly be attributed to technological advancement 
(see Evans, 2018). But more than just an advancement in computing power, the in-
creasing concentration of financial capital within the VR industry (and toward spa-
tial computing more generally—such as geolocative media in smartphones) has 
been key in its transformation and materialisation today (see Egliston and Carter, 
2020). VR, and mixed reality spectrum technologies like augmented reality, have 
become a site of intense focus for ‘big tech’. Companies like Google, HTC, and Mi-
crosoft have invested heavily in the mixed reality space over the last decade (see 
e.g., Microsoft’s Hololens, or Google’s AR development software, ARCore). We see 
these investments most significantly at Facebook, rebranded as ‘Meta’ in October 
2021, in the context of its ‘metaverse’ ambitions. Facebook/Meta has committed 
heavily to the development of VR following its 2014 acquisition of VR company 
Oculus, spending “at least” US$ 10 billion in 2021 on creating AR and VR hard-
ware, software, and content (Kastrenakes & Heath, 2021) Today, VR is adopted 
across spheres ranging from health (Bell et al., 2020), to education (Carter et al., 
2020), to training police forces (Garcia et al., 2019), spaces in which it is commonly 
understood to have positive benefits for its capacity to provide “psychologically re-
al” simulations (Bailenson, 2018b). 

In the context of what we observe as an emerging tradition of ‘critical VR studies’ 
(Bollmer, 2017; Evans, 2018; Golding, 2019; Saker & Frith, 2019; Harley, 2019; 
LaRocco, 2020; Egliston & Carter, 2020; Wallis & Ross, 2020; Irom, 2018; Nakamu-
ra, 2020; Roquet, forthcoming)—which broadly offer critical, sociotechnical per-
spectives on VR histories, current applications, and future imaginaries—this article 



focuses on how current and emerging forms of VR technology may cause harm. 

Specifically, this article focuses on questions of inequity and harm that arise from 
VR as a sensing device, reliant upon the capture of data to do with the physical 
space around the user, and the space of the user’s body. Unlike previous ‘critical’ VR 
work—which is largely drawn out of debates in media and cultural studies, and 
(particularly critical feminist) Science and Technology Studies—we draw from work 
around Critical Data Studies (CDS) (Iliadis & Russo, 2016). Emerging in response to 
the so-called ‘data revolution’, critical data studies takes a sociotechnical perspec-
tive to think about data’s politics and power. It tends to recognise that data is not 
‘objective’ by virtue of its scale, scope, or the speed with which it can be collected 
and processed (Kitchin, 2014). Rather it is always captured, processed and 
analysed in accordance with some kind of aim or ideology (whether conscious or 
not). In this way, as Ruppert et al. write, data “generate new forms of power rela-
tions and politics” (2017, p. 2), things that benefit some more than others. The pro-
ject of CDS, and related sub-fields like data justice, is then critical and prescriptive, 
identifying data-borne harms and thinking how we might productively, and more 
equitably address them, such as through regulatory or policy reform (as is the goal 
of CDS coloured work in this journal, see Couldry & Mejas, 2019). 

We examine VR’s currently existing and potential harm through the case of the 
Facebook/Meta-owned company Oculus VR. Oculus, while not representative of 
the entire VR hardware market, currently captures a dominant 61% share (Feltham, 
2021) over competitors Sony, HTC, and Valve. As Oculus is largely synonymous 
with contemporary VR, we believe Oculus provides a useful case study for thinking 
through the different forms of data-related harm associated with VR in a more 
general sense. While Oculus is helpful in developing a general critique of the VR 
medium and its data politics, we also believe it offers a noteworthy case study due 
to its intersection with Facebook and its attendant political economy concerns, and 
the company’s significant October 2021 rebrand to being “metaverse first” (Heath, 
2021). 

In our discussion of harms, we focus on both infrastructural and unseen harms, to 
do with data’s extraction and expropriation, and those that are more visible and 
felt at the level of the interface. We focus on three main data-borne harms emerg-
ing from use of Oculus VR hardware (informed by a wider review of developments 
and literature to do with virtual reality, see Carter and Egliston, 2020). These are: 
1) the platform capitalist accumulation of spatial data from Oculus devices by 
Facebook, 2) the rollout of Oculus devices in workplaces as a means to datafy and 
evaluate workplace performance, and 3) the exclusionary potentials of Oculus’ ca-



pacity to ‘sense’—particularly, with respect to disabled bodies. Rather than a defini-
tive or exhaustive statement about Oculus’ potential for harm, these three issues 
are taken as entry points for further grounded and critical work on the data poli-
tics of VR technologies by focusing on a varied range of harms and injustices that 
they may bring to bear. 

In approaching these three examples through the lens of CDS, we ask ‘how does 
Oculus’ VR—as a data-rich sensing device—enact power?’. We understand power 
straightforwardly as the capacity for individuals and collectives to exercise agency 
(a capacity that is by no means afforded to all). In particular, we are interest-
ed—much as is the project of CDS—to think about how power is enhanced, en-
abled, or restricted through the capture, visualisation and analysis of data traces of 
the VR user. In this sense, we find particular resonance and inspiration in D’Ignazio 
and Klein’s intersectional feminist approach to critically understanding the data-
power nexus (through what they term ‘data feminism’). Such an approach fore-
grounds how data power is at once about the control of data flows, but also about 
the way that controlling these data flows constructs (and exacerbates) forms of 
“structural privilege and structural oppression, in which some groups experience … 
advantages...and other groups experience disadvantages…” (D’Ignazio & Klein, 
2020, p. 24). 

Taken together we focus on how Oculus’ VR design and use as a data-rich technol-
ogy is shaped by social, cultural and political dynamics, and likewise, how it might 
fold back into and shape life. Certainly, feminist STS has offered insight along 
these lines into VR for some time—arguing that the virtual can never be disentan-
gled from the politics of the social—with particular attention to gender and race 
(see e.g., Green, 1999; Sophia, 1992; Balsamo, 1996). As Nicola Green adroitly puts 
it, to “become virtual” is “not simply to use a computing system as a tool, nor is it 
to access a wholly ‘other’ space and become digital. Rather, it is a process of mak-
ing connections between programmed and nonprogrammed spaces in specific lo-
cales, and power-laden social, cultural and economic relationships” (1999, pp. 
410-411). This refrain of feminist STS is echoed in more recent media and cultural 
studies scholarship of contemporary VR—such as the work of Lisa Nakamura 
(2020) and Daniel Harley (2019). While our approach follows these lines of critique 
in its attention to the virtual as technological, but also social and cultural, where it 
diverges is in its specific attention to the data generated and processed by VR sys-
tems as the means through which structures of power are enacted and supported. 

We proceed with a brief introduction to Oculus, and then provide an overview of 
how recent forms of Oculus’ VR operate as a digital sensor. From there we outline 



three emerging sociotechnical issues with Oculus’ VR, as well as related policy in-
terventions. We conclude by recognising the need for forms of policy and regula-
tion that are attuned to the sociotechnicality of VR and its medium specific harms. 

A brief introduction to Oculus 

Like many other Silicon Valley start-ups, the story of Oculus follows a familiar arc. 
If we are to take posts on the VR forum ‘Meant to Be Seen 3D’ as a starting 
point—Oculus was first conceived in 2009, as a project of then-17-year-old Palmer 
Luckey. The first iteration of the device—a yellow fiberglass helmet—was suppos-
edly cobbled together in Luckey’s parents’ garage. Several years later, in 2012, 
Luckey would famously go on to fund the further development of the device 
through a US$ 2.5 million Kickstarter campaign. It was at this point in time that 
Oculus was being framed by Luckey—and in much of the increasing attention be-
ing shown to Oculus by the tech press—as a device that would transform gaming. 
This was by virtue of the prototype device’s ostensible ability to deliver on VR’s 
long promised affordance of immersion. As Luckey described Oculus on its ‘Rift’ 
system Kickstarter page, it was a device “by gamers for gamers” (see Levy, 2018, 
n.p.)—and something that would go on to receive endorsements from game indus-
try veterans like id Software’s John Carmack (who would later go on to serve as 
Oculus’ CTO), Valve co-founder and president Gabe Newell, and Valve programmer 
(and now Oculus Chief Scientist) Michael Abrash. While some large game compa-
nies were already experimenting with VR at the time (such as Valve), following 
Oculus’ rise to prominence, VR was once again taken seriously by major players in 
the videogame industry, having essentially been abandoned since the industry’s 
(failed) experiments with the medium in the early-mid 1990s. 

Despite Luckey having only developed a prototype headset for the Oculus Rift, the 
company was purchased by Facebook for USD$ 2 billion in 2014—one of a series 
of high-profile acquisitions for a post-IPO Facebook. In the period immediately fol-
lowing Oculus’ acquisition, the company existed as a relatively autonomous sub-
sidiary of Facebook. However, Facebook would soon draw Oculus into the compa-
ny’s broader social software platform. As we see from Facebook’s discourse to both 
shareholders and the public—virtual, and increasingly mixed reality is central to 
how Facebook publicly imagines the platform’s future—for instance, through the 
more direct incorporation of Facebook’s suite of social software (e.g., Messenger, 
Facebook) into Oculus hardware (notably, now requiring Oculus users to have a 
Facebook account to use the device). As we write elsewhere (Egliston & Carter, 
2020), echoing Zuckerberg’s well-known contention that Facebook is a ‘social in-



frastructure’ (Hoffmann et al., 2016), Zuckerberg labels Oculus as a ‘social comput-
ing platform’. Committed to this vision of a VR infrastructure, the Quest 2, the most 
recent ‘mobile’ Oculus system is sold at a loss-leading price point, likely with the 
goal of achieving market saturation. In 2020, Facebook launched Facebook Reality 
Labs (previously Oculus Research, founded in 2014)—a mixed reality research and 
development group (Freedman, 2020), into which Facebook has reportedly invest-
ed US$10 billion in 2021 alone. 

It is here that Abrash suggests that Facebook will make field defining advance-
ments in VR/MR – comparable in impact to Douglas Engelbart and the Augmenta-
tion Research Centre’s development of the Graphical User Interface in the 1960s 
and 1970s, an innovation now used in much of modern computing. This goal is in 
line with Facebook’s longstanding interest in (at least discursively) framing them-
selves as infrastructure (Plantin et al., 2016), a goal that underpinned the compa-
ny’s 2021 ‘metaverse’ rebrand. 

Overview: virtual reality as digital sensor 

VR is a medium centrally reliant on data. Given the embodied nature of VR (Bailen-
son, 2018b: 31; Chesher, 1994; Golding, 2019), it necessarily captures and process-
es a large volume of data about the user’s body. Data about the body is how VR 
generates images perceptible to and manipulable by the human user, the means 
through which the continuous movement of human bodies are turned into a for-
mat legible to the VR system. 

These mechanisms of data tracking have always been central to both how VR has 
worked, and to its imagination. Much early VR focused on tracking movements of 
the head in order to provide a sense of perspective within computer generated en-
vironments. Prototypical VR, developed in the late 1960s laboratory of military 
technoscience by Ivan Sutherland, was reliant upon sensing head position through 
ultrasonic frequencies transmitted from the headset and picked up by sensors lo-
cated above the device. Scholars in media studies have been attentive to the data 
subtending the forms of commercial virtual realities that emerged in the 1980s 
and 1990s (Hillis, 1999; Coyne, 1994) focusing on the mediation of vision. As VR 
developer Mark Pesce (2020) notes, his invention of the ‘sourceless orientation 
sensor’ for SEGA’s VR system in the early 1990s registered the device’s movement 
through tracking changes in device orientation and elevation against the Earth’s 
electromagnetic field. In this early stage of VR development, few systems pro-
gressed beyond interfaces that mediated vision and perspective through move-
ments of the head—with the exception of technologies like VPL’s DataGlove, which 

https://www.theverge.com/2021/10/25/22745381/facebook-reality-labs-10-billion-metaverse
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tracked and graphically rendered hand gestures and movements. 

More recent studies have begun to focus on the data intensive capabilities of mod-
ern VR technologies, which incorporate new forms of algorithmic sensemaking. As 
Bailenson writes “In 2018, commercial systems typically track body movements 90 
times per second to display the scene appropriately, and high-end systems record 
18 types of movements across the head and hands. Consequently, spending 20 
minutes in a VR simulation leaves just under 2 million unique recordings of body 
language” (2018a, n.p). Forms of physical or physiological biometric identification 
techniques which could theoretically extend from VR include gaze analysis, voice 
recognition, and facial recognition (XRSI, 2020). While data yielded by VR devices 
is often framed as anonymised, recent scholarship in computer science and Hu-
man-Computer Interaction has suggested that under certain machine learning con-
ditions such data is re-identifiable. Miller et al. (2020) and Pfeuffer et al. (2019) 
suggest that contemporary VR systems, including the most popular headsets of-
fered by Oculus (Egliston & Carter, 2021), have the capacity to track personally 
identifiable biometric data from users. Miller et al.’s study, for instance, highlights 
that five minutes of VR data (with all personally identifiable information stripped) 
could be correctly identified using a machine learning algorithm with 95.3% accu-
racy of a 511-participant sample. 

Beyond the user’s body, VR increasingly operates through sensing the environment 
surrounding the user. VR systems make sense of space around the user—locating 
the user within space, tracking their movement through space, and bounding the 
virtual from the physical. Systems like the Rift CV1 (on the market from 
2016-2019), used optical sensors (external to the device itself, placed around the 
area of use) for rotational and positional tracking (with the sensors and Rift teth-
ered to a PC). The sensors tracked the position of the user’s head and hands by 
picking up on infrared light emitted from the Rift’s controllers and head mounted 
display. Advances in ‘mobile’ VR (that is VR where all computing functions are built 
into the headset itself, see Saker & Frith, 2020)—such as the Quest—are instead 
reliant upon algorithmic odometry, particularly upon Facebook’s ‘Insight’ stack—an 
‘assemblage’ (McCosker & Wilken, 2020; Mackenzie & Munster, 2019) of sensors 
that enable the device to algorithmically construct a map of the environment 
around itself, such that the software can track the position and movement of the 
device through space. 

In short, more immersion requires more data. Oculus’ devices—with their built-in 
sensors, outward facing cameras, and computer algorithms to generate virtual en-
vironments and register body movements—process considerable forms of spatial 

https://www.oculus.com/blog/important-oculus-privacy-updates/
https://ai.facebook.com/blog/powered-by-ai-oculus-insight/


data, by which we mean the data to do with the body, and its spacings and timings 
to affect, or respond to events in the virtual environment, as well as data to do 
with the physical environment surrounding the user. 

Emerging harms 

In what follows we identify and explain several emerging, data-borne harms relat-
ing to contemporary VR technology. We suggest that these cases constitute harm 
in that they violate the autonomy of data subjects, through the capture and profit 
from data, but also in that they materialise unjust social relations. 

Platform power and data extraction 

Facebook’s acquisition of Oculus, and its use of the spatial data collected through 
Oculus devices, falls neatly into critical conversations about digital platforms (see 
e.g., Srnicek, 2017; van Dijck et al., 2019). The throughline of this critical platform 
scholarship is that technology companies today typically provide some kind of 
technology and/or service—often in a loss leading way (and generally as an exer-
cise in expanding into, and eventually controlling new markets)—commonly gener-
ating revenue through data or surveillance-centred business models. As Srnicek 
writes (2017, p. 49), there are several different kinds of platforms. Facebook specif-
ically would be characterised as an advertising platform—one that generates rev-
enue by brokering transactions between advertisers and users of its social soft-
ware. This is enabled by Facebook’s capture of user data—tracking and monitoring 
users’ social activity, creating a vast lake of data that it uses to automate ex-
changes between advertisers and Facebook, through its ad network (Srinivasan, 
2018). While we are yet to see the full implications of Oculus for Facebook as an 
advertising company (with, currently, ads being served inside certain Oculus games 
which are based on Facebook data rather than VR specific data) public facing doc-
umentation from Oculus (such as software licence agreements, see Egliston & 
Carter, 2021) suggests that it may operate to further empower Facebook’s advertis-
ing arm. A patent filed in 2017 by Facebook likewise points toward an advertising 
based future for VR. 

At its Oculus Connect developer conferences in 2018 and 2019, Facebook has com-
pared its investment in VR to its investment in developing for mobile computing. 
The comparison here, we argue, might be taken in two ways. First, VR will become 
a widely adopted computing format, as with the mobile phone. Second, and per-
haps more a motivation for the company, Facebook’s early integration into mobile 
media (Goggin, 2014) was a key mechanism in strengthening its place in the ad-

https://patents.google.com/patent/US10192403B2/en?oq=10192403


vertising-based data market today. Data from mobile media provided additional 
data points for the company to connect Facebook users with advertisements 
through its ad service. It is not hard to imagine where the data collected via the 
use of VR—about the body (such as hand size, as specified in their ‘Supplemental 
Oculus Data Policy’), about the user’s home (using its Insight sensing system), 
could benefit the company’s data driven ad network, particularly when marshalled 
with other data the company collects from its other software. Put more explicitly 
elsewhere, prior to the Facebook Connect conference in September 2020, the com-
pany updated its Oculus EULA to reflect this: 

Information about your environment, physical movements and dimensions 
when you use an XR device. For example, when you set up the Oculus Guardian 
system to alert you when you approach a boundary, we receive information 
about the playing area that you have defined; and when you enable the hand 
tracking feature, we collect technical information such as your estimated hand 
size and hand movement data to enable this feature (Supplemental Oculus data 
policy, 2020: n.p. 

As Facebook executives like CEO Mark Zuckerberg and Oculus executives, such as 
Chief Scientist Michael Abrash, have noted, the company has clear ambitions to in-
tegrate more sophisticated forms of biometric tracking: hand tracking, facial ex-
pression and eye tracking (which as Zuckerberg notes, are contingent upon hard-

ware advances)1 and brain-computing interfaces. 

Despite its supposed commitment to responsible innovation, Facebook Reality 
Labs and Oculus have little to say about their extractive data practices, focusing 
instead on questions of privacy. Data is never a resource extracted by Facebook for 
profit, but something that they are actively protecting from the threats of rogue 
actors (see Egliston & Carter, 2020, p. 12). This is of course not to say that privacy 
is not a genuine concern. Rather, it is to say that VR privacy is framed in highly in-
dividualised terms, rather than in terms of the large-scale data extractivism driving 
Facebook’s advertising revenues, from which it makes most of its money. 

As we have written elsewhere (Egliston & Carter, 2020), in exploring individuals’ 
perceptions of the prospect of a Facebook-backed VR future, concerns about data 

1. Specifically, CPU cooling. The Quest 2—the most recent iteration of the Oculus suite of VR de-
vices—runs an overclocked processor (that is, running at speeds higher than those certified by the 
processor’s manufacturer) in order for the device to power its algorithmic odometry stack. To fur-
ther integrate features such as facial expression and eye tracking would likely cause device over-
heating and breakdown. 

https://www.oculus.com/legal/privacy-policy/
https://uploadvr.com/zuckerberg-quest-3-4-eye-face-tracking/
https://tech.fb.com/imagining-a-new-interface-hands-free-communication-without-saying-a-word/
https://about.facebook.com/realitylabs/responsible-innovation-principles/
https://investor.fb.com/investor-news/press-release-details/2021/facebook-reports-second-quarter-2021-results/default.aspx


extraction are paramount. Chiming with what Nissenbaum (2004) would call a 
‘contextual’ approach to privacy, while individuals did not expect a right to being 
free of tracking (with many individuals celebrating the various affordances of the 
device reliant upon tracking the body), they were concerned with an inability to 
control an appropriate flow of personal information, an inability to manage what 
was disclosed to Facebook. These concerns, we found, emerged from folk percep-
tions of platforms and surveillance, a generalised surveillance anxiety, and in re-
sponse to Facebook’s widely publicised unscrupulous data practices (e.g., the Face-
book/Cambridge Analytica case). 

The regulation of XR technologies like VR largely fall under broader data regula-
tions like the GDPR (with Facebook including GDPR compliance statements as ad-
denda to their privacy policies). It is worth noting, however, some of the limitations 
of this regulation when it comes to Oculus and VR. Firstly, a general criticism: as a 
range of scholars in critical legal studies (Viljoen, 2020) and media studies 
(Couldry & Yu, 2018) have argued, the “preventative force” (Couldry & Yu, 2018, p. 
4474) of the GDPR is reliant upon user consent. If users consent to using a particu-
lar product or service and provide explicit consent for the kinds of data tracking 
outlined in their terms of service agreement, data tracking (even of granular bio-
metric data) is permitted (see GDPR Article 9). The Oculus software license—which 
like many forms of software licences takes the form of a clickwrap agreement, a 
mechanism for quickly moving users into consumption (see Obar & Oeldorf-Hirsch, 
2018) — is one that is often vague in specifying data uses. While Facebook is clear 
that Oculus products have the potential to track biometric (e.g., hand size) or other 
forms of spatial data (e.g., room dimensions), what lacks is a clear statement about 
both current and potential future uses. This is particularly problematic, for in-
stance, in that Facebook claims in its software licences that any data is de-identi-
fied upon collection, yet documentation of Facebook’s internal testing of Oculus 
has suggested the ability for reidentification (see Bye, 2020). 

Beyond the GDPR, there has been recent promise in the application of competition 
law, particularly in Germany, in regulating Oculus with respect to data. At time of 
writing, we are in the midst of a noteworthy initial case of state regulation of Ocu-
lus (and VR more generally), with Germany’s Bundeskartellamt (national competi-
tion regulator) examining whether Oculus is breaching German data coupling laws 
in requiring an Oculus account to be connected with a Facebook account (Robert-
son, 2020)—a move following almost immediately from antitrust charges being 
filed against Facebook by the FTC in the United States, and from a 2019 investiga-

tion by the Bundeskartellamt into Facebook’s internal data sharing practices.2 As a 

https://www.nature.com/articles/d41586-018-03856-4


result of this, Facebook pulled Oculus products from sale in Germany. While an-
titrust is typically focused on consumer welfare and market health and rehabilita-
tion, running parallel to rather than in tandem with approaches focused on the so-
cial and political aspects of market actors, the application of antitrust law to limit 
the interoperability of Oculus and other arms of Facebook may be a productive 
move in limiting the kinds of profiles that Facebook can create of Oculus users 
(and the further uneven distributions of wealth that emerge from the company’s 
extractive practices, particularly as they extend into the more sensitive realm of 
VR data). 

Automated decision making: quantifying the qualitative 

The data generated through VR is also being used to monitor performance, partic-
ularly within the context of work. Oculus is increasingly taking the form of an en-
terprise technology—framed as a means for collaboration, simulation, and en-
hanced efficiency (for a more in-depth overview of Facebook’s business partner-
ships programme, see Egliston & Carter, 2021). One example, exemplifying the da-
ta-borne harms of Oculus VR in such a context, is the use of Oculus hardware 
within workplace training and hiring—specifically, in service sector jobs like retail. 
In 2018, Oculus announced a partnership between American retail corporation 
Walmart and the ‘Immersive Learning’ company STRIVR for workplace training and 
evaluation. STRIVR—a company that began initially creating VR software to train 
athletes—is now one of the largest VR EdTech and enterprise training companies 
globally (claiming over six million training sessions deployed, principally via its 

partnership with Walmart).3 STRIVR purportedly offers Walmart the opportunity to 
simulate events that would be difficult to emulate in physical training scenarios 
(like a Black Friday shopping crowd), learn how to use new technology before it is 
installed, and for soft skills training such as customer service, empathy and dealing 
with difficult conversations. 

As STRIVR note in a summary of one of their key patents4, the programme “auto-
matically clusters learners into groups on sensing data, which can include head, 
hand, and eye movements, as well as physiological data”—data that can supposed-
ly tell us something (following processing by STRIVR) due to its granularity, echo-

2. As the Bundeskartellamt’s press release reads: “[t]he extent to which Facebook collects, merges and 
uses data in user accounts constitutes an abuse of a dominant position” (Bundeskartellamt, 2019, 
n.p.). 

3. With Walmart, STRIVR offers 45 training modules, and 17,000 (Oculus Go) headsets in 4,700 loca-
tions. 

4. US 10, 586, 469 B2, granted 10 March 2020. 

https://www.strivr.com/blog/funding-patent-immersive-learning-platform/


ing the kinds of epistemologies of data-driven empiricism common in data dis-
courses, identified by Kitchin (2014). As we write elsewhere (Carter & Egliston, 
2021) of TaleSpin—a similar VR training company, also partnered with Oculus, and 
which focuses on corporate white-collar training—data is effectively volunteered 
by users due to the supposed representational verisimilitude of the simula-
tions—how they seem ‘realistic’ through visual, auditory and haptic registers. For 
prospective clients, this ‘realness’ is not simply to make the experience more com-
pelling and edifying. It is to encourage use and engagement, to “make training for 
‘soft skills’ measurable” (Talespin, n.d, n.p.)—or, as one Walmart executive writes of 
STRIVR, a process of measurement that helps “remove subjectivity and uncon-
scious bias from the selection [hiring] process…a people-led, tech empowered way 
of working” (Holler, 2019, n.p.). 

The potential for harm—we suggest—lies in the way that these technologies fur-
ther threaten to institute regimes of datafied governance in the workplace, things 
that are already widely adopted and that have been widely problematised in terms 
of fairness and bias (see Kim, 2017). These technologies, beyond offering logistical 
benefits, are framed as offering enhanced insight and decision making to employ-
ers, particularly through their ability to capture a range of physiological data about 
employees based on their participation in VR simulations. In this sense, the phe-
nomenology of decision-making shifts from being reflexive and situated (see Drey-
fus & Dreyfus, 2004), to the decision maker being imbued with informational 
flows, taken into perceptual experience (see Ihde, 1990). This is of course not to in-

felicitously romanticise ‘human’ decision-making as something free of bias5. 
Rather it is to say that the distribution of agency through automated decision-
making technologies not only creates a ‘mess’ of human and technical agents, but 
also new and complicated questions to do with inequality in decision-making. 

Much like algorithmic decision making in hiring processes more generally, the 
datafication of workplace decision making (particularly to do with hiring and pro-
motion) is an area that has been fraught with debate and critique (Kim, 2017; 
Rhaghavan et al., 2019; Sanchez-Mondero et al., 2019). Given the nascency of VR-
based, data-driven tools for evaluating workplace performance, we lack clear evi-
dence about how these tools work, and how they evaluate users. For instance, one 
of STRIVR’s primary evaluation tools is verbal analytics—something that has been 
recognised more generally as biased toward native English speakers (Harwell, 

5. Indeed, Walmart specifically has a long and well documented history of discrimination surrounding 
promotion of its service workers (see Dukes vs. Walmart Stores, 2011), union-busting, and a predato-
ry culture of worker control and coercion based on exploiting precarity and insecurity (see Haiven, 
2013). 



2018). If we are to take seriously the biometric nature of VR, we might also consid-
er the new forms of bias that these tools enable in revealing information previous-
ly protected under antidiscrimination law (e.g., protected characteristics like dis-

ability).6 Such a future is troubling in the specific context of Walmart’s partnership 
with STRIVR/Oculus, but also in the potential of a wider rollout of VR training in 
the service sector more generally, which commonly relies upon (increasingly tech-
nologically mediated) forms of worker coercion and control through limiting the 
bargaining power of employees through underemployment and restrictive social 
security (Wood, 2020). Despite companies such as STRIVR expressing sensitivity to 
issues of bias, what lacks is—at bare minimum—appropriate best practice methods 
for evaluating transparency; a demand of much recent advocacy in scholarship on 
fairness (Raghavan et al., 2019) and emerging from recent initiatives such as the 

US based Civil Rights Principles for Hiring Assessment technologies.7 

Within the context of the EU, protections against data informed decision-making 
are laid out in Art. 22 of the GDPR pertaining to ‘Automated individual decision-
making, including profiling’. Art. 22 specifies that decision-making cannot be based 
solely on data-driven, automated processing (that is, it can inform decision-mak-
ing). Yet crucially, automated decision-making’s harms relating to inequality in the 
workplace are often on the basis of how data is used by human subjects to mediate 
decision-making (see Mateescu & Nguyen, 2019). Certain interests and purposes 
are imposed on and justified by data within certain institutional contexts. Auditing 
measures (as have been proposed concerning digital work tools more generally, 
see Rhagavan et al., 2019) could provide a solution here. Such measures would 
need to take stock of the materially specific affordances of the technology, and the 
specific contexts in which it is being used. Auditing measures and transparency 
could be developed building on the strong focus placed on data access and reten-
tion in the GDPR. 

6. This has been noted within the context of AI resulting in the involuntary disclosure of disabilities 
to employers (Whittaker et al., 2019: 20). 

7. Concerns mount even further once we consider actors like the private health insurance sector, one 
that in the US has a unique and highly problematic coupling with one’s employment, and their po-
tential relationship with VR technology. A 2016 report by KPMG’s global strategy group, focused on 
the insurance sector, points to the potential value of VR and AR technology for actors in this indus-
try. Of note, the report suggests that AR and VR companies could form “cross-sector partner-
ships”—that is, with the insurance sector—“leveraging their customer networks and detailed cus-
tomer behavior data” (2016, p. 10). Indeed, such a claim is entirely feasible—we already see large 
tech companies like Amazon (with their biometric, wearable fitness device Halo) partnering with 
John Hancock Financial, a US life insurance company. 



Inclusion and access: VR as disabling interface 

We have focused thus far on how data is captured, and used in one way or another 
to sort, track and profile. We turn now to focus on what and who doesn’t get 
tracked, and what this exclusion might mean in the context of a growing effort on 
Facebook’s part to integrate VR (and XR more generally) into the infrastructure of 
society (particularly, in light of recent claims by Facebook to use XR technologies 
as the infrastructure for a ‘metaverse’, encompassing all aspects of social life). 
Evergreen today, then, is Anne Balsamo’s question of “who will have access to vir-
tual reality…to the networks that serve the infrastructure of the emerging informa-
tion society?” (1996, p. 132). 

To be sure, one of the most celebrated affordances of VR technologies is the sensa-
tion of embodiment: the sense of having a body that exists within a digitally ren-
dered space. To do so, VR technologies render the user’s locomotion as machine 
readable data. To give a basic example, the Oculus Rift senses movement through 
tracking the position of the head and hand worn devices (or, specifically, by track-
ing the position of invisible LEDs on these devices). The illusion of spatial coher-
ence is reliant upon tracking movements of the devices inscribed in X, Y and Z co-
ordinates in a six-dimensional space. It is upon the promise of this sensation of 
immersion and immediacy (see Bolter & Grusin, 1999), of frictionless interface be-
tween body and technology, that Oculus has invested billions of dollars in VR re-
search and development with Facebook Reality Labs. The relationship between VR 
and embodiment was further highlighted in a recent blog post by Oculus outlining 
their proprietary sensor ‘Insight’ for the Rift and Quest headsets. We see that the 
company has gone to painstaking lengths to reduce undesirable visual er-
rors—such as image stuttering or jittering—errors which can cause nausea in even 
the most experienced VR user. 

Yet despite this ambition for high fidelity body tracking, not all bodies are machine 
readable. While VR operates in large part through its capacity to sense the body, 
the kinds of embodiments that are sensed and registered as such, are based upon 
ableist conceptions of ‘normate’ bodies. For Garland-Thomson (1997), the ‘normate’ 
body is a socially constructed, ideal image of the body—one that, at least in the 
context of North America, is white, able-bodied, heterosexual and male—some-
thing that accrues power and authority if approximated. For Davis (1995) construc-
tions of normalcy exclude—one that renders disability a ‘problem’. Little has been 
written on VR and disability. Early feminist literature on VR, while not coming from 
the perspective of disability studies, has suggested that VR follows the path of 
Western ocular centrism (rather than incorporating a wider range of multisensory 

https://ai.facebook.com/blog/powered-by-ai-oculus-insight/


experiences, see Murray & Sixsmith, 1999, p. 321), one that assumes particular 
modes of bodily engagement. While some in disability studies are hopeful for the 
promise of VR’s multisensory aesthetics for more sensorially inclusive media expe-
riences (see Paterson, 2017, p. 1551), more recent work in HCI has productively 
identified how contemporary VR systems instantiate ableism. Drawing on surveys 
with disabled VR users, Gerling and Spiel (2021) argue that VR assumes a ‘corpore-
al standard’, that is, an ‘ideal’ (non-disabled) body, and moreover, generally fails to 
accommodate the disabled body in its design. 

Facebook’s Oculus suite of technologies is a good example of how VR is designed 

around the normate body’s proprioceptive and kinetic capacities.8 Considering dis-
ability—and the limited extent to which it is incorporated into Oculus’ VR de-
sign—highlights Oculus’ normate view of the body. A recent report on research 
commissioned by ILMxLAB (Wong et al., 2017), on their Star Wars themed Oculus 
VR games suggested that Oculus VR is often far from its natural or intuitive imagi-
nation—encoded with ableist and exclusionary values, which limit the capacities of 
people with disabilities. A more recent example is the lack of control over avatar 
height with the Quest. Through the Quest’s Insight system—and its ability to track 
position and orientation—the device is able to situate the user as accurately as 
possible in the virtual environment. This means if you crouch in real life, your 
avatar crouches in the game. But for wheelchair users and people with limited mo-
bility, such an approach makes many Quest games unplayable. Interfaces are often 
designed to be only within reach of the standing user, and the sitting user’s view is 
rendered at crotch-height of the virtual non-player characters. Seated mode, 
where it does exist, is designed for the comfort of the normate body, rather than 
the inclusion of those for whom sitting is a necessity. In short, the kinds of bodies 
and mobilities that are rendered machine-readable are based on (ableist) design 
level assumptions about what bodies are and what they can do. 

While the post-Facebook acquisition Oculus has been discursively framed as a 
more mundane, everyday technology—something that can be integrated into 
everyday life, and something that has left behind its reputation of VR as a niche 
technology for computing enthusiasts—the case of disability is a key example of 
how Oculus still very much emboldens the same fantasy of VR—as we see with 
Luckey’s original conception of Oculus (see Harley, 2019)—as a libertarian, identity-

8. Certainly, as critics have noted throughout the company’s history, this has rung true beyond disabili-
ty. In 2014, danah boyd wrote that the Oculus Rift’s testing on men resulted in the way the headset 
works privileging the proprioceptive capacities of men. This bias meant that the device itself wasn’t 
calibrated for women; resulting in increased feelings of nausea for these bodies rendered ‘abnor-
mal’ by Oculus’ development processes. 

https://forums.oculusvr.com/community/discussion/75257/disabled-wheelchair-user-requires-additional-accessibility-options
https://qz.com/192874/is-the-oculus-rift-designed-to-be-sexist/


free and disembodied fantasy (and one against which many of the feminist STS 
perspectives on VR have pushed back against). If digital technologies and plat-
forms—like Oculus—are to become central to interaction and participation in con-
temporary societies (as Facebook Reality Labs imagine it)—then the stakes of ex-
clusion are significant. 

At the EU policy level, recent regulations such as the European Accessibility Act 
promise to enforce accessibility standards across computing technology broadly 
(while not mentioning VR specifically, VR will likely fall under this). Universal ac-
cessibility standards, as Costanza-Chock (2020) writes, however run the risk of flat-
tening out difference, minimising the lived and idiosyncratic experiences of certain 
people and groups. What will be needed, they argue, is a “highly specific, inten-
tional custom design that takes multiple standpoints into account” (2020, p. 
230)—something that will be achieved through authentic engagement with com-
munity, a “coalitional politics” between designers, policymakers and disabled peo-
ple. Such involvement will be urgent in that the “tacit and experiential knowledge 
of community members is sure to produce ideas, approaches and innovations that 
a nonmember of the community would be extremely unlikely to come up with” 
(Costanza-Chock, 2020, p. 94). 

Conclusions 

While Oculus is framed as a data-driven technology positively impacting various 
aspects of life, we must remain lucid of its potential to amplify or reinforce un-
equal power relations. Through our three case studies, understood through the 
perspective of CDS, we have highlighted how approaches to the governance of a 
metaverse future grounded in Oculus technology will require taking a sociotechni-
cal perspective, one that considers how VR embodies particular logics, aims and 
values, and will have widely differential effects beyond positive, utopian character-
isations of immersion, empathy and solutionism commonly found in marketing dis-
course or tech reportage. Rather than outright rejecting VR, we advocate for steps 
that reconfigure the kinds of harmful sociotechnical arrangements that have led to 
many of the issues observed in the three case studies above, steps which centre 
fairness and equity. Drawing from the above case studies and discussion of exist-
ing regulation and policy, we conclude with two takeaways for VR users, develop-
ers, policymakers and data activists. 



1. VR data is sensitive and we need appropriate safeguards on its 
use 

VR like that of Oculus requires sensitive data in order to enable its most basic op-
erations, data which falls under Art. 4 of the GDPR’s definition of biometric data, 
that is “personal data resulting from specific technical processing relating to the 
physical, physiological or behavioural characteristics of a natural person, which al-
low or confirm the unique identification of that natural person, such as facial im-
ages or dactyloscopic data”. While Oculus has indicated in their licence agreement 
that this is currently non-identifiable, it is urgent that this remains the case. To 
some degree, this is protected by GDPR mechanisms, which militate against data 
uses that exceed purposes for which consent was sought. Oculus software licence 
agreements, much like software licences more broadly, however, are strategically 
worded to provide maximum capacity for data extraction (see Egliston & Carter, 
2021). 

Lessons for regulation of VR as a data rich device could be learnt from a range of 
recent data policy developments. For example, recently in the United States, the 
Federal Trade Commission (FTC) focused on the data involved in facial recognition 
algorithms. In cases where algorithms are trained on data obtained without con-
sent (such as that scraped from social media images), the FTC has ordered these 
algorithms be shut down. Such an approach provides one way of regulating Face-
book’s potential misuse and re-identification of VR data. The European regulatory 
context also provides an instructive case in the form of the aforementioned Ger-
man Bundeskartellamt investigation into the data sharing between Facebook’s plat-
forms, including Oculus, and its finding that Facebook’s merging and collecting of 
data across its platforms constitutes an “abuse of a dominant [market] position”. 
The focus on limiting platform power here is not dissimilar to recent calls (by the 
now FTC chair Lina Khan) to place “prophylactic limits” on vertical integration 
within large tech companies (Khan, 2017). Attempts to restrict Facebook’s ability to 
commercialise its user data is arguably more important than ever as Facebook en-
ters the VR space, with VR a new paradigm of sensitive data about the body and 
the built environment. Such efforts would have the potential to mitigate some of 
the harms described in our first case study of data extraction. 

Such measures are not to outright limit the way that VR senses the body, but 
rather place limits on how this data might be capitalised or used in ways that cre-
ate harm. Indeed, there are many productive uses of VR within the context of 
spaces like art, activism and education, which are contingent upon the affordances 
of VR. For instance, Marcus Carter and colleagues’ own work (Carter et al., 2020) 

https://gdpr-info.eu/art-4-gdpr/
https://www.ftc.gov/news-events/press-releases/2021/01/california-company-settles-ftc-allegations-it-deceived-consumers
https://www.ftc.gov/news-events/press-releases/2021/01/california-company-settles-ftc-allegations-it-deceived-consumers


on environmental conservationism education in Australian zoos is reliant upon the 
use of Oculus Go headsets (Oculus’ first iteration of mobile VR headsets) due to 
their affordance of mobility. 

2. Ensure that advances in VR appropriately consider social and 
technical questions with respect to actual contexts of use 

Key here will be recognising that the plurality of contexts in which VR is currently 
used, and the many more in which it is imagined, means that there are many 
meanings of ‘user’ (employee, student, etc.). If policy is to take diverse use and 
users into account, it could productively benefit from engagement with those who 
use (and are potentially subject to harm) from these technologies (as highlighted 
in the cases on work and access/exclusion). It is in this sense that our case study of 
disability, and its focus on coalitions between people with disabilities, designers, 
and policymakers, is instructive for broader conversations about governance. No-
tably, principles of responsible research and innovation, focusing on embedding 
social benefit and moral responsibility into technological development—which 
have as a central tenet the incorporation of public or lay perceptions and experi-
ences of technology—have been central to European Commission funded innova-
tion and research (e.g., in 2013 under the Europe 2020 research and innovation 
funding policy structure). While such principles have been superficially appropriat-
ed by FRL in their own corporate responsible innovation policies (see Applin & 
Flick, 2021)—which provide little sense of how non expert perspectives will be in-
corporated—responsible innovation that centres the voices of users, particularly 
those who have the potential to be adversely affected in VR’s use, may be produc-
tive in mitigating harm (see Stilgoe et al., 2013). 
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