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Abstract: This paper introduces a socio-technical typology of bias in data-driven machine learning 
and artificial intelligence systems. The typology is linked to the conceptualisations of legal anti-
discrimination regulations, so that the concept of structural inequality—and, therefore, of 
undesirable bias—is defined accordingly. By analysing the controversial Austrian “AMS algorithm” as 
a case study as well as examples in the contexts of face detection, risk assessment and health care 
management, this paper defines the following three types of bias: firstly, purely technical bias as a 
systematic deviation of the datafied version of a phenomenon from reality; secondly, socio-
technical bias as a systematic deviation due to structural inequalities, which must be strictly 
distinguished from, thirdly, societal bias, which depicts—correctly—the structural inequalities that 
prevail in society. This paper argues that a clear distinction must be made between different 
concepts of bias in such systems in order to analytically assess these systems and, subsequently, 
inform political action. 
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This paper is part of Feminist data protection, a special issue of Internet Policy Review 
guest-edited by Jens T. Theilen, Andreas Baur, Felix Bieker, Regina Ammicht Quinn, Marit 
Hansen, and Gloria González Fuster. 

Introduction 

Algorithmic systems, artificial intelligence and machine learning as socio-technical 
phenomena are currently experiencing a critical moment of social and political 
discussion. Critique is positioned in multi-layered constellations of accusations of 
discrimination, surveillance and reinforcement of inequalities (Angwin et al., 2016; 
Apprich et al., 2018; Benjamin, 2019a; Buolamwini & Gebru, 2018; Eubanks, 2017; 
Korinek & Stiglitz, 2021; O’Neil, 2016; UN Special Rapporteur, 2019; Zuboff, 2019). 
In the context of political, activist and academic discourses, the potential of dis-
crimination, as well as the general tendency towards an automated reinforcement 
of inequalities by means of algorithmic systems, is closely linked to discourses on 
algorithmic and data bias (Angwin et al., 2016; Buolamwini & Gebru, 2018; Cria-
do-Perez, 2019; Obermeyer et al., 2019). This paper argues that a clear distinction 

must be made between different types of bias in data-based1 systems in order to 
analytically assess and politically critique these systems. 

This paper proposes an analytical framework of three types of data bias: technical 
data bias, socio-technical data bias, and societal data bias (see Figure 1 below). 
The typology is intrinsically linked to legal anti-discrimination frameworks and is, 
therefore, to be applied to an algorithmic system that is situated in its specific 
context of use and national legal context. 

FIGURE 1: Bias scheme 

1. See Section 1 for the use of terminology regarding “data-based” systems as opposed to “data-dri-
ven” systems. 
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A crucial differentiating factor between the three types is whether and to what ex-
tent what one wants to measure and datafy differs from what is actually measured 
and datafied, and if so, whether it is a discrepancy due to structural inequalities in 
society or a conceptual error. However, it is apparent at all times that such typolo-
gies can only be simplifications, just as any form of datafication and categorisa-
tion. 

This paper introduces the proposed bias typology along an Austrian case study of 
an algorithmic classification system for the unemployed, the AMS algorithm, that 
has been discussed widely due to its potential of discrimination (Allhutter et al., 
2020; Kayser-Bril, 2019; Lopez, 2019; Szigetvari, 2018a; UN Special Rapporteur, 
2019; Wagner et al., 2020; Wimmer, 2018b). Looking at this particular algorithmic 
system, it becomes especially clear that one has to strictly differentiate between 
two concepts I call socio-technical bias and societal bias. Whereas socio-technical 
bias can theoretically be repaired, as it will be argued below, societal bias calls for 
political and activist action in order to transform the context of use—and poten-
tially, to ban the system altogether. 

Much scholarly work has already been written on categorising bias: Friedman and 
Nissenbaum (1996) introduced their iconic typology describing “Bias in computer 
systems” as early as 25 years ago. A computer system is biased, in their definition, 
if it discriminates unfairly and systematically, meaning that “it denies an opportu-
nity or a good or […] it assigns an undesirable outcome to an individual or group 
of individuals on grounds that are unreasonable or inappropriate” (Friedman & 
Nissenbaum, 1996, p. 332). What is meant by “unreasonable” or “inappropriate”, 
though, is not defined in a precise way. 

Friedman and Nissenbaum’s typology differentiates biases in computer systems ac-
cording to their source: technical bias stems from the specific affordances and con-
straints of technology and technological systems: “e.g., a database for matching or-
gan donors with potential transplant recipients certain individuals retrieved and 
displayed on initial screens are favoured systematically for a match over individu-
als displayed on later screens” (Friedman & Nissenbaum, 1996, p. 334). Pre-exist-
ing bias has its roots in social institutions, practices and attitudes. It is introduced 
into a computer system either via a prejudiced individual, consciously or uncon-
sciously, or via society at large, one example being “gender biases present in the 
larger society that lead to the development of educational software that overall 
appeals more to boys than girls” (Friedman & Nissenbaum, 1996, p. 334). Emer-
gent bias in a computer system arises in interaction with real users: either by the 
system’s inability to adapt to new knowledge, “e.g., a medical expert system for 
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AIDS patients has no mechanism for incorporating cutting-edge medical discover-
ies that affect how individuals with certain symptoms should be treated” (Fried-
man & Nissenbaum, 1996, p. 334) or by a mismatch between users and system de-
sign regarding expertise or values. 

In recent years, much fruitful research has emerged on categorising, measuring 
and analysing bias—updating Friedman and Nissenbaum’s work to contemporary 
data-based algorithmic systems. The work in this field is as diverse as the applica-
tions of data-based systems. 

For example, Thiem et al. (2020) recently found that, in the context of social re-
search, applying a certain algorithm from electrical engineering (the Quine-Mc-
Cluskey algorithm) in order to analyse data with the Qualitative Comparative 
Analysis method for purposes of causal inference can lead to significant algorith-
mic biases due to the algorithm’s incompatibility with causal inference. 

Focusing more on social platform data at the core of social research itself, Olteanu 
et al. (2019) have reviewed a variety of research that uses social data in order to 
understand or influence phenomena specific to, as well as beyond, social software 
platforms, and the biases that can arise within that data: some of these biases are 
specific to social (platform) data, such as behavioural biases that describe “system-
atic distortions in user behaviour across platforms” (Olteanu et al., 2019, p. 7), or 
normative biases that “are a result of written or unwritten norms and expectations 
of acceptable patterns of behaviour on a given online platform or medium” (Ol-
teanu et al., 2019, p. 11). Other bias categories can be applied to analyse research 
with general data, such as population biases that describe “systematic distortions 
in demographics or other user characteristics between a population of users repre-
sented in a dataset or on a platform and some target population” (Olteanu et al., 
2019, p. 6). Or, more generally, data collection biases that arise via “selection of 
data sources, or by the way in which data from these sources are acquired and pre-
pared” (Olteanu et al., 2019, p. 13). 

Expanding the focus of use cases of data-based systems from research to decision-
making that affects individuals and groups, Barocas and Selbst (2016) provide a 
taxonomy of mechanisms through which the use of data-based algorithmic sys-
tems may have discriminatory effects: the target variable, i.e., the outcome(s) of in-
terest, can be defined in a way that systematically disadvantages certain groups of 
people: defining a target variable entails making a real-world phenomenon “com-
putable” and, therefore, necessarily leads to simplifications that are based on sub-
jective choices of individuals. Biases can be introduced into the data that is used 
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to build the algorithmic system due to: manual labelling or in the process of data 
collection itself, or during the feature selection (in which, similarly to defining the 
target variable, choices are made about which kind of data is being looked at). If 
the use of an algorithmic system discriminates against certain groups in a hidden 
way, meaning that the implemented criteria are not discriminatory per se but, in 
fact, systematically disadvantage certain groups—Barocas and Selbst refer to 
“masking” if it is done on purpose (Barocas & Selbst, 2016, p. 692), and proxies if 
not (see below). 

Zooming into the technical details of a machine learning system’s life cycle, Suresh 
and Guttag (2020) described various issues that can introduce bias into a system: 
historical bias, representation bias, measurement bias, aggregation bias, learning 
bias, evaluation bias and deployment bias. Some of these types of data bias can 
only be identified through extensive knowledge and close examination of the de-
velopment process of a particular system including the underlying data used to 
build the system. This knowledge is often neither available to the public nor to 
critical scholarship (Burrell, 2016). Even if an algorithmic system as well as its un-
derlying data are made transparent for research purposes, the example of face 
recognition shows that measuring and quantifying bias is a complex endeavour: 
while there has been research on “How (not) to measure bias in face recognition 
networks” (Glüge et al., 2020, p. 1), Cavazos et al. (2021) stress the importance of a 
multi-faceted and case-based analysis: “a general assessment of bias for face 
recognition algorithms [is] unfeasible” (Cavazos et al., 2021, p. 108). They conclude 
that “race bias must be measured for each particular scenario, algorithm, race, and 
dataset” (Cavazos et al., 2021, p. 109). 

Coupling the quest to analyse biases in algorithmic systems with the aim to miti-
gate their harmful effects, Simon, Wong and Rieder (2020) give a fruitful account 
of the discussion around bias in machine learning, and they expand on the bene-
fits of the Value Sensitive Design methodology in designing, developing and de-
ploying algorithmic systems: through conceptual-philosophical, empirical and 
technical investigations, Value Sensitive Design aims to “provide […] a constructive 
tool that enables and supports the realisation of specific desired values in the de-
sign and development of new technologies” (Simon et al., 2020, p. 5). They stress 
the importance of viewing algorithmic systems and their biases as embedded in 
“the broader socio-technical system in which [they] are situated” (Simon et al., 
2020, p. 11). In the same vein, the bias typology introduced in this paper below, to-
gether with the question of whether biases can be “fixed” are viewed in their re-
spective context of use: in the section on societal bias, for example, it will be dis-
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cussed that an algorithmic system built on even a perfect datafication can rein-
force inequalities—depending on its context of use. 

The data bias typology introduced in this paper aims to contribute to the multi-
faceted discourse in several ways: firstly, this typology centres vulnerable humans 
and the concepts are defined accordingly. Secondly, the concept of structural in-
equality, and the associated concept of "undesirable bias" is linked to the concep-
tions of legal anti-discrimination regulations (Scherr et al., 2017; Atrey, 2019), and 
thus, defined accordingly. For example, the fact that the AMS algorithm differenti-
ates according to an unemployed person’s education will, in the following typolo-
gy, not be viewed as an undesired differentiation, because one’s status of educa-
tion is not a feature that is protected by anti-discrimination law (Lopez, 2019). A 
differentiation on the basis of an unemployed person’s gender entry with poten-
tially harmful effects, on the other hand, is viewed as undesirable, because the ap-
plicable Austrian anti-discrimination law protects the feature gender. Algorithmic 
systems are, thus, viewed as being situated in their respective national legal con-
text and context of use. Lastly, applying the proposed typology does not require 
deep knowledge of the inner workings of an algorithmic system. Put differently, 
this paper aims to provide a typology that is simple enough so that it can be ap-
plied widely, and complex enough to be useful in analysing an algorithmic system 
with regard to the overarching question: can a given biased algorithmic sys-
tem—theoretically—be fixed? Applying this typology will make it clear that “de-bi-
asing the AMS algorithm”, for example, would not be a solution to the problem of 
potential discrimination. 

Section 1: Data-based algorithmic systems 

Various aspects of designing, developing and deploying an algorithmic system, 
such as the choice of the underlying model used, the ways in which performance 
metrics are defined, the organisational embedding of a system etc. are crucial for 
the socio-technical analysis of algorithmic systems (see Barocas & Selbst, 2016; 
Cavazos et al., 2021; Olteanu et al., 2019; Suresh & Guttag, 2020). This paper fo-
cuses on one specific aspect: data and data bias. Data is the mathematical materi-
ality, and therefore the fundamental epistemic fabric of many contemporary algo-
rithmic systems, as will be laid out in the following. 

State-of-the-art algorithmic systems and research on artificial intelligence (AI) and 
machine learning differ in several significant points from the beginnings of AI re-
search. At the beginning of the development of AI systems, the goal was to devel-
op computer programmes that simulate a cognitive, human-like thought process 
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(Crevier, 1993; McCarthy et al., 1955; Press, 2016). The underlying assumption was 
that “every aspect of [...] intelligence can in principle be so precisely described that 
a machine can be made to simulate it” (McCarthy et al., 1955). This approach did 
not lead to satisfactory performance, as human inference and cognition processes 
are too complex to be explicitly transferred to a synthetic system. 

Modern AI, however, is built on methods of data-based machine learning (Alpaydin, 
2016). In this modern paradigm, it is not rule-based cognitive processes that are 
being emulated. Machine learning systems are based on probabilistic, statistical 
methods (Hastie et al., 2009). The strength and the crucial element of modern AI 
functionality are large amounts of data: increased processing capacities now make 
it possible to "teach" a computer programme what is the "right" (in the sense of: 
desired) outcome by processing huge amounts of data, so that modern AI pro-
grammes, at least with supervised machine learning (Hastie et al., 2009), are 
trained by the sheer number of examples to take the correct action accordingly. 
Patterns found in the respective training data become rules that will be applied to 
new input data. 

In this way the terms artificial intelligence and ‘Big Data’ are related: ‘Big Data’ is 
the "material" of an artificial intelligence system. It requires a large quantity to 
recognise supposed patterns (Bishop, 2006). Epistemically, data-based algorithmic 
systems can only "see" the mass and not the individual. The algorithmically gener-
ated knowledge can then be used to compare the individual to the statistical mass. 

In data science, one uses the term “data-driven” systems which speaks to the para-
digm shift in which: “Data starts to drive the operation; it is not the programmers 
anymore but the data itself that defines what to do next” (Alpaydin, 2016, p. 11). 
From a perspective informed by Science and Technology Studies (STS), this paper 
has to reject the inevitability and naturalisation of claims and notions of “data it-
self” driving anything. 

Firstly, because data is not per se existent in the world as “raw material” one has to 
merely “mine” (as the term “data mining” suggests (Aggarwal, 2015)) but is itself 
always produced, as STS scholarship has established (Gitelman, 2013; Mol, 2002). 
Secondly, because it is and always has been a variety of socio-technical actors who 
“define what to do next”. In an attempt to nevertheless capture the paradigm shift 
from the former AI research to machine learning techniques, this paper introduces 
the term “data-based algorithmic systems”. This refers to algorithmic tools, from 
logistic regression to machine learning and artificial intelligence methods such as 
deep learning (Goodfellow et al., 2016; Harrell, 2015; Hastie et al., 2009). 
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Much has already been written about data and datafication, not just in the digital 
context: That datafication is not a mere representation of a phenomenon, but 
rather entails ontological interference (Mol, 2002). That algorithmic systems and 
datafication function as a mode of regulation (Yeung, 2018). That science might be 
entering a paradigm of statistical exploration and data mining (Kitchin, 2014), and 
that data and evidence-based policy are becoming increasingly central (Rieder & 
Simon, 2016). There is also a lot of work already written on updating the scholar-
ship on data to data-based algorithmic systems and automated decision-making, 
taking into account the specific affordances of digital technologies with respect to 
their ubiquity, scalability and supposed efficiency (Benjamin, 2019a; D’Ignazio & 
Klein, 2020; Prietl, 2019). Datafication turns a heterogeneous, complicated reality 
into a supposedly homogeneous microcosm with phenomena that seem classifi-
able, comparable and controllable. 

Section 2: The AMS algorithm as a case study 

In autumn 2018, the Austrian Public Employment Service (Arbeitsmarktservice in 
German, in short: AMS) announced a large-scale digitisation project which attract-
ed a lot of media attention (Szigetvari, 2018a). The project entails a predictive al-
gorithmic classification system, which became known by the name AMS algorithm, 
that is designed to categorise the unemployed into three groups with differing ac-
cess to welfare support resources (Wimmer, 2018b). 

The algorithmic system receives as input various data of unemployed individuals. 
On the basis of these data the system calculates their so-called "chances on the 
labour market" and according to the predicted chances the system produces as 
output a placement in one of the three categories: the category of unemployed 
with predicted high chances (group A), those with medium chances (group B) or of 
those unemployed with predicted low chances (group C) (Holl et al., 2018). De-
pending on the classification, the unemployed are supposed to have different sup-
port resources available to them (Szigetvari, 2018b). 

Since the announcement of this project, there has been much criticism, both from 
the scientific community (Cech et al., 2019) and activists (Kurier, 2020). The mani-
fold criticism is centred around three focal points: firstly, it became known in a 
published method documentation of the algorithmic system that the personal data 
entry “Gender: Female” results in an automatic “deduction of points”, which trans-
lates to the fact that unemployed individuals can be assigned to a less eligible 
group solely on the basis of their gender (Holl et al., 2018; Wimmer, 2018b). Fur-
ther potential point deductions according to personal data entries, such as age, 
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childcare responsibilities, disability and nationality, can lead to an intersectionally 
compounded effect (Lopez, 2019; Wagner et al., 2020): the group of job-seekers 
with the lowest “chances'' for job placement (according to the predictive model), 
group C, should not get full access to all AMS support resources, the rationale be-
hind that being efficiency (Allhutter et al., 2020; Szigetvari, 2018a). 

Secondly, and connected to the first issue, there was criticism of the fact that 
group C is supposed to be transferred out of the AMS internal system and relocat-
ed to external agencies. The aim of these external agencies is to "increase their 
chances" in order for them to be placed in group B—which is supposed to have full 
access to all support resources, and an evaluation spoke of the potential danger 
that these external formats might be a "one-way street" (Auer et al., 2019, p. 73; 
Lopez, 2019). 

Thirdly, there has been and still is criticism concerning the so-called “decision sup-
port” that the system is supposed to provide. The algorithmic system itself is not 
designed to automatically classify, but to be used as a support system for the case 
workers in their daily work (Wimmer, 2018a). Researchers have expressed their 
concerns: as studies show that algorithmic results, in practice, are often accepted 
far too easily by users, they fear that the same effect might occur with AMS case 
workers accepting and confirming the algorithmic classifications in their daily work 
(Wimmer, 2019). In August 2020, the Austrian Data Protection Authority banned 
the planned use of the algorithmic system for three reasons: the missing legisla-
tive basis for this type of profiling, the lack of measures taken against the system 
turning into a de facto decision-making automatism (which, in the planned form 
without further protection measures, is not compatible with Art. 22 of the GDPR), 
and due to a missing data protection impact assessment according to Art. 35. of 
the GDPR (Staudacher, 2020). In December 2020, the AMS appealed the decision 
successfully (Szigetvari, 2020). As of August 2021, the Austrian Supreme Adminis-
trative Court has yet to decide on the algorithm’s fate (Fanta, 2021). The legal, as 
well as the overall political response to this system can be seen as a landmark 
case for data-based systems in the European welfare state context, especially re-
garding so-called “decision support” tools. 

In sum, the heart of the criticism is thus a severe potential for de facto automated 
intersectional discrimination—because if, due to an intersectional convergence of 
various “point deductions” (the sensitive data entries being age, gender, disability 
status, childcare responsibilities, nationality) corresponding to one’s intersectional 
positionality, a person is outsourced to group C and does not receive certain sup-
port resources for this reason alone, then this is at the very heart of the concept of 
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intersectional discrimination: only the intersection of several axes of vulnerability 
and therefore only the combination of several “point deductions” leads to a place-
ment in the disadvantaged group C, whereas the existence of “only one” disadvan-
taged feature implies a placement in the most eligible group B. Put differently, the 
system allows for individuals that belong to “only one” or “only a few” disadvan-
taged groups to get access to all AMS support resources, which, per se, can be a so-
cietally desirable goal. If, however, a person has too many data entries belonging 
to disadvantaged groups (e.g., female, above 50, with childcare responsibilities, 
and with a non-EU citizenship)—this person might be classified below the thresh-
old with her “low chances'' and, consequently, be placed in group C. This is an al-
gorithmically explicit manifestation of what feminist theory has studied and criti-
cised for decades: the AMS classification system focuses its resources on those that 
are “a little” disadvantaged (and, therefore, might be classified into group B), and 
outsources those that are multiply disadvantaged: “This focus on the most privi-
leged group members marginalizes those who are multiply-burdened […].” (Cren-
shaw, 1989, p. 140; see also Crenshaw, 1990) 

This becomes highly relevant especially in welfare contexts, as vulnerable individ-
uals might be faced with automated decisions which can have unprecedented con-
sequences (Dencik & Kaun, 2020; UN Special Rapporteur, 2019). Vulnerability, in 
this paper, is being centred and seen as a “universal, inevitable, enduring aspect of 
the human condition that must be at the heart of our concept of social and state 
responsibility” (Fineman, 2008, p. 8). Intersectional feminist theory specifies this in 
that “structures make certain identities the consequence of and the vehicle for vul-
nerability” (Crenshaw, 2016, n.p.). 

Section 3: Three types of data bias 

This paper argues that the proposed bias typology can be made fruitful when as-
sessing a data-based algorithmic system that might produce biased results and, as 
a consequence, enable discriminatory practices. The three types of bias defined in 
this paper differ along the question whether the corresponding data or datafica-
tion differs systematically from what is supposed to be measured or datafied, and 
if so, whether that discrepancy is rooted in structural inequalities in society, see 
Figure 1 for a scheme of the bias types. 

The concept of structural inequality in this paper is linked to the legal anti-dis-
crimination regulations that are applicable in the respective context. Anti-discrimi-
nation regulations concern individuals who share a so-called “feature” that is 
legally protected against discrimination in certain contexts. In the proposed typol-
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ogy, algorithmic systems, just as instances of potential discrimination, are viewed 
as situated in their respective legal context. Accordingly, the typology presented in 
the following must always be considered together with a respective legal anti-dis-
crimination framework: in the EU, the different EU Directives, such as the Gender 
Directive 2004/113/EC, the Race Directive 2000/43/EC and the Framework Direc-
tive 2000/78/EC have been implemented into respective national law, such as the 
Gleichbehandlungsgesetz (GlBG) in Austria, or the Allgemeines Gleichstellungsgesetz 
(AGG) in Germany (see e.g. Holzleithner, 2017). In the USA, there is Title VII of the 
Civil Rights Act 1964 (which prohibits employment discrimination on the basis of 
sex, race, colour, national origin and religion), the Age Discrimination in Employ-
ment Act 1967, and the Americans with Disabilities Act 1990 (see, e.g., Atrey, 
2019). 

The respective legislator recognises that there are structural inequalities in society 
and deems them undesirable, thus prohibiting discriminatory treatment on the ba-
sis of this structural disadvantage (Givens & Evans Case, 2014). In Austria, for ex-
ample, discrimination based on gender, parenthood, age, disability and various 
other so-called attributes in employment contexts is prohibited by law according 
to the GlBG which applies to the context of use of the AMS algorithm (Wagner et 
al., 2020). 

It should be noted at this point that in the intersectional coalescence of structural 
vulnerabilities, by far not everything is seen through the mono-axially designed 
law, which differentiates according to supposedly separate categories (Atrey, 2019; 
Crenshaw, 1989; Holzleithner, 2010; Uccellari, 2008). In this way, legal anti-dis-
crimination frameworks ask: “What caused the damage?” instead of “Who is suffer-
ing?” (Crenshaw, 1989, 1991). Another obvious shortcoming of using the legal anti-
discrimination framework is the fact that economic inequality is not captured—suf-
fering from poverty is not a protected feature in the EU directives, or in the legal 
anti-discrimination regulations in the USA mentioned above. Another issue with 
legal frameworks is that they are always embedded in their national (or supra-na-
tional) context. Accordingly, applying the typology proposed in this paper always 
follows the national legal context in which the algorithmic system in question op-
erates. Algorithmic systems and their potentially harmful effects on vulnerable in-
dividuals and groups have to be viewed as situated in their context of use—and 
this situatedness is as dynamic and ever-changing as legal regulations can be. In 
short, linking the bias typology to legal anti-discrimination regulations entails its 
own set of invisibilities. 

Nevertheless, the legal anti-discrimination regulations provide a precise instru-
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ment of analysis with regard to which one can conceptualise “undesirable bias” in 
accordance with structural inequalities, so as to not having to resort to undefined 
or unclear concepts of fairness (the opposite of which being bias), or morality 
(Friedman & Nissenbaum, 1996; Suresh & Guttag, 2020). The huge field of fairness 
in machine learning shows that fairness can have numerous possible definitions 
and metrics (see e.g. Verma & Rubin, 2018). Defining “undesirable bias” according 
to the concept of fairness, thus, also depends on first choosing an applicable defin-
ition of fairness. 

The first type of bias in the typology that I propose is purely technical bias, which I 
define quite broadly so that it includes any kind of technical or conceptual mis-
measurement and misconception. A deviation exists here between what one wants 
to depict or measure and what is depicted or measured. However, this deviation is 
not based on an underlying structural inequality. 

The second type of data bias I call socio-technical bias. In this case there is a dis-
crepancy between what is to be represented and what is being represented, and 
this discrepancy is a direct result of structural inequalities. This includes cases 
where disadvantaged groups are less visible, overly visible or wrongly depicted 
because of the way data is produced. Several cases of data bias have been dis-
cussed in the media and beyond, as in Angwin et al. (2016) and Criado-Perez 
(2019). 

The third type is societal bias. The crucial aspect here is that societal bias is not a 
deviation of the datafication of a phenomenon from reality—acknowledging that 
reality is, obviously, a highly contested concept that always follows a normative 
decision. According to the proposed typology, societal bias arises when structural 
inequalities are reflected in the respective data, albeit correctly. The underlying 
data of an algorithmic system depicts—in a correct way—that society structurally 
discriminates against certain groups. The fact that, in the AMS algorithm, the data 
entry “Gender: Female” has a negative effect on the algorithmically predicted 
“chances” on the job market is, in that sense, a correct, albeit simplified, reflection 
of the structural inequality that marginalises women in the Austrian labour mar-
ket—an instance where the statistically aggregated individual biases of decision-
makers, such as recruiters and employers, become visible. More details and exam-
ples can be found below in the respective sections. 

All three types of bias can cause enormous damage reinforcing structural inequali-
ties in society. The impact of an algorithmic system, of course, always depends on 
how a system is built, how it is used, as well as on what it is supposed to do, and 
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what it is de facto doing. Algorithmic systems whose underlying data is subject to 
technical bias can produce completely incorrect and indeed nonsensical and 
meaningless results, so that the people who suffer are ultimately still vulnerable 
individuals who are already disadvantaged. The "correction" of nonsensical algo-
rithmic results can require a lot of financial resources, knowledge, patience, legal 
advice et cetera (Eubanks, 2017; UN Special Rapporteur, 2019), so that a datafied 
error—even if it does not emerge in a structurally inequality-related manne—can 
have structurally different effects depending on the positionality of the affected 
individual. This assumes, though, that it is always desirable for the datafied ver-
sion of something to be as correct as possible. However, this can be highly ambiva-
lent, as will be discussed below. 

Algorithmic systems that render disadvantaged groups along a socio-technical 
bias appear less visible, wrongly visible or all too visible can cause serious dam-
age. A well-known and often discussed example of hypervisibility is that of neigh-
bourhoods in the USA that are being over-policed due to racially biased law en-
forcement data and corresponding allocation of law enforcement resources due to 
predictive policing systems (Benjamin, 2019a; Ensign et al., 2018; Wang, 2018), 
corresponding to the fact that crime itself is conceptualised in a racialised way 
(Alexander, 2019; Butler, 2017; Wang, 2018). Underrepresentation in databases can 
lead to disadvantageous invisibility, which has been written about in health care 
contexts (Obermeyer et al., 2019). 

Algorithmic systems that are subject to societal bias, which means that they depict 
society with all its structural intersectional inequalities—albeit correctly—can also, 
depending on the context of use, be disproportionately harmful to vulnerable indi-
viduals, if the depicted reality is regarded, and used, as both the normative status 
quo and a naturalised fact (Lopez, 2019). More details will be given below under 
the respective types of bias. 

In any case, with any algorithmic system it depends on how it is used and what it 
is used for. Thus, a system is never harmful or beneficial in itself, but must be 
viewed the way it is situated in its specific context. 

Section 4: Purely technical data bias 

The first part of the proposed typology refers to instances in which the produced 
data—and thus the foundation of a data-based algorithmic system—deviates sys-
tematically from the phenomenon in reality that this data is supposed to describe, 
acknowledging, of course, that reality is a highly contested term that always re-
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quires a preceding normative decision. The systematic deviation in the case of 
technical bias can be the result of a conceptual error made by a human actor. The 
concept of technical data bias differs from the concept of validity of data (see e.g. 
Olteano, 2019) as it points to conceptually emphasising the potentially harmful ef-
fects on vulnerable individuals or groups. Technical data bias, as opposed to the 
methodological concept of validity, therefore centres vulnerable humans. 

The crucial feature of this type of data bias is the fact that these deviations are not 
directly rooted in a structural inequality that is prevalent in society but still may 
have effects that are structured around social inequalities. One simple illustrative 
example is a thermometer that is supposed to measure the temperature in a room, 
but that is placed very close to a heating unit so that the temperature measured 
deviates systematically from the average room temperature in a way that is sys-
tematically biased towards higher temperatures. If this biased measurement of 
temperature potentially has a systematic negative effect on disadvantaged individ-
uals (e.g., as a heating regulating device), this paper speaks of technical bias. 

In the case of the AMS algorithm, and, in fact, of any predictive data-based algo-
rithmic system, the predictive model uses data from the past in order to predict 
outcomes in the future. The AMS algorithm predicts the individuals’ “chances” for 
job placement on the labour market. The data-based predictions that are produced 
are based on the analysis of past data starting in 2015 (Holl et al., 2018, p. 4). 
Thus, in order to estimate the chances of an unemployed person, the aggregated 
statistical analysis of unemployed people with similar data entries from the past 
years is used. 

In order to derive the predictive model, the statistical analysis asked two ques-
tions: “Which people with which data entries have achieved job placement for at 
least three months within seven months?”. This was called the short-term goal. 
And: “Which people with which data entries have achieved job placement for at 
least six months within 24 months?”. This was called the long-term goal (Holl et 
al., 2018, p. 6). Answers to these questions can be found in data on previous cases: 
the underlying model, namely a logistic regression model (Holl et al., 2018, p. 3), 
operates under the assumption that these “chances” can be estimated sufficiently 
well by analysing what was recorded in the past by the convoluted, aggregated 
AMS case histories and their data, combining all cases and respective case histo-
ries of the previous years (Holl et al., 2018, p. 4). Answers to the questions of 
which job-seekers with which data entries re-entered employment achieving the 
short-term or the long-term goal can be seen in the past case histories. 
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What makes this statistical analysis of the past a “prediction” is the active assump-
tion that the future will behave in the same way that the past has behaved. In oth-
er words, there is no “time parameter” in logistic regression (Hastie et al., 2009). 
The mathematical architecture of this model, in this sense, knows no future. This 
future is being created by assuming factual, and in this case labour market related, 
continuity with regard to time. 

This is the source for technical bias, in that the labour market that is depicted in 
the AMS data from the past several years is very different from the present 
COVID-19 job crisis and its related labour market situation (Der Standard, 2020). In 
Austria, the employment sectors tourism, retail, temporary employment, produc-
tion, and construction have drastically fluctuated in the course of the pandemic 
(APA-OTS, 2021). These are sectors that rely heavily on precarious workers, so that 
a misrepresentation of these industries in the underlying data might have system-
atic effects on vulnerable individuals. The way unemployment during, and proba-
bly after, the COVID-19 crisis presents itself therefore cannot be modelled with da-
ta from before COVID-19. The data deviates systematically from the present labour 
market, which renders the corresponding predictions useless (Wimmer, 2020a). Us-
ing pre-COVID-19 data in order to predict a COVID-19 or post-COVID-19 job place-
ment therefore constitutes a conceptual error that is an example of technical bias: 
the data used to make a prediction is systematically biased towards the past, 
which, in fact, all data-based predictive systems are (see also Lopez, 2021). 

Section 5: Socio-technical data bias 

In the case of socio-technical data bias, there is, too, a systematic divergence be-
tween the data and the phenomenon that is supposed to be depicted by the re-
spective data. In contrast to technical bias from above, this discrepancy is rooted in 
a systematic over-, under- or misrepresentation or misdatafication of disadvan-
taged groups or aspects corresponding to marginalised groups in the data due to a 
structurally biased way the data is produced. 

This deviation is due to and thus reveals a structural inequality that prevails in so-
ciety. As mentioned above, this bias framework in this paper builds on the legal 
anti-discrimination framework applicable in the respective context. Structural in-
equality is thus defined as inequality along a so-called "feature" which is legally 
protected against discrimination in the national legal context of use of the algo-
rithmic system in question. 

One example that has been much discussed is face detection and face recognition 
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software based on machine learning. As mentioned above, (supervised) machine 
learning in this case functions by providing the computer programme with large 
amounts of training data in order to optimise the model parameters. A machine 
learning programme therefore requires many samples of visual data to find pat-
terns in how a face is to be detected, classified or recognised. 

The way of and extent to which faces are detected and recognised by such an al-
gorithmic system, therefore, depends on the visual data that has been used to train 
this system. The work of Joy Buolamwini and Timnit Gebru has shown that several 
widely used systems for gender classification are subject to intersectional racial 
bias. These systems recognise faces with light skin colour and male faces better 
and poorly recognise faces with dark skin colour, and especially faces of Women of 
Colour. Buolamwini and Gebru show in their work that two benchmark data sets 
used to evaluate such systems for accuracy are biased and contain disproportion-
ately few faces of People of Colour. They conclude that a system that performs 
poorly on faces of People of Colour and performs well on faces of white people 
will perform well with regard to these standard benchmark data sets (Buolamwini 
& Gebru, 2018; see also Cavazos et al., 2021; Glüge et al., 2020). 

With regard to face detection, in which a camera determines whether or not a face 
is within the camera scope, Buolamwini, during an impressive Ted Talk, showed a 
video of how her own face is initially not recognised by a widely used face detec-
tion software, but then is recognised as a face as soon as she puts on a white plas-
tic mask (Buolamwini, 2017). 

These two instances are directly visible translations of the fact that these face 
recognition, classification and face detection programmes have primarily learned 
what faces look like by looking at white faces, specifically white male faces. Thus, 
this face detection system is subject to socio-technical bias, which means that the 
underlying data of the system (a collection of visual data of faces) differs from the 
actual range of faces to be captured. 

This kind of biased visual design is hardly new either, as early on in the develop-
ment of analogue photography decisions were made in the chemical processes of 
standardised photo development that favour light faces and make dark faces look 
undifferentiated, bad and invisible, as Ruha Benjamin puts Lorna Roth's works into 
new contexts (Benjamin, 2019a; Roth, 2009). A structural and systematic racial bias 
thus results in a technical divergence—the outcome is socio-technical data bias. 

Vulnerability of marginalised groups intersects with socio-technical data bias in 
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face recognition software when low software performance leads to wrongful ar-
rests: widely used face recognition technologies in law enforcement that perform 
poorly on faces of Black people already have had consequences that are devastat-
ing for the individual affected: several cases are known where Black men were 
wrongfully arrested and incarcerated due to a mismatch in a face recognition tool 
(Hill, 2020a, 2020b). 

Another example of what this paper classifies as socio-technical bias, is an algo-
rithmic system in the USA situated in health care contexts which is designed to 
predict which patients are at high risk and therefore need attention and medical 
care. This system is widely used to guide decisions on the allocation of health re-
sources and attention to millions of people, and a study has found out that this 
risk prediction system systematically predicts that Black patients have less med-
ical need than white patients, resulting in them receiving less medical care (Ober-
meyer et al., 2019; Obermeyer & Mullainathan, 2019). 

The study showed that this systematic underrepresentation of medical need is due 
to the fact that a so-called proxy variable was used to calculate the risk and the 
medical needs of patients. A proxy variable is a feature that is supposed to deter-
mine what is to be measured (in this case the severity of the health condition) by 
means of another variable that often is easier to quantify. In this case the proxy for 
medical need was chosen to be health care costs. Thus, what is actually being pre-
dicted by the system, is not risk, but health costs, and this prediction, as mentioned 
above, is merely an analysis of past health cost data. The study argues that dispro-
portionately little money is spent on Black patients, which demonstrates a struc-
tural system of racial inequality in the USA (Benjamin, 2019b). 

This leads to the following situation: a white patient and a Black patient, who both 
have the same algorithmically predicted risk and should therefore, guided by the 
algorithmic prediction, receive the same amount of medical care, differ systemati-
cally in that the Black patient has a much more serious health condition (Ober-
meyer et al., 2019). Put differently, in the case of a Black and a white patient with 
the same degree of actual medical need, decisions guided by this system will allo-
cate more resources to the white patient. This naturally leads to an allocation of 
resources and medical attention that is immensely harmful to the vulnerable Black 
patient in need of medical care. 

In the case of the AMS algorithm, an example of socio-technical bias is the fact 
that the corresponding gender entry only knows two options, male and female, 
even though in Austria, the corresponding gender scheme is not binary (Allhutter 
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et al., 2020; Wagner et al., 2020). The complexity of the, at least, legally possible 
gender variety, is not being captured by the possible categories in the AMS data-
base. This is a simplification due to the fact that additional options for a gender 
entry are not being considered as a priority high enough to change the categorisa-
tion system in the database. 

It can also be argued compellingly that the binary gender scheme fits into the cat-
egory of societal bias (see below) as it depicts the reality of a binary societal gen-
der regime. 

This shows that the bias typology introduced in this paper has blurry boundaries 
between the different bias concepts—categorising biases in specific algorithmic 
systems is always also a normative act: after all, one has to decide on a version of 
”reality” that the datafication deviates from (or not). Striving for more diverse rep-
resentation, one will reject a binary gender scheme: however, the consequences of 
adding possible data entries to the binary scheme, or removing the data category 
“gender” altogether from the AMS algorithm are difficult to estimate. From the per-
spective of wanting to improve the capacity of a system to represent gender vari-
ety, adding as many possibilities of gender entries as possible may be desirable. 
However, and especially in view of “surveillance capitalism” discourses (Zuboff, 
2019), it becomes clear that representation and (datafied) visibility is always high-
ly ambivalent. Removing the “gender” category, on the other hand, will mathemati-
cally lead to a lower performance of the algorithmic system (see below). Depend-
ing on one’s perspective, this can be desirable or not: a low performance of the 
AMS algorithm may lead to its political legitimation to disappear, which may lead 
to the system’s abolition (which may be an activist goal). 

The examples of this section have shown that socio-technical bias in data-based 
algorithmic systems can appear in diverse forms and at differing stages of the de-
velopment of an algorithmic system. With regard to face detection, the underlying 
visual data is unbalanced due to an underrepresentation of faces of women of 
Colour (Buolamwini & Gebru, 2018). With regard to the predictive health risk sys-
tem, what is supposed to be measured, namely the actual need of a patient, is be-
ing approximated by the predicted cost in health care, revealing that Black pa-
tients have been and are being under-treated (Obermeyer et al., 2019). With regard 
to the gender categories in the AMS system, the possible entries and therefore the 
degree to which complexity is enabled, are restricted to a binary gender scheme 
(Wagner et al., 2020). 

18 Internet Policy Review 10(4) | 2021



Section 6: Societal data bias (or: prediction as 
depiction) 

Societal data bias occurs when structural societal inequalities are reflected by da-
ta, albeit in a correct way. Societal bias in data-based algorithmic systems is there-
fore not a false representation or a deviation, but a manifestation of the aggregat-
ed individual biases that are structured along social inequalities due to gender, 
race, age, disability (the features depending on the legal context and its anti-dis-
crimination regulations). In the following, I argue that algorithmic systems that de-
pict societal bias can serve as an emancipatory tool of diagnosis, or as a normative 
reinforcement of structural inequalities, depending on the context of use. 

The AMS algorithm in Austria is an example of an algorithmic system rendering 
societal bias visible. The underlying assumption behind the development of this 
predictive algorithmic system is that the target probability (“job chances”) can be 
estimated sufficiently well by the data included (Harrell, 2015; Holl et al., 2018). 
The statistical finding that the feature “Gender: Female” (as well as: age over 30, 
age over 50 more severely so; non-EU citizenship; disability; childcare responsibili-
ties) has a negative impact on the probability of job placement thus shows, cor-
rectly, that there is a structural disadvantage in the labour market: two unem-
ployed individuals with otherwise completely identical data entries have statisti-
cally different success rates with regard to job placement. The “Gender: Female” 
feature alone with otherwise unchanged data has a negative effect. 

The AMS algorithm depicts societal bias which means that it shows the aggregat-
ed individual biases of institutions and decision-makers in the realms of the labour 
market that are structured via intersectional inequalities. The model therefore re-
flects (only up to a certain degree of simplification, of course) the structural situa-
tion on the labour market with which this person will be confronted when search-
ing for a job (Lopez, 2019). 

This knowledge could potentially open up an emancipatory moment in the use of 
data-based algorithmic systems. As an analysis of the Austrian labour market and 
its discriminatory tendencies, this model with its embedded statistical findings 
could thus be an insightful tool for combatting inequalities and allocating re-
sources starting at the group with the lowest predicted “chances”. The current use 
of the model does the opposite, however, in that individuals are subjected to the 
collective disadvantage of their non-voluntary memberships to groups, formed via 
datafied categories, that are discriminated against structurally (Lopez, 2019). 
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As mentioned above, the lines between socio-technical data bias and societal bias 
that is rendered visible in data are blurry. One example is risk assessment in the 
realms of prediction of recidivism in the criminal justice system. Very well-known 

are the findings of Angwin et al., who showed that the accuracy of the COMPAS2 

system varies very much among different races (Angwin et al., 2016). This is, there-
fore, bias that is reflected in the way how "well" the system works. Non-white peo-
ple are systematically classified as more dangerous and are subject to stricter 
sanctions in various areas. Hence in the proposed typology of this paper this vary-
ing accuracy can be seen as a case of socio-technical bias. 

This section discusses a different risk assessment tool, namely the Level of Ser-
vice/Case Management Inventory (LS/CMI) risk assessment and case management 
tool. It is claimed to be “The Most Widely Used and Researched Risk/Needs Assess-
ment” (MHS Public Safety, 2020, p. 1) which is designed for the “management of 
offenders in justice, forensic, correctional, prevention, and related agencies” (An-
drews et al., n.d.). This section of the paper looks at a different aspect from that of 
the machine bias debate initiated by Angwin et al. (2016), namely the extent to 
which such tools are also a mirror of aggregated societal bias. 

The items for calculating the risk of recidivism include “Any prior youth convic-
tions?”, “Arrested or charged under age 16?”, “Currently unemployed?”, “Frequently 
unemployed?”, “Never employed for a full year?”, “Financial problems”, “Less than 
regular [school] grade 10?”, “Suspended or expelled [from school] at least once?”, 
“Criminal family/spouse?”, “Some criminal acquaintances” (Andrews et al., 2004). 
Crime has been shown to be defined in a way that targets communities of Colour 
(Alexander, 2019; Benjamin, 2019a; Butler, 2017; Wang, 2018). The way in which 
racialised definitions of crime interact with the partly privatised systems of incar-
ceration in the USA result in “carceral capitalism” (Wang, 2018). There is a diagnos-
tic moment in the way this type of crime is predicted. What the items above 
show—even if one assumes that the “predictions”, and actually correlations, are 
more or less accurate (which, as Angwin et al. (2016) showed for the COMPAS sys-
tem, is highly questionable)—is that there is a high convergence between 
racialised poverty, and the way crime is defined. 

2. The COMPAS system is an algorithmic system that predicts criminal offenders’ risk of recidivism in 
order to inform further measures, such as the severity of punishment and the possibility for parole. 
Angwin et al. (2016), in their widely read and cited study, showed that this system is subject to a 
systematic racial bias: the rate of false positives with Black offenders is disproportionally high; 
complementary, the rate of false negatives with white offenders is disproportionally high. This 
means that, within the COMPAS system, Black offenders are much more likely to be falsely predict-
ed to have a high risk score, whereas white offenders are much more likely to be falsely classified 
with a low risk score. 
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The context of use, as well as the epistemic embedding of these societally biased 
algorithmic tools serve as a litmus test for the world view of the responsible ac-
tors: if political actors see the world around them as fundamentally neutral, even 
natural, and as a given mere fact, then they will understand the corresponding da-
ta-based predictions as merely neutral facts that do not require fundamental 
transformation. An example of this kind of thinking is Lawrence Mead, an academ-
ic “leading expert on poverty” who was very influential in the welfare reform in 
the USA in the mid-1990s (Ramesh, 2010). In a by now retracted commentary (Fla-
herty, 2020), he claims that racial inequality is a result of “difference of culture”, by 
which he means: “Fifty years after civil rights, their main problem is no longer 
racial discrimination by other people but rather that they face an individualist cul-
ture that they are unprepared for” (Mead, 2020, p. 3). This type of denial of struc-
tural oppression will regard the datafied version of an oppressive phenomenon as 
a neutral and individualised fact that does not require fundamentally transforma-
tive action. 

From an intersectional feminist perspective, the world and the inequalities as they 
exist is a created world with inequalities that are constantly being re-created and 
perpetuated. The fact that people are entering the labour market at different rates 
and with differing degrees of permanence simply because of their gender, as de-
picted in the AMS algorithm, is a result of structural inequalities in the labour mar-
ket (Lopez, 2019). Similarly, the fact that racialised poverty can be linked to the 
corresponding definition of crime is a tragic diagnosis of, on the one hand, the 
type of crime that is punished and, on the other hand, the socio-economic and 
racialised conditions that correlate with that definition of crime (Benjamin, 2019a). 

Discussion 

In this paper a typology was introduced which classifies bias in data-based algo-
rithmic systems (see Figure 1). This typology can be applied, even if technical de-
tails of an algorithmic system are not made available transparently: discrepancies 
and biases can be seen from an outcome-oriented perspective that doesn’t open 
the algorithmic black box. Furthermore, the typology is linked to the conceptuali-
sations of the corresponding anti-discrimination legislation, so that, firstly, the 
concept of structural inequality is defined accordingly, and secondly, the algorith-
mic systems addressed are considered to be embedded in their legal context and 
context of use: algorithmic systems and their decision-making that may have ef-
fects on vulnerable individuals and groups are viewed within the scope of the re-
spective legal anti-discrimination regulations. 
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The three types of bias were elaborated through examples from face recognition, 
health care management, and risk assessment, with an emphasis on the Austrian 
AMS algorithm. In summary, technical bias is a systematic and conceptual distor-
tion in the underlying data of an algorithmic system; socio-technical bias is a sys-
tematic deviation due to structural inequalities and must be strictly distinguished 
from societal bias, which depicts—correctly—the structural inequalities in society. 
Applying the bias framework proposed above can inform the question of how to 
address these biases, as I lay out in the following. 

Technical data bias and socio-technical data bias can, theoretically, be fixed by im-
proving the data (or the target variable, or the model itself). However, as men-
tioned above, the quest to eliminate biases in order to be “seen” correctly by tech-
nology, is highly ambivalent, and must always be evaluated and assessed together 
with the respective context of use: with regard to the binary gender scheme em-
bedded in the AMS algorithm, adding gender categories, or deleting the gender 
entry altogether can have side-effects that are not easy to anticipate. The “dilem-
ma of difference” coined by Martha Minow in 1987—which states that both seeing 
and not seeing difference can lead to an amplification of that difference and, thus, 
inequality (Minow, 1987)—can be updated to data-based algorithmic systems, and 
points to said ambivalence. As mentioned above, deleting the gender entry would 
lead to a lower performance of the algorithm (in that its predictions would be less 
accurate) which might lead to a loss of legitimation for the project itself, as the al-
gorithm has been praised for high accuracy rates (Der Standard, 2019). This can, 
depending on the perspective, be a desirable political goal. On the other hand, one 
can aspire to be represented more accurately in one’s gender identity that is situ-
ated in a larger variety than a binary gender scheme affords. In that case, pressing 
for the addition of more possible gender entries will be the desirable action. 

Within the health resources allocation system, it will most likely be desirable for 
vulnerable patients in need of adequate medical care to be represented by the sys-
tem with one’s actual medical need: after improving the system, the rate of Black 
patients receiving more medical care afterwards increased significantly (Obermey-
er et al., 2019). In other cases of socio-technical bias it highly depends on the con-
text of application of a specific system whether one wants to be seen and “cap-
tured” by algorithmic systems, and this will also differ for different individuals and 
is not a group-based need or wish: In the case of unbalanced training data sets 
used to develop face detection or face recognition systems, one solution to the 
problem of socio-technical bias (if one wants to improve algorithmic performance 
in order for the software to become better at detecting and recognising all kinds of 
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faces) is considered to be producing “better” data sets, meaning data sets that are 
more intersectionally balanced. This leads to a search for better visual data, i.e. of 
more diverse visual face data. This “search” for previously marginalised faces can 
be, too, a highly ambivalent endeavour, especially in the context of technology im-
provement in order to cater an industrial product to a broader market: 

The promotion video of the unlocking function of the Google Pixel 4 showed a 
Black woman in a dark room unlocking her phone automatically via face recogni-
tion, emphasising the improved face recognition capacity of the camera (Barbello, 
2019) and thus, implicitly responding to intersectional bias and varying degrees of 
accuracy of above-mentioned face detection systems. However, in striving for bet-
ter software performance by “repairing” the socio-technical bias, Google and its 
contractors were accused of specifically targeting homeless Black people in order 
to “scan” and “collect” their faces for their improved training data set (Nicas, 2019) 
which points to the highly adaptive power of capitalist interests. 

If an algorithmic system is subject to societal bias, I argue that “repairing” the sys-
tem is not an adequate quest: instead, to mitigate the potentially harmful effects 
of the algorithmic system, the very context of use needs to be transformed. In the 
case of the AMS algorithm, the underlying model assumes correlations between 
the variables and the predicted “chances” (Hastie et al., 2009). It is mathematically 
built on the very differentiation between the datafied groups structured along 
gender, age, nationality, disability status, childcare responsibilities, and others. It is 
its foundational mathematical functionality to discern between these groups. I ar-
gue that removing these variables, or striving to balance the data would result in 
the model collapsing: mathematically and statistically, it needs these categories in 
order to make accurate predictions. The “point deductions”, in that sense, can be 
seen as a tool of diagnosis: as mentioned above, they reflect the fact that certain 
groups have been disadvantaged in the past (which is reflected in the data). Any 
predictive system that is built for that purpose will entail similar biases. The harm-
ful effects in this case stem from its specific context of use: 

Both in the AMS algorithm, as well as in the LS/CMI risk assessment tool, a predic-
tion is made that, in a first step, does not “predict” but actually depicts the discrim-
inatory reality of structural oppression as a datafication. Then, in a second step, it 
normatively reinforces this discriminatory reality as a supposedly objective fact 
and finally, in a third step, returns it to the social sphere by means of the resulting 
measures: 

Group C of the AMS algorithm—those with predicted “low chances” on the labour 
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market—shall be transferred to external agencies, in order for the AMS to focus its 
own resources on group B—those unemployed individuals with predicted “medium 
chances”. This might have beneficial effects for those placed in group B, but un-
foreseen and harmful effects on the “outsourced” unemployed individuals of group 
C (which are, as discussed above, those individuals that are already multiply disad-
vantaged to begin with). 

In the LS/CMI system, offenders with a high predicted risk of recidivism receive 
systematically stricter treatment (Angwin et al., 2016; O’Neil, 2016; Wang, 2018). 
In this case, as well as in the AMS algorithm case, what is actually an issue of 
group-based structural inequalities is being individualised via the resulting “pre-
diction” of the “risk” or “chances” of an individual. As discussed above, data-based 
systems only “see” the masses and not the individual: data-based predictions are 
made on the basis of past data that has nothing to do with the actual individual 
who will then have to suffer from the individualised consequences. Instead of 
changing the algorithmic systems, the very contexts of use, as well as their em-
bedding, need to be transformed: outsourcing group C with the predicted “low 
chances” could be transformed to using the algorithmic system as a tool of diagno-
sis and, thus, as a vehicle for structural transformation by especially focussing on 
group C. 

Data-based algorithmic systems, especially those that are deployed with resulting 
consequences for vulnerable individuals or groups, are interwoven with existing 
forms of intersectional oppression. Thus, not only the question whether biases can 
and need to be “repaired”, and what that might entail in a specific context, but also 
the modes in which this endeavour is undertaken are always ambivalent and re-
quire critical examination. 
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