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Abstract: The article problematises the ability of procedural law to address and correct algorithmic 
discrimination. It argues that algorithmic discrimination is a collective phenomenon, and therefore 
legal protection thereof needs to be collective. Legal procedures are technologies and design 
objects that embed values that can affect their usability to perform the task they are built for. 
Drawing from science and technology studies (STS) and feminist critique on law, the article argues 
that procedural law fails to address algorithmic discrimination, as legal protection is built on data-
centrism and individual-centred law. As to the future of new procedural design, it suggests 
collective redress in the form of ex ante protection as a promising way forward. 
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This paper is part of Feminist data protection, a special issue of Internet Policy Review 
guest-edited by Jens T. Theilen, Andreas Baur, Felix Bieker, Regina Ammicht Quinn, Marit 
Hansen, and Gloria González Fuster. 

Introduction: Technology, discrimination and access to 
justice 

We discriminate. Discrimination can be intentional or unconscious, as human be-
ings have biased attitudes towards other people. These attitudes become integral 
parts of institutions and their decision-making processes, where they eventually 
promote inequality more broadly. Human beings are not the only ones who embed 
and mediate values. Things are also claimed to have politics (Marres, 2012; Win-
ner, 1980). The intended and unintended values of the participants who contribute 
to the design of a technological artefact are performed through those technologies 
(Pfaffenberger, 1992). Technologies, therefore, can mediate biased attitudes and 
inequality. 

Recent advances in the field of artificial intelligence (AI) have raised concerns 
about how data-driven technologies, more specifically automated decision-making 
tools, mediate discrimination. These concerns have turned into reality, as computer 

programmes used e.g. in recruiting1 have been discovered to produce biased deci-
sions. Feminist scholar Cathy O’Neil argues that algorithmic discrimination is most 
likely to affect minorities, low-income people or people with disabilities through 
automated social welfare systems and credit scoring (O’Neil, 2016). In addition, 

discriminating algorithms have been embedded in predictive policing systems2 

and platform economy governance3, just to name two examples. 

Despite growing awareness, the current research and institutional responses to 
discrimination are partly hindered by their inability to recognise the connections 
between algorithmic discrimination and the long history of research on discrimina-
tion as well as the role that technologies play in postmodern society. For example, 
non-technology specific contemporary feminism has argued since the 1960s that 
discrimination is a matter of collective experience, enabled by societal and legal 

1. See https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G, 
page visited 19.5.2021. 

2. See https://www.technologyreview.com/2020/07/17/1005396/predictive-policing-algorithms-
racist-dismantled-machine-learning-bias-criminal-justice/, page visited 19.5.2021. 

3. See https://www.business-humanrights.org/en/latest-news/italy-court-rules-against-deliveroos-rid-
er-algorithm-citing-discrimination/, page visited 19.5.2021. 
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structures, and that procedural law is not well equipped to provide access to jus-
tice in discrimination cases (West, 1988; MacKinnon, 1979). Elsewhere, scholars on 
access to justice have pointed out the limits of individual litigation in addressing 
harms that occur not only as an individual harm, but have more far-reaching con-
sequences at the structural level of societies (Cappelletti et al., 1989). Debates in 
philosophy and social sciences have long been challenging the individualistic as-
sumptions that are embedded in our language, law and societal practices (e.g. 
Gilbert, 2014; Somek, 2008) and questioning the neutrality of technologies and 
the hidden, male preferences they distribute (Adam, 1998). Science and technology 
studies (STS) scholars have further voiced how crucial it is to recognise the roles of 
human and non-human actors as the primus motor behind technologies, data, and 
procedures (Jasanoff, 2004; Callon, 1984). 

This article is about technologies that discriminate and how algorithmic discrimi-
nation can be contested via public enforcement, either in courts or in administra-
tive procedures. Existing legal procedures that address algorithmic discrimination 
focus strongly on data and individual redress, and are therefore ill-suited to ad-
dress the problem both as a societal problem and as a personal encounter with in-
justice. Since algorithms are designed to facilitate and govern collectives, I argue 
that we need to strengthen collective redress mechanisms. However, the existing 
collective proceedings, such as class action or representative action, are not suffi-
cient to address discrimination (Lahuerta, 2018; Farkas, 2014), let alone algorith-
mically-produced inequality. The problems that raise the threshold for accessing 
the court and accessing justice include procedural rules, which determine whose 
injustice is heard, institutional arrangements around procedural justice, as well as 
information and power asymmetries (Hodges, 2019; Lahuerta, 2018; Cappelletti & 
Garth, 1978). 

This article combines three strands of research: access to justice, science and tech-
nology studies (STS), and feminist legal studies. Each tradition understands some-
thing crucial about discrimination, technology, collectivism, and how to correct in-
justices. However, by drawing insight from each discipline to complement those ar-
eas where they fail to recognise or respond to algorithmic discrimination, a new 
kind of procedural response emerges. This perceives legal procedures as design 
objects and builds on the understanding that law, technology and humans, as indi-
viduals and collectives, are constantly in a co-constitutive movement. Consequent-
ly, this article is neither about data protection nor is it about material discrimina-
tion law, nor even about doctrinal procedural law. 

In legal scholarship, discrimination is usually connected to an academic sandbox 
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of constitutional studies, where it finds an especially close ally in human rights 
law. Recently, algorithmic discrimination has been extensively approached as a da-
ta-related issue, as the article 22 of the General Data Protection Regulation (GDPR) 
regulates automated decision-making and e.g. recitals 71 and 75 address discrimi-
natory outcomes of data processing. Legal research on algorithmisation has fo-
cused mostly on the phenomena through the lenses of data, privacy, and ethics, 
whereas questions related to procedural safeguards have mainly been discussed in 
the margins or as parts of the domains mentioned above. Practical solutions of 
procedural safeguards are still very much underdeveloped, even though the need 
is recognised (Petkova & Ojanen, 2020; Williams et al., 2018). 

The issue of algorithmic discrimination and procedural safeguards has been 
brought up in several recently published policy papers in the European Union 

(EU).4 These documents recognise the importance of effective redress and enforce-
ment mechanisms, conducted by official bodies, in addressing both individual and 
collective harm caused by discriminatory AI tools. One possible solution suggested 
by the documents is ex ante protection, which is also discussed to some extent in 
the current AI literature as technological protection by design (Hildebrandt, 2017; 
Diver, 2020), preventive impact assessment (Mantelero, 2014), or protection via 
oversight (Koulu, 2020). However, the official documents leave this novel-sounding 
procedural response largely unspecified, thus making it difficult to imagine what it 
would mean if implemented in the EU’s procedural toolkit. As I develop my argu-
ment about the future of new procedural design, I suggest collective redress in the 
form of ex ante oversight as a prominent way forward. 

The next section discusses how collectives are perceived in law, STS, and feminist 
studies. I will focus on feminist legal studies developed in the 1970s and 1980s 
and complement it with insight from more recent literature on data feminism. Sec-
tions 2 and 3 draw on STS and go to show how algorithmic discrimination oper-
ates. They argue that procedures are types of technologies themselves, and pos-
sess all the characteristics of a design object. Section 4 discusses access to justice. 
Sections 5 and 6 utilise feminist critique on law and individualism to argue that 
the current procedural mechanisms are not enough to respond to algorithmic dis-
crimination. Despite the individualistic underpinnings of the modern legal process, 
I claim that robust collective protection can be constructed within the law. Even 

4. See e.g., ‘White Paper on Artificial Intelligence’ from the European Commission (COM(2020) 65 fi-
nal); ‘the Ethical Guidelines for Trustworthy AI’ and ‘Policy, and Investment Recommendations for 
AI’ by the High-Level Expert Group (AI HLEG) set up by the European Commission, and the proposal 
for harmonised rules on Artificial Intelligence (Artificial Intelligence Act) from the European Parlia-
ment and the Council (COM(2021) 206 final, 21.4.2021). 
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though I address the individual/collective dichotomy in this article, I will not be 
criticising individualism as such, but instead aim to direct attention to the narrow 
understanding of collectives in procedural law and procedural design, dominant 
especially in European legal thinking. 

Section 1: Collectives in law, technology and feminism 

Collectives have always been difficult for legal scholarship. Collectives are dis-
cussed e.g. in connection to collective rights, but only a handful of legal scholars 
seem to consider collective rights or modes of being as normatively feasible con-
cepts (Ingram, 2000; Réaume, 1988). A firm belief in a rational free man who holds 
all legal rights is dominant, especially in the European and Anglo-American tradi-
tion. However, some scholars have recently begun to develop a more nuanced con-
ceptualisation on privacy as a right that necessitates group-level privacy (Regan, 
2002), a communal approach, and collective protection in order to be effective (Co-
hen, 2018). However, these voices have appeared mainly in legal scholarship, as 
the legal norms still mainly operate on an individual level. Reluctance to adopt a 
collective standpoint has made it difficult to include collective elements in proce-
dural design, as collective procedural mechanisms depart from the traditional 
framing of procedural law—a firm belief in individual redress and two-way com-
municative action (Habermas, 2001) in justifying the outcome of a court proceed-
ing. It should be noted that even though collective procedural law remains on the 
margins in the European system, collective elements play more important roles in 
the legal systems of many Latin American countries (e.g. Gómez, 2012 and 2016). 

Even though collectively aligned vocabulary is a stranger to law, other disciplines 
have approached the topic with great interest. Various strands of research from so-
cial to political sciences use collective experience and collectivity to criticise indi-
vidualism as an element that underpins modern institutions and ideologies, such 
as neoliberalism (Gilbert, 2014), or to develop alternative theories to explain social 
and political action (Somek, 2008). Moreover, various disciplines have been en-
gaged in developing theories on how collectives are formed and how they interact 
and produce knowledge (Gilbert, 2014; Simon, 2015). Actor Network Theory (ANT) 
claims that co-constitutive relation between the society and its human and non-
human components is the primus motor of all action, and therefore also a starting 
point for any scientific inquiry and institutional process (Latour, 2007; Callon, 
1984). 

Feminist STS scholar Alison Adam has criticised male-driven AI development and 
algorithmically produced reality for bypassing women as designers of technology. 
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For Adam, this results in a society where the male-way-of-knowing becomes domi-
nant over other epistemologies (Adam, 1998), such as collective knowledge and 
identity formation. Hester Baer, a scholar specialised in gender issues, makes a 
contrary claim, as she suggests that algorithmisation is at its core a collective 
modality (Baer, 2016). Therefore, institutions and processes which have been built 
on an individualistic worldview and epistemology fail to properly understand the 
effects of algorithmisation. STS scholars Tsjalling Swierstra and Arie Rip further 
claim that collective action is the primary mode for shaping technological infra-
structures (Swiestra & Rip, 2007). A collective modality is a state of being in which 
individuals are no longer isolated, but forced to emerge into something other than 
themselves (Arendt, 1998). While collective modality can therefore be perceived as 
an act of violence and power, it also holds great promise as it enables new forms 
of collective action and the shaping of the technological infrastructure itself. 

In addition to the recent discussion on collective action within STS-inspired data 
feminism (D’Ignazio & Klein, 2020; Jouët, 2018) collectives and collective action 
were central topics for feminist legal studies in the 1980s. Katharine Bartlett dis-
cusses collectives as physically and emotionally connected communities (Bartlett, 
1990). In feminist studies, collective action is commonly understood as an action 
that brings people together in order to reach some mutual goal, e.g. to raise 
awareness on workplace harassment or to change policies that are considered 
harmful for gender equality (Schneider, 1986). Collective action emerges from a 
shared experience and from the desire to bring social change to those areas of law 
and politics where women’s voices and experiences are not recognised. More re-
cently, legal scholar Julie Cohen has discussed collective responses to technologies 
of power in the context of technical infrastructures and stressed the importance of 
collective action in contesting algorithmic power (Cohen, 2019). 

It is important to note, however, that all collective action is not institutionalised 
and therefore differs from collective legal action and collective legal protection. By 
collective legal action I refer to court proceedings that aim to resolve multiple 
similar injustices in one court proceeding. Collective legal protection is a more 
holistic concept and refers to institutionalised ways of overseeing and enforcing 
collective interests, and ensuring collective justice. In other words, community-lev-
el action has its limits in affecting societal structures, as it often lacks the regula-
tory means and power to enforce change, which are at the core of law and legal 
systems. 

In the next section, I will briefly look at how algorithms constitute discrimination. 
As Riikka Koulu highlights, algorithmisation reveals structural and systemic weak-
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nesses in societal systems, such as the law (Koulu, 2020). Discrimination is not a 
new phenomenon, nor is the critique against ill-functioning redress mechanisms in 
tackling discrimination. So how is algorithmic discrimination any different? The 
main difference, I argue, is that algorithms create collectives that are not yet 
recognised by law, and that they create a distance that complicates procedural re-
sponses to address discrimination. 

Section 2: Algorithmic decision-making makes and 
governs collectives 

In algorithmic decision-making, human-generated data is used on individuals and 
groups. Our behaviour, characteristics and actions are turned into population-level 
data, and then our future behaviour and actions are anticipated according to those 
data sets. The most obvious example is a recommendation system that decides 
what ads and news we see while browsing online. In this case, technology decides 
for us. In addition to deciding for us, data is used to make decisions about us, to 
predict our future behaviour and life events. For example, a recruiting agency 
might scan job applicants with a computer programme to figure out whom to call 
for an interview and whom to exclude. 

It is common knowledge in most academic disciplines that discrimination is deeply 
rooted in human behaviour and has long been present in the everyday lives of in-
dividuals and groups (Eubanks, 2011; Gandy, 2009; Crenshaw, 1991) and is now 
present in human-generated data (O’Neil, 2016). However, algorithmisation 
changes the medium through which inequality is distributed, and it is precisely 
this change of medium which adds another level of complexity that makes social, 
political, and legal attempts to address discrimination more difficult. Social and le-
gal systems have so far been text-orientated (Hildebrandt, 2015), vision-orientated 
(Koivisto, 2020), and reliant on immediate experience. Now these systems are 
struggling with a medium that changes how legal practices can harness both the 
potential and the threats that algorithms constitute. 

The increasing complexity caused by the technological medium is closely attached 
to the concept of distance. Data analytics take place behind technological inter-
faces, adding distance between individuals and decision-making processes about 
them (D’Ignazio & Klein, 2020), while other scholars have argued how algorithms 
simultaneously distance people from their peers while closing the geographical 
gaps between them (Gillespie, 2018). Even though structural discrimination has al-
ways been difficult to identify and take down, digital infrastructures even widen 
the gap between different actors and events, such as the individual being discrimi-
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nated against and the reasons for that discrimination. The distance manifests itself 
in informational asymmetries (Koivisto, 2020; Pasquale, 2015), power asymmetries 
(Hildebrandt, 2015), and physical distance. Another layer of complexity arises from 
the practical operations of algorithms, which create collectives that are not yet 
recognised in material norms, which define the scope of discrimination or proce-
dural norms, which in turn define the rules for accessing justice. I will return to the 
procedural implications that arise from this crisis of recognition and distancing ef-
fect in sections 4 and 5. 

Discrimination mediated by AI tools does not always fall under the categories that 
traditionally define prohibited discrimination, most notably ethnicity and gender. 
In this sense, algorithmic discrimination overlaps with intersectional discrimina-
tion, which argues that various features contribute to how and why a person is cat-
egorised, faces injustice, and is excluded from the society (Mann & Matzner, 2019; 
Gandy, 2009; Crenshaw, 1991). The more overlapping and intersecting the discrim-
inatory features that contribute cumulatively to discrimination, the harder it be-
comes to address it within the dominant anti-discrimination and procedural frame-
works. To put it simply, the distancing effect of algorithmic governance creates a 
barrier for identifying discrimination, as the discrimination results from complex 
data-analytics. 

In a recent case Deliveroo, a well-known food delivery company, used an algorithm 
to rank its drivers. The algorithm distributed the best work shifts and deliveries to 
the workers the algorithm ranked highest. On December 2020, the Labour Court of 
Bologna ruled that the ranking algorithm was discriminating. The court concluded 
that since the algorithm did not take into account different reasons why a driver 
was not working, but produced the ranking purely based on reliability and partici-

pation, it therefore breached local labour laws.5 In another recent case, The Na-
tional Non-Discrimination and Equality Tribunal investigated a case in Finland 
where a finnish speaking male was refused credit by a credit-scoring algorithm. 
The tribunal concluded that because the algorithmic system based its decision on 
a combination of multiple features, such as gender, age and place of residence, it 

constituted an act of unlawful discrimination.6 Discrimination was a result of a 
combination of different features. On the surface, analytical tools might seem neu-
tral, but nevertheless biases can affect their decisions and therefore promote in-

5. See https://ioewec.newsletter.ioe-emp.org/industrial-relations-and-labour-law-february-2021/
news/article/italy-bologna-labour-court-held-a-previously-used-algorithm-of-a-platform-company-
as-discriminatory, visited 19.5.2021. 

6. See https://www.yvtltk.fi/en/index/opinionsanddecisions/decisions.html, visited 19.5.2021. 
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equality on both the individual and collective levels. 

The constitutive problem is that, in addition to using discriminatory data, algorith-
mic decision-making is built on making decisions based on similarities and differ-
ences. The core function, as pointed out by legal scholar Mireille Hildebrandt, is to 
produce inequality (Hildebrandt, 2015), as the basic function of analytics is to sort 
and categorise people and to form collectives based on differences. Technical in-
frastructures form an architecture in which an individual is simultaneously a 
unique actor made from billions of data points and an aggregated part of a larger 
whole, as the individual data points gain meaning only in relation to larger data 
sets. An individual becomes an ever-changing, dynamic thing that is constantly 
made, evaluated and pre-determined. 

While one of the core problems of digitalisation and algorithmic discrimination is 
in how they enable, make, and manage collectives by creating distance between 
the physical and the digital self and others (Jouët, 2018), it also provides keys to 
address the phenomenon within legal procedures—or at least a point of departure. 
If algorithmic discrimination targets collectives and forms a distant and collective 
threat, should legal protection also be collective? Collective protection is a topic 
bubbling beneath many of the debates surrounding legal protection in the digital 
environment, especially in the domain of data protection and data privacy (e.g., 
Rodota, 1973; Cohen, 2018) and consumer law (Hodges, 2015), but it has not had 
much effect on discrimination laws (Lahuerta, 2018). As algorithmic discrimination 
builds on the dynamic formation of individuals and collectives, it is difficult to 
imagine how the current collective mechanisms could be adapted to address the 
problem at a collective level. 

Next, I will briefly touch on the concept of access to justice, as it provides the nor-
mative starting point for all procedural reforms. By drawing inspiration from STS, 
legal procedures can be approached as design objects. If a legal procedure is per-
ceived as a design object, it forces academics and policymakers to ask these cru-
cial questions: why is the current procedural law incapable of addressing algorith-
mic discrimination, and what is preventing us from developing better-suited tools 
for delivering access to justice? 

Section 3: Behold, we have a process! 

Procedures are powerful tools for justification and hence establishing community 
rules, following an industry guideline, or proceeding according to procedural 
norms gives an illusion of compliance and a proper problem-solving capacity. Le-
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gal procedures, which are conducted according to procedural rules defined in legal 
statutes, as procedures in general, have a dual function. Procedures make things 
visible and make things come into existence (Solum, 2004; Arendt, 1998). Legal 
procedures bring issues from the private sphere under public scrutiny and make 
them contestable. On the other hand, because procedures make things visible by 
reducing complex issues into structured and regulated performances, they also 
have the capacity to hide things. 

It is often forgotten that apparently neutral processes always include a variety of 
actors exercising power over other participants, as pointed out by Bruno Latour, 
John Law and Alan Sheridan in their study on procedures that define valid and ac-
ceptable scientific research (Latour & al., 1988). Court proceedings, among other 
legal procedures, are themselves types of technologies that operate via physical 
artefacts such as marriage certificates and data management systems. By using the 
concept of technology here, I wish to underline exactly the very materiality of a le-
gal procedure that differs from the traditional procedural paradigm, which mostly 
understands legal procedures as a combination of immaterial space where justice 
is distributed and rules that guide the behaviour of various actors on their way to-
wards that justice. Framing court proceedings as technologies opens up space for 
interpreting them in line with early feminist scholars in artificial intelligence who 
emphasised the materiality of action shaping tools (Adam, 1998; Akrich, 1992) and 
to a power-sensitive perception of law in postmodern thought (Foucault, 1977). 

Legal procedures as technologies are products of deliberate design and shaping, 
and therefore hold all the characteristics of a design object. Two sets of issues 
emerge from this observation. First, as do other technologies, procedures embed 
values that can further or constrain their use and design. Second, like other tech-
nologies, procedures can be reshaped. Seemingly neutral procedures are always 
built on pre-existing assumptions and values that shape how procedures, legal 
court proceedings included, are designed. Even though legal scholars are largely 
aware of how law is prone to ideological biases and promoting particular world-
views, they have not been too sensitive in detecting the biases and presumptions 
that are present in legal procedural rules. The assumption seems to be that as 
long as material norms are properly investigated and fixed, a procedure will take 
the dispute and interpret the rules and enforce them in a neutral way. However, 
just like technologies, legal procedures are not neutral and embed values that can 
have far-reaching effects on access to justice. So, what is access to justice? 
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Section 4: Accessing justice 

Access to justice has multiple meanings in the legal discourse. In its narrow sense, 
it refers to legal procedures and procedural design—creating and delivering legal 
services. Consequently, it is every lawyer’s job to mediate between people and the 
law and to ensure the availability of proper legal redress. In addition to the pro-
duction of legal services, access to justice is a widely recognised human right es-
tablished e.g. in article 6 of the European Convention on Human Rights. 

The ideal of access to justice has probably been voiced most effectively in the EU 
context during the period from the 1960s to the 1980s and in the Florence project, 
especially by procedural law scholars Mauro Cappelletti and Bryant Garth. Their 
work on access to justice has had far-reaching effects on procedural design in the 
EU and beyond (Cappelletti & Garth, 1978). Collective redress in the EU is tightly 
connected with the access to justice research, as it was Cappelletti’s and Garth’s 
work that inspired the EU to develop and adapt collective mechanisms, especially 
in consumer disputes. It is worth noting, however, that collective redress mecha-
nisms do not exist in a vacuum, and that collective elements existed in the proce-
dural paradigm before the 1960s (Bosters, 2017; Cappelletti & al., 1982). Outside 
the EU, Cappelletti’s ideas on collective enforcement of diffusive rights (Cappelletti 
et al., 1989) have received more attention and gained practical significance in 
many Latin American countries in particular. 

Despite the great expectations that embellished the early years of the boom in 
collective redress, EU member states have been reluctant to adapt and develop 
collective mechanisms such as class-action models. What’s more, the ability to 
adapt collective mechanisms to resolve high-impact cases such as discrimination 
has been systematically investigated within the EU. Meanwhile, scholars, especial-
ly those in data protection and discrimination, have begun to call for a broader ap-
plication of collective mechanisms to address misuse of data and discrimination 
(Lahuerta, 2018; MacDermott, 2018). Collective mechanisms are considered anom-
alies in the European procedural paradigm, which has traditionally taken, in the 
spirit of rational enlightenment, individual dispute and two-way dialogue as its 
core values (Habermas, 1996). 

Hodges has noted how the procedural reforms in the EU and its member states 
that aim to better collective mechanisms lack creativity, as the EU tends to circu-
late old tools in a slightly altered form to address new problems (Hodges, 2019). 
Cohen argues similarly, as she claims that a path dependency exists between the 
status quo and the ability to think ahead and to initiate novel reforms (Cohen, 
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2019). It is worth asking: how much do the discourses focusing on data and 
residues of individualism affect the procedural responses to algorithmic discrimi-
nation? In the worst case, this can lead to a never-ending circle in which technolo-
gies challenge procedural law by adding complexity to already-existing social phe-
nomena, and procedural law answers by introducing small cosmetic changes to al-
ready-existing procedures. In other words, due to institutional opposition and ide-
ological constraints, nothing really changes except for fancy new names. Despite 
the struggles at the institutional level, alternative ways of providing collective pro-
tection are emerging at the margins of law. These alternative routes to collective 
ex ante protection include social collective action and resistance (e.g. Mantelero, 
2014) or (semi)institutionalised preventive measures such as the various impact 
assessment tools established in GDPR and further developed in response to hu-
man right threats in AI governance (e.g. Oswald & al., 2018). 

Collective action as a form of feminist activism or social action aims to make the 
experience of injustice public, but also to use action as a tool for political and le-
gal reform. The Florence School approached injustices from an institutionalised 
perspective, as it recognised the crucial role played by institutionalised procedures 
in advancing societal goals. Accessing a competent court serves the purpose of 
maintaining social stability, but also of assuring those who face injustice that their 
concerns are heard and taken seriously. Legal norms have only a little effect with-
out procedural law, as it is legal procedures that bring issues from the private 
sphere under public scrutiny and make them contestable (Arendt, 1998), and make 
the rights embedded in legal texts real: a law that has an impact (Solum, 2004). I 
do not wish to undermine the importance or the impact that collective action has 
on societal structures and for individuals. However, having correct and just proce-
dural tools to tackle societal problems serves a purpose. As it stands, most social 
theories recognise the institutionalised capacity of law in guiding social change, 
even though different theories perceive its legitimacy and efficiency differently. 

In the next two sections, I will approach access to justice and algorithmic discrimi-
nation by drawing insight from STS and feminism. The analysis will draw on femi-
nist legal studies developed in the 1980s, given that they provide a technology-
neutral way of analysing the ideological underpinnings of modern law and its op-
erations. Whereas feminist legal studies directs my attention to individualism, STS 
and data feminisms address the issue of data-centrism. I try to explain why proce-
dural law is not sufficient to address algorithmic discrimination. 
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Section 5: Access to justice for imagined individuals 

Digitalisation is commonly discussed in terms of data governance and data protec-
tion for the obvious reason that data is regarded to be the most important asset in 
the digitalised society (Zuboff, 2019). The digitalised society forces us to operate 
on technical infrastructures (Nissenbaum, 2001), so our daily activities in maintain-
ing friendships, finding information, and using public services cannot be separated 
from informational capitalism (Cohen, 2019). Consequently, data-centric vocabu-
lary loses sight of the human behind the data and perceives them as calculable 
objects (Hildebrandt, 2015). Disregarding the roles that humans play as both con-
structers of technologies and objects of technological governance comes with a 
risk of perceiving technology as an abstract phenomenon and discrimination as a 
mechanical question about abusive data processing. As technology distances peo-
ple from its operations, the focus shifts from protecting humans into protecting 
human-generated data. 

Many academic disciplines have recently taken a critical position against data-cen-
tric approaches to algorithmisation. Scholars in critical algorithm studies and criti-
cal data studies have put a lot of effort into shifting the attention of scientific in-
quiries and policy proposals from data to the humans behind the data (e.g. Jack-
son, 2014). Many legal scholars have recently adopted this viewpoint and enriched 
the legal debates around algorithmisation by pointing out how data processing 
constitutes only a small part of discrimination and the resolution thereof (Eubanks, 
2019; Mann & Matzner, 2019; Hacker, 2018). 

Approaches that emphasise the GDPR as the focal legal instrument for addressing 
algorithmisation hides the nuanced ways in which technologies create injustices, 
and arguably affects how remedial measures are discussed. What follows is that 
the design of procedural safeguards against algorithmic discrimination follows the 
data protection regime. Despite the growing criticism, the GDPR includes some 
preventive compliance mechanisms, which arguably complement the existing legal 
protection toolkit. These mechanisms include a specialised administrative authori-
ty (data protection authority, DPA) that oversees compliance with the GDPR, as 
well as impact assessment and by-design requirements. On a concrete level, this 
means that industry-driven by-design approaches and administrative procedures 
aimed at protecting personal data are also used to tackle algorithmic discrimina-
tion. However, by design approaches have been criticised for pushing the responsi-
bility for legal protection downstream to the developers and users of technology 
(Koulu, 2020; Hildebrandt, 2017), and putting aside reforms of public institutions, 
such as court proceedings or procedural norms. Moreover it raises the question of 
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how sensitive the aforementioned tools are in detecting dynamic, even surprising, 
forms of discrimination. 

Another discourse, or set of ideological baggage, that affects procedural responses 
to algorithmic discrimination is quite paradoxically that of individualism—or as of-
ten referred to in the social and political sciences—methodological individualism. 
Methodological individualism is a tendency to take an abstract and idealised man 
as the only point of reference through which modern society and its institutions 
and operations are observed (Arrow, 1994). In terms of procedural design, this 
means that a legal process is designed for an idealised man that is both rational 
and free, and that legal protection is mediated only via this individual. Fixation on 
individuals has become part of the procedural ideal, partly as residue from the En-
lightenment’s push towards rationality, but also due to the firm belief in rational 
discourse as a legitimate and necessary way of enforcing legal decisions. 

One of the most prominent reactions to individualism in law has been developed 
within feminist scholarship, which places collectives at the core of social and legal 
experience and enquiries. Feminist scholars, such as Bartlett and Elizabeth Schnei-
der, have criticised law for being constructed for and by a male way of perceiving 
the world (Bartlett, 1990; Schneider, 1986, also Bender, 1988; MacKinnon, 1987). 
The equivalent for methodological individualism is the male voice, which puts all 
its effort into observing and constructing the social and the legal from an individu-
alistic standpoint. The male voice detaches social phenomena from their contexts 
and translates them into legal language that is individualistic at its core. Schnei-
der and Bartlett perceive women’s voices as embracing mutual recognition, physi-
cal belonging to the world, and collective experience. 

Another important point Bartlett makes is that law perceives the world as a con-
struct of monolithic categories (Bartlett, 1990). Reducing a lived life into neat cat-
egories, such as a consumer or a woman, penetrates procedural norms that ap-
proach the world from a distance, through imagined categories (Bender, 1988, also 
Bacchi & Goodwin, 2016), and interprets social injustices in light of an abstract 
ideal of justice (Isaacs, 2018). Consequentially, the social world is reduced to cate-
gories and its actors into clearly defined characters. Feminist legal studies have 
strongly voiced how the law’s capability, tendency or even need to categorise 
things holds an enormous power. Through the act of categorisation, law deter-
mines those who are recognised and those who are left out (Bender, 1988). The act 
of naming does not occur only at the abstract level of lawmaking, but also in the 
daily practices of the courts that decide what counts as discrimination, whether a 
person is discriminated against, or if a person is included in a collective that is 
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recognised as a procedurally valid entity and worthy of legal protection. 

Legal language and procedural design are persistent in their belief that legally de-
fined categories actually correspond to algorithmically created agencies and col-
lectives. This affects access to justice, as belonging to a relevant reference group 
often constitutes a preliminary step for a person to identify a discriminating act 
(correspondence to material law and prohibited discrimination). Moreover, mem-
bership in a clear and legally defined category or group grants access to the court 
(correspondence to procedural norms and capacity to conduct a legal proceeding). 
Emilios Christodoulidis, scholar in legal theory, has illustrated how the inability of 
the court to recognise individuals as parts of an oppressed group often leads to 
excluding them from court and legal redress. By positing individual members out-
side a protected group, the court denies them their voices and fails to recognise 
their experiences as worthy of justice (Christodoulidis, 2004). Even though strict 
legal definitions serve the purpose of legal certainty and ensuring the rule of law, 
it is an error to believe that the social categories would not be in continuous 
movement, a situation further complicated by technological development. It is 
precisely the evaporation of categories and the failure to recognise the dynamic 
nature of algorithmic discrimination that constitute one of the biggest challenges 
for procedural law, and especially for procedural responses to algorithmic discrimi-
nation. 

Most feminist theories engage themselves not only in revealing the power that is 
at play in the act of categorising, but aim to complement the current ways of cate-
gorising with more flexible and context-aware methods to determine when some-
one is similar enough to be included. More radical voices have demanded the re-
placement of fixed categories altogether with context-dependent ways of naming, 
including, and excluding (Bartlett, 1990; West, 1988; MacKinnon, 1987). Feminist 
perception of categories, therefore, is rooted within a different framing—fluid so-
cial roles and mutual recognition as a way of being in the world. As the evapora-
tion of categories is now faster due to collective-shaping algorithms and as algo-
rithmic discrimination is due to affect unexpected collectives, the question is how 
to incorporate human-centric, collective, and flexible elements in the law and in 
legal procedures. Is a class action or representative action enough? How do we in-
tegrate flexibility and collectivity in the procedural design? In the final section, I 
will briefly revisit the concept of ex ante oversight and imagine what shapes an ex 
ante oversight mechanism, designed to tackle algorithmic discrimination, could 
take. I am not able to provide a detailed description of ex ante oversight, but in-
stead will offer sketches on some preliminary thoughts on such a mechanism. 
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Section 6: Collective access to justice and ex ante
protection 

Ex ante protection is not an uniform concept, and a variety of different techniques 
such as precaution, risk management and preventive justice have elements that 
are meant to anticipate possible harm and to mitigate threats or violations of hu-

man rights.7 Recently, scholars from different disciplines have demanded for 
stronger participation rights in policy drafting and in the development and design 
of socio-technical systems which impact particular communities, such as electron-
ic surveillance or social benefit systems (e.g. Katell et al., 2020; Young et al., 
2019.) Certain rights, such as privacy, have implications on a collective level and 
are of collective interest (e.g. Regan, 2002) and thus worthy of collective protec-
tion (Montalero, 2016). I argue that by strengthening ex ante mechanisms from ad-
ministrative oversight to community engagement, more robust collective protec-
tion is also reached. 

Even though procedural legal protection is mediated via individuals in reactive, 
case-by-case tailored litigations, law works through generalisation. Legal norms 
are interpreted in the light of individual events and facts. Yet, at the abstract level, 
legal decisions change behaviour patterns, such as discriminatory practices, and 
guide future behaviour. Ex post remedy can therefore stretch its effect and become 
collective ex ante protection. In addition to court decisions, various administrative 
bodies play important roles in providing collective access to justice. The DPA over-
sees practices of data processing and sanctions actors who fail to comply with the 
GDPR. Equality ombudsmen investigate complaints regarding discrimination and, 
depending on their competence, can enforce decisions or use softer measures to 
alter discriminatory practices (e.g. Farkas, 2014). 

Ex ante protection differs from traditional court and administrative proceedings, 
which take place after a possible discriminatory act has occurred and include an 
element of enforcement. In legal literature and in the policy documents men-
tioned previously, ex ante protection is currently discussed as a prominent way to 
harness algorithmic technologies in general. If we don’t limit our imagination on 
official proceedings only, ex ante techniques vary from oversight mechanisms (Div-
er, 2020; Koulu, 2020) to impact assessment tools (Kaminski & Malgieri, 2021) and 
documentation obligations including community level participation (Katel et al., 
2020). 

7. See also the proposal for Artificial Intelligence Act, which proposes ex ante conformity assessment 
as a regulatory tool for AI systems, e.g. art. 19. 
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Impact assessment tools and by-design-requirements are considered efficient 
since they push protective measures downstream and aim to minimise the very 
possibility of discimination and to prevent discriminating AI tools from emerging 
into society. However, their efficiency can be called into question, not least be-
cause they only obligate particular actors and assume that those actors are able to 
interpret legal norms and possible threats correctly all the way to the unforesee-
able future. Therefore, by design and impact assessment can only constitute one 
layer of collective ex ante protection. 

As already pointed out above, feminist scholarship has seen collective action as a 
crucial method to reach feminist goals and a more equal society. Recently, similar 
forms of collective civic action have emerged to address the problems regarding 
algorithmic practices, such as surveillance and predictive policing (Van Zoonen, 
2021). As Cohen has argued, communal approaches and participation are neces-
sary to ensure public engagement and justification for algorithmic governance, but 
public institutions also require reforms (Cohen, 2019). Community engagement 
builds on legitimising the effects of technology through participation and democ-
ratic debate, through which individuals are able to affect the design and use of 
technological devices they are expected to interact with in their daily lives. Private 
action and by-design approaches do not connect clearly to the access to justice 
paradigm as they find their natural place in private law and self-regulation, social 
control, and systems design. 

Administrative complaints, which are the dominant way of contestation in data 
protection and in many national equality laws, connect to administrative law and 
to a complaint system in which individuals are commonly responsible for initiating 
complaints. What is more, they often lack the regulatory competence to oversee 
technical practices and enforce decisions efficiently (Hodges, 2019), and due to the 
individual-centric procedural rules, administrative bodies often lack the compe-
tence to initiate collective proceedings, such as class action suits 

The promise of oversight bodies lies in the assumption that they are more 
equipped to detect algorithmically produced, dynamic discrimination that might 
escape the perception of the subject of discrimination. This is not to say that those 
being discriminated against would not be able to feel the effects of discrimination. 
Rather, algorithmic discrimination adds another layer of complexity by producing 
dynamic forms of discrimination, or hiding discrimination behind technological 
neutrality. Access to justice can draw inspiration from private action and engaging 
the public, but they alone are not sufficient as prevention of structural discrimina-
tion is also of public interest. Administrative oversight which takes place at a dis-
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tance together with e.g. wider representation rights in courts for communities or 
heterogeneous groups affected by algorithmic systems, would therefore comple-
ment other communal approaches of collective action. 

In addition to the temporal shift from reactive protection to proactive protection, 
ex ante suggests a change in the object of legal protection. Because ex ante mea-
sures take place before any concrete violation has happened, it provides preven-
tive and abstract protection that stretches its effect to a collective level. This col-
lective protection does not target any particular individuals or particular features, 
but those heterogeneous groups affected by the system in its entirety. 

As imagined in this article, ex ante oversight aims at collective protection that 
changes the dynamics between technological systems and those affected by algo-
rithmic systems, which constitute discrimination. Collective ex ante protection that 
begins at the community level, then builts on self-regulatory component and prin-
ciple, and is maintained by public authorities keeps the individual act of harm at 
the core of its operations but takes the responsibility for detecting biased algo-
rithms from that individual and places it in the hands of public authorities, as the 
individual being discriminated against has few means to gain access to relevant 
information about algorithms. It does not presuppose a rational and free agent 
who is capable of recognising a discriminatory event and acting accordingly, as dy-
namic and structural algorithmic discrimination escapes the logic of other forms of 
discrimination. This implies that the concrete practices would build on hybrid 
strategies, combining self-regulation and assessment with system-level oversight 
of public authorities, regulatory power granted to those authorities, and a 
smoother integration of oversight power and court proceedings. 

Since the law necessitates recognition of both individuals and collectives as wor-
thy of accessing justice, the process I am broadly sketching out cannot be entirely 
collective, since it would result in losing sight of the individual whose access to 
justice is at the core of legal operations. Neither can it take the individual as the 
only entry point through which justice is distributed, because case-by-case litiga-
tion would continue to repeat the ineffectiveness of existing remedies for discrimi-
nation. The object of oversight is therefore not only individual acts of discrimina-
tion, but also the technological system itself that enables and manages collectives. 
The object of ex ante oversight and process would therefore be—another process? 

Conclusions 

In this article, I suggested that current procedural safeguards are not sufficient to 
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address algorithmic discrimination and to ensure access to justice. Access to jus-
tice has its roots in the modern procedural paradigm, and hence concrete proce-
dural tools that aim to address and remove algorithmic discrimination are built on 
both hidden and visible dependencies within that paradigm. I suggested that pro-
cedures are a type of technology, and can be treated as design objects. 

I used algorithmisation and automated decision-making as a tool to reveal the 
structural and ideological weaknesses of the procedural law framework. I have ar-
gued that two existing technological discourses affect the EU’s reactions in devel-
oping new mechanisms to deal with algorithmic discrimination. First, we are fixat-
ed on data and have the tendency to perceive technology and procedures as neu-
tral things that operate outside human biases. Second, procedural remedies focus 
on individuals and individual redress as a way to access justice. However, law is 
not individual-centric as such, but due to institutional development and design. 
Future policymaking should acknowledge that even though procedures are indi-
vidual-centric for a reason, this should not prevent future procedural reforms from 
adapting new forms of ex ante collective protection. 

Discrimination, technology, and collectivity are entwined and cannot be treated 
separately. Therefore, redesign of collective protection should recognise the indi-
vidual person behind the data and the particularities of individual encounters with 
injustice. However, the procedural design should also allow a more rigorous action 
at a collective level in order to close the distance created by technologies. 

I used feminist critique on individualised and inflexible law, which provides a use-
ful point from which to rethink procedural design and algorithmic discrimination 
as collective and co-constitutive processes. On a more concrete level, I suggested 
ex ante oversight as a novel and promising way to address algorithmic discrimina-
tion collectively. Overall, the regulatory framework already includes some mecha-
nisms that provide ex ante protection and collective protection. Collective and 
proactive protection are direct or side effects of these mechanisms. However, I em-
phasised the role of public institutions to point out the relevance that public over-
sight and public enforcement has to preventing structural discrimination. Ex ante 
oversight could be a hybrid mechanism, located at the crossroads of procedural 
and administrative law. It would take responsibility away from individuals to de-
tect discrimination and pursue remedy, and place it, not in the hands of industry or 
technology, but in the hands of public oversight authorities. 
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