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Abstract:
I examine 468 estimates on the relationship between trading volume and stock
returns reported in 44 studies. I deploy recent nonlinear techniques for detecting
publication bias together with Bayesian and frequentist model averaging to evaluate
the heterogeneity in the estimates. The results yield three key conclusions. First,
publication bias distorts the findings of the primary studies. After this bias is
corrected, the literature shows that with higher trading volume, returns decline in
both effects in the contemporaneous and even in the dynamic one. Second, one
cannot rely on any general conclusions about stock markets. The predictability of
stock returns varies with different markets and stock types. Third, different data
characteristics, structural variations and methodologies used drive the heterogeneity
in the results of the primary articles. In particular, one should be cautious when
using monthly data or VAR models.
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1 Introduction

Does the efficient market hypothesis (EMH) for stock returns hold? Or is it simply a relic

observation of early stock markets? These questions have attracted traders over the last century

(1970). Since to this day Malkiel| (2003) no satisfying answer has been provided for people

interested in stocks, it is no surprise that traders, researchers and investors are still looking for

patterns to help them develop profitable trading strategies (Hul, [1997; [Chen et all, [2001]).

If stock returns evolve randomly 1992)) or if asset prices reflect all available information

(Malkiel, (1989), there would be no place for developing profitable trading strategies. Since

these premises may not hold, however, Jensen et al. (1972)) and |Gibbons| (1982)) came up with a

capital asset pricing model. Then, asset pricing theory was developed Black & Scholes| (1974)).

Two decades later Fama & French| (1992} (1993, 1996) and |Jegadeesh & Titman! (1993, |1995)

introduced their models and pointed out two non-risk factors explaining cross-sectional variation

in expected stock returns. These factors are the well-known and thoroughly investigated book-

to-market ratio and firm size (Astakhov et all)|2019). In addition to these two factors,

& Mendelson| (1986) discussed another not-so-deeply explored factor that possibly affects stock

markets — liquidity.

In addition to|Amihud & Mendelson| (1986)), Brennan & Subrahmanyam (1996)); Brennan et al.

(1998), for instance, suggested that liquidity affects expected stock returns. Both articles found

stock returns and liquidity to be negatively related. This relationship may be explained by the

clientele effect hypothesis suggested by Merton et al.| (1987)) according to which "stocks with

greater investor following should command lower expected return."” The same was noted by, for

example, Datar et al.| (1998) about the liquidity premium. Moreover, (1987) added

several other reasons to study the liquidity-volume effect on stock returns. First, this type

of research provides insight into financial markets’ structure. Second, it is seminal for event
studies. Third, the return-volume relationship has significant implications for futures markets
researches. These suggestions make the findings related to this topic even more valuable.

Another question is how to measure liquidity. Since the bid-ask spread has been found to be

a weak proxy for liquidity (Petersen & Fialkowski, 1994; Datar et al. |1998) and, on the other

hand, trading volume is considered a major determinant of liquidity measures (Stoll, [1978;

Brennan & Subrahmanyam), [1995), I decide to thoroughly investigate the trading volume-stock




return relationship through a meta-analysis. It is important to fill the research gap and shed
light on this area. This study discusses what has actually been investigated, since seminal
authors such as |Fama & French| (1996)) omitted this factor, whereas others accepted it.

Altogether, I collect 468 estimates from 44 studies and 49 variables capturing the context in

which the studies derived their findings. |[Figure 1| and [Figure 2| provide an overview of the

literature on trading volume and stock returns. Three observations can be drawn from these
figures. First, the median value of the estimated relationship approaches zero, and most of the
estimates appear close to this value. Second, the reported values seem to decline over time.
In contrast, it remains unclear whether the improved data and sophisticated techniques used
by recent studies cause the trend or whether some essential change has occurred. Third and
last observation refers to the increasing variance of the estimates. Instead of converging toward

some consensus, the estimates from the literature diverge over time.

Figure 1: Kernel densities of the return-volume relationship and corresponding standard errors
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Notes: The depicts kernel densities for return-volume relationship (on the left) and corresponding
Standard Errors (on the right). Since primary studies employ many different estimation approaches, partial
correlation coefficients normalize the estimates and the winsorization handles with the outliers.

The last observation about the increasing variance provides an additional reason to conduct a
systematic assessment of all published results. The most suitable method for such an evaluation
is a meta-analysis (Imai et al., 2020). A meta-analysis addresses publication bias as well as
model uncertainty issues. I follow seminal works such as [Havranek & Irsova (2017) and employ

the most modern techniques for correcting for publication bias together with Bayesian model

averaging (Raftery et al.l|[1997) and frequentist model averaging (Amini & Parmeter;, [2012).



Figure 2: Increase in mean and variance of return-volume estimates over time
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Authors do not regularly publish insignificant results or results with the “wrong” sign (Stanley),

2001} |Christensen & Miguel, [2018), and such decisions distort the literature. Since a focus on

null results becomes secure because of the support of the efficient market hypothesis and because

of [Fama & French| (1992), research on stock returns is prone to publication bias. Another reason

for such a weakness is the workhorse procedures used in this area (Brennan et al.,|1998; (Chordial

2001)). Authors may follow up on findings of a negative correlation only.

To correct for publication bias, I start with the graphical visualization proposed by
(1997). Then, I add simple formal tests using ordinary least squares (OLS), the between effect

and weighted least squares (WLS) (Stanley & Doucouliagos|, 2012). Furthermore, an extension of

the formal tests is provided by means of the latest improvement suggested by |Bom & Rachinger|

(2019). Moreover, newly developed nonlinear methods such as use of the weighted average

of adequately powered estimates loannidis et al| (2017), the stem-based method (Furukawa,

2019) and the nonparametric method of |Andrews & Kasy| (2019) complement the investigation.

Finally, the presence of publication bias at least in contemporaneous cases, is identified. The

mean after correction for publication bias has a negligible value. Finally, a caliper test (Gerber




et al., 2008; |Gerber & Malhotral [2008) for p-hacking and HARKing (hypothesizing after the
results are known) completes the estimations about biases. Even these kinds of selections affect
the results from primary studies.

Moreover, other study-specific aspects affect the corrected mean.The results of both Bayesian
model averaging (BMA) and frequentist model averaging (FMA) indicate that data character-
istics, structural variation and different methodological approaches explain a large part of the
inconsistency in the primary results. For example, usage of Monthly data or VAR models makes
the effect of trading volume on returns substantially more negative. In addition, an association
arises between data age and the magnitude of published estimates. Newer data yield lower
results that are closer to the predictions of the efficient market hypothesis, as is clear even in
Other causes of variation are the type of returns or type of stocks.

After the differences are controlled for, the overall implied estimates become negative for both
the contemporaneous and the dynamic cases. Based on these findings, opportunities to predict
the stock returns exist. This calls into question the relevance of the efficient market hypothesis.
For instance, the country and type of stock matter. The trading volume of stocks has the
opposite effect on returns in emerging countries as on returns in developed markets. Moreover,
the stocks of firms follow the EMH more closely than any other stocks. Thus, one should bear
in mind the specifics of each stock when forming a portfolio, calibrating a model, preparing a
trading strategy or conducting research. Relying on overall conclusions is dangerous.

The rest of the article has the following structure. describes the procedure for collect-
ing the primary studies. investigates the presence of publication bias in the literature.

addresses heterogeneity in the primary studies and provides implied estimates. [Sec-

tion 5| summarizes the paper. |[Appendix Appendix:| provides additional data description and

robustness checks.

2 Data Collection

The first studies discussing the price-volume relationship originated in the US in the 1960s
(Granger & Morgenstern, (1963; |Godfrey et all [1964). The focus on the US continued for the
next decades (e.g.,|Crouch, |1970; Jain & Joh, [1988)). By the turn of the millennium, researchers

from every continent had started to show interest in the topic. For example, two decades ago,



Lo & Wang (2000) found almost two hundred articles related to trading volume. The articles

were from various fields — economics, finance, and accounting. Furthermore, during the last
two decades, many more articles have been published. Thus, although the EMH and
(1992) suggest substantial results, these conclusions have come into question again with

the increased number of articles.

For instance, Lee & Rui (2002) and (Gurgul et al. (2007)) supported the EMH with their finding

of a small or even negligible relationship between trading volume and expected stock returns.

On the other hand, Brennan et al.| (1998) and |Chordia et al.| (2001)) contradicted this conclusion.

They were not alone in doing so: Mahajan & Singh (2009a) and |Akpansung & Gidigbi| (2015)

provided overviews of the currently available literature related to the topic. While they pointed
out reasons for the major differences in the existing literature, no consensus about the magnitude
of the effect emerged.

The data collection itself follows the guidelines for meta-analyses in economics proposed by

Havranek et al| (2020). In the first step, I search for all relevant studies. Based on related

literature surveys conducted by Mahajan & Singh| (2009a) and |Akpansung & Gidigbi (2015)

and the workhorse methods in this field (Brennan et al., [1998; |Chordia et al., |2001), I design

a search query for Google Scholar. The final query returns all relevant articles related to the
volume-return relationship. The query is worded as follows: trade | trading and volume and
“expected stock return” | “stock return” | “price changes”. This search goes through the full text
of the study regardless of the precise formulation of the title, abstract, and keywords
(2020). Reading of the abstracts leads to the removal of three-fourths of the articles. I
then read the full text of the rest of them. The latest study, from March 2019, is added, and
then the literature search is terminated.

The articles deploy four comprehensive and distinctive strategies for studying the trading

volume-return relationship. First, authors such as Lee & Rui| (2000); [Statman et al. (2006));

|Chuang & Lee| (2006)); \Gurgul et al. (2007) focus on the effect of lagged returns on current trad-

ing volume. They follow an intuitive logic, supposing that people invest in stocks that displayed
profits in the last season. The results of these studies support this intuition. The authors find

that most of their estimates are significant. The second group of articles tests Granger causal-

ity. (1969) proposes this methodology to test for “a correlation between the current



value of one variable and past values of other variables” (Brandle, 2010). VAR models serve as
the baseline for these tests. In the context of return and volume, these models assess whether
volume Granger-causes returns and vice versa (e.g., [Mestel et al., [2003; |Akpansung & Gidigbi,
2015)). The literature describes the relationship as weak or nonexistent. The third group of
studies, starting with [Ying (1966), investigates stock markets by trading volume growth and
stock returns. |Ying| (1966) finds a significant and positive relationship between volume growth
and corresponding returns using the S&P 500 composite index. Similar findings are obtained,
for example, by |Gervais et al.| (2001) when expanding Ying’s analysis and by [Watkins| (2007)
when using monthly NASDAQ data. The fourth and last group of articles studies the trading
volume-return relationship itself. This group is represented by, for example, the aforementioned
Brennan et al| (1998); |Chordia et al. (2001)), who find a negative and significant relationship
using US stock data.

Since the results based on these four approaches are mutually incomparable, I study the fourth
group only. There are several reasons for this decision: First, the aim of Fama-French factor
models and Amihud & Mendelson’s approach is to determine stock returns based on trading
volume, not vice versa. I thus eliminate the first group. Second, the discussion is not focused
on the question of simply whether there is a relationship but on how much trading volume
affects returns. This excludes the Granger-causality testing studies. Third, many meta-analysis
articles observe the trading volume and return relationship. This is not the case for the previous
groups, including the group studying growth in returns. Last but not least, even though some
differences remain in the approaches to estimation in the fourth group, all of them can be
accounted for with the meta-analytical tools described in the rest of this Section and
A detailed description of the study selection path is provided in [Figure Al In addition to
skipping the articles investigating the opposite relationship, Granger causality or growth in
volume, I drop research without measurements of the uncertainty of the estimates. The test for
the presence of publication bias requires either standard errors or other metrics derived from
standard errors. This condition stops the inclusion of some key contributions such as |Chordia
& Swaminathan| (2000).

The final set of estimates meeting all conditions for the meta-analysis consists of 468 observations

from 44 studies. The majority of the studies focus on US stock markets (e.g., Crouch, |1970; [Epps



& Eppsl, [1976). Nonetheless, numerous studies from recent years assess emerging markets (e.g.,
De Meiros & Van Doornik}, 2008; Tapa & Hussein, 2016|) and China (e.g.,[Shu et al., 2004)). The

data include both published articles and working papers. While using only published studies

offers reassurance of the quality of the estimates, the inclusion of unpublished papers does

not negatively affect the results. Rusnak et al| (2013a)) discuss the usage of working papers

and their effect on publication bias and suggest, “Authors who would preferably publish some

estimates would do it rationally in early stage of publication” The same idea is raised by

Doucouliagos & Stanley| (2013a) and their evidence on 87 meta-analyses. They conclude that

there is “no difference in the magnitude of publications selection between unpublished and
published studies”. Moreover, the inclusion of both published and unpublished articles enables
me to study the difference between these two subgroups and helps better reveal the drivers of
heterogeneity. An overview of the articles used appears in The oldest study in the
collected sample is from 1970 and the newest from 2019; therefore, the data have almost 50

years of coverage.

Table 1: Studies included in the meta-analysis

Al-Jafari & Tliti (2013) ~ |Chen et al (2001 Ochere et al| (2018)

Assogbavi et al.| (2007 Chordia et al.| (2001 De Meiros & Van Doornik| (2008
Brandle| (2010]) Lee & Ruif (2002 Pisedtasalasai & Gunasekarage| (2007
Brennan et al.| (1998) Lee & Ruil (2000 Rotila et al.| (2015)

Ciner| (2002 Lewellen| (2015)) Saatcioglu & Starks| (1998)
Ciner| (2003 Lin & Liu/ (2017) Sheu et al.| (1998)

Crouch| (1970 Long et al. (2018 Shu et al.| (2004

Datar et al.| (1998 Louhichi (2012 Tahir et al| (2016

Devanadhen et al) (2010)  Loukil et al|(2010) Tapa & Hussein| (2016

Epps & Epps| (1976) Mahajan & Singh| (2009b Le & Mehmed| (2009)

Hafner| (2005 Mahajan & Singh| (2009a Tripathy| (2011

Han et al](2018) Mahajan & Singh| (2008) Yin & Liul (2018)

Sana Hsieh| (2014) Marshall & Young] (2003) Yonis| (2014

Hul (1997 McGowan & Muhammad| 42012[) Zhong et al.| QQOISD

Chang & Wang (2019) Narayan & Zheng (2010)

Despite the strict selection criteria for the articles, several inconsistencies remain. These relate
to the measures of return and volume themselves. In the case of return measures, most of the

studies employ returns or absolute returns. The definition of returns is as follows:

ARet = In(P;) — In(Pi—1) = In(P;/P;—1), (1)

where P stands for price and t captures time horizon.



Some older papers, such as (1970), employ price changes instead of returns. Neverthe-
less, authors now prefer returns to price changes since returns can allow comparisons between
different stocks, firms, or studies. Moreover, some authors use Abnormal returns instead of

returns. Abnormal returns are above-average returns from the previous time frame (e.g.,

2018)). Other authors prefer Ezcess returns, considering only returns above the risk-free

rate (e.g., Chordia et al., 2001). In particular, the last method is widely applied in Fama-

MacBeth types of models. Fama-MacBeth models adapt this measure from the capital asset

pricing model (CAPM) and arbitrage pricing theory (APT) (Brennan et all [1998]).

Measurement of trading volume has also evolved over time. Early authors such as

(1970) and Epps & Epps| (1976]) employ the number of shares traded as their volume measure.

However, the turn-of-the-century study of (Datar et al.,[1998)) suggests, “The number of shares

traded by itself is not a sufficient statistic for the liquidity of a stock since it does not take into

account the differences in the number of shares outstanding or the shareholder base”. These

authors, together with Brennan et al.| (1998)), proposed two alternatives. First, the turnover

rate is associated with the investor holding period. Second, the dollar trading volume is related

to how long a dealer waits to turn around his position (Chordia et all) [2001)). Finally,

(2000) compare all these approaches and recommend turnover as the most natural proxy

for trading volume in the stock market. Thus, turnover is the preferred measure in most studies

today (e.g., Long et al, 2018; |Chang & Wang| 2019; Zhong et al., 2018).

Last but not least, the authors differ even in their approach to return-volume relationship

measurement. One group, represented by Brennan et al.| (1998)); |Chordia et al| (2001)), explores

the effects of past volume on expected stock returns. This dynamic approach can be used

to assess the efficient market hypothesis, but contrary to the EMH, the major authors in the

field (Brennan et al |1998; Chordia et all [2001) suggest a negative effect of lagged volume on

expected returns. The second, similarly sized group (e.g.,|Epps & Epps, |1976; Datar et al. 1998

studies the relationship of volume and returns in the same time period. Unlike the dynamic
relationship, the contemporaneous relationship between returns and volume clarifies information

about trading volume asymmetry. Both the dynamic and contemporaneous approaches yield

inconclusive results (Hul [1997; [Akpansung & Gidigbi, 2015; [Poudel & Shresthal, [2019). Thus,

this study incorporates both relationships and distinguishes them with a dummy.



The variability in the measures of returns and volume obliges me to employ the approach of
Valickova et al. (2015). In their investigation of financial development and economic growth,
these authors define four measures of economic growth (dependent variable) and ten variables for
financial development (independent variable). The differences among the measures are captured
by dummies, and partial correlation coefficients (PCCs) enable comparability of the estimates
at the cost of losing some information. PCCs come from the t-statistic of the estimate and the
residual degrees of freedom (Greene, [2008). The sign of a partial correlation coefficient is the

same as the sign of the original coefficient:

PCCy = ——ti__ 2)
where r;; stands for the partial correlation coefficient of the ith estimate of the jth study. ¢
denotes the corresponding t-statistic, and df the degrees of freedom. In addition to the estimates
themselves, the corresponding standard errors need recalculation. I again follow the approach
adopted by [Valickova et al.| (2015), as suggested by |Doucouliagos & Stanley| (2013b). They
adapt the formula from [Fisher (1954):

PCCy

SE?“ij = .
v]

(3)

where SEr;; denotes the standard error of the particular partial correlation coefficient PCCj;.
t;; expresses the t-statistic from the ith regression of the jth study. In regards to other authors
employing the partial correlation coefficient in economic meta-analyses, I can mention, for
instance, |[Doucouliagos| (2005). An overview of the distribution of PCCs per study used in my
research is provided in

The mean reported estimate of the return-volume relationship is 0.021. Winsorization at 2.5%
helps to deal with some extreme outliers in the data. The mean remains the same after win-
sorization, and the results remain robust even under alternative winsorization at 1% and 5%.
Obviously, the estimates vary greatly both between and even within the primary studies. Thus,
49 explanatory variables collected for each observation address this variance. The task of these
variables is to clarify diverse data characteristics such as data type, methodology used or market

size.
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Figure 3: Variation in the estimates both across and within studies
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11



Table 2: Mean return-volume estimates for different subsets of data

No. of obs. Mean Stand. Dev. 95% conf. int.

Temporal dynamics

Contemporaneous 224 0.071 0.011 0.050 0.093
Dynamic 244 -0.026 0.008 -0.041 -0.010
Data characteristics

Hourly data 52 0.182 0.030 0.121 0.242
Daily data 118 0.074 0.013 0.048 0.099
Weekly data 32 0.113 0.016 0.08 0.147
Monthly data 266 -0.045 0.006 -0.058 -0.033
Panel data 286 -0.038 0.006 -0.051 -0.025
Time series data 175 0.118 0.012 0.094 0.143
Cross-sectional data 7 -0.009 0.013 -0.041 0.023
Structural variation

All stocks 220 -0.051 0.007 -0.029 -0.008
Indexed stocks 92 0.057 0.013 -0.050 0.010
NASDAQ stocks 9 -0.103 0.042 -0.200 -0.007
Banks stocks 18 0.042 0.023 -0.005 0.090
Firms stocks 129 0.123 0.015 0.092 0.154
Developing countries 136 0.058 0.013 0.031 0.084
OECD countries 332 0.006 0.008 -0.01 0.022
Publication status

Published papers 367 0.024 0.009 0.007 0.042
Unpublished papers 101 0.008 0.007 -0.006 0.021
All estimates 468 0.021 0.007 0.007 0.035

Notes: [Table 6| provides a complete description of the definitions of subsets. Winsorization at 2.5% and 97.5%
levels deals with the outliers.

A glimpse of the heterogeneity examined more closely in provides [Table 2| It summa-

rizes the mean values of the return-volume relationship for different subgroups of data. These
subgroups consider temporal dynamics, data frequency, type of data, type of stocks and publi-
cation characteristics.

The dynamic estimates show negative and significant effects, as in |[Brennan et al. (1998);
Chordia et al. (2001). On the other hand, the contemporaneous estimates display slightly
positive effects, as in |Hiemstra & Jones| (1994). The dynamic relationship usually connects the
panel data with monthly frequency; thus, the means for the panel and monthly data subgroups
are negative, like the mean of the dynamic relationship subgroup. In contrast, time series data
at higher frequencies exhibit substantially positive results. Different types of stocks provide
the following information. Firm stocks tend to have the highest mean estimate. On the other

hand, NASDAQ stocks remain the lowest by a substantial margin. This finding appears even

12



in Brennan et al.|(1998); |Chordia et al. (2001). The distinction between developing and OECD
countries appears dissimilar. According to [Llorente et al. (2002), the magnitudes should be the
opposite of what the data reveal. Last but not least, published and unpublished papers do not
seem to differ significantly. In summary, this simple analysis proposes systematic differences
among the reported estimates, but without correction for publication bias as in and
proper investigation of the sources of heterogeneity as in [Section 4] any conclusions drawn will

be misleading.

3 Publication Bias

The phenomenon of publication bias extensively affects economic literature. [Toannidis et al.
(2017) find that estimates reported in the economics literature are typically exaggerated twofold
because of publication bias. Authors naturally prefer a statistically significant estimate with
the expected sign. From one point of view, this preference makes sense. One should not have
to focus on evidently wrong estimates. On the other hand, substantial ignorance of statistically
insignificant estimates with the “wrong” sign distorts the literature as a whole. Addressing this
subject, Nansen McCloskey & Ziliak (2019)) discussed the Lombard effect. Like speakers who
raise their voice in the presence of noise, researchers particularly augment their efforts to find a
significant effect in the case of noisy data or poor estimation techniques. Statistically significant
estimates at the 5% level with the “correct” sign are nearly always possible to reach in economics
in the presence of the freedom to choose from among a large number of different specifications.
On the other hand, statistically significant results gained in this manner no longer reflect the
primary theoretical purpose of conducting statistical tests.

A classical perspective from which to study the return-volume relationship is in relation to the
efficient market hypothesis. The assumptions that returns are not predictable and that the
stock price already incorporates all available information affect the thinking of the financial
community as a whole. [Fama| (1970) concluded the following: “The evidence in support of
the efficient markets model is extensive, and (somewhat uniquely in economics) contradictory
evidence is sparse. Nevertheless, we certainly do not want to leave the impression that all issues
are closed”. Despite this strong declaration, the possibility of predicting the market drives

research on stock exchange returns. Just few years later, |[Basul (1977) observed, “While there is
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substantial empirical evidence supporting the efficient market hypothesis, many still question
its validity”. The same holds even today. For instance, [Malkiel (2003) emphasizes that “pricing
irregularities and even predictable patterns in stock returns can appear over time and even
persist for short periods”. Thus, some authors may find or try to find no significant effect, with
null estimates, or make excessive efforts to find significant results (the Lombard effect). Thus,
studying how estimates of the trading-volume relationship are obtained is a compelling topic
to scrutinize. It is important to determine whether estimates differ simply because of different
economic and data backgrounds (Section 4]) or because of selection by authors.

A common tool for detecting the extent of publication selection is the so-called funnel plot, first
proposed by [Egger et al|(1997). A funnel plot depicts the magnitude of the estimated effect
on the horizontal axis. The vertical axis then captures the precision, measured by the inverse
of the estimated standard error. Since the studies on the return-volume relationship provide
standard errors with a symmetrical distribution (usually a t-distribution), the estimates should
have a symmetrical distribution around the true mean effect regardless of their magnitude and
precision. The estimates become further from the true effect as precision decreases. Thus,
the estimates form a symmetrical inverted funnel. In the presence of publication bias, the
funnel plot should be asymmetrical or hollow. The discarding of estimates of a particular
sign or magnitude would cause this asymmetry, while the rejection of statistically insignificant
estimates would cause the hollowness. The worst case arises when the funnel plot is both
asymmetrical and hollow (Egger et al., [1997).

which presents contemporaneous and dynamic estimates separately, gives a clear
message. The depicted funnel plots show that the dynamic estimates are distributed more or
less equally around zero. The same holds for the median estimates for each study. This result
offers evidence for the EMH. In contrast, the contemporaneous estimates are skewed to the left,
which indicates the possible presence of publication bias in this case.

Nonetheless, the funnel plot represents a simple visual test only. Regression-based funnel asym-
metry tests offer a more reliable way to check for publication selection. The following base
regression (Stanley & Doucouliagos| |2012)) explores the correlation between the return-volume

relationship and its standard error SE(r;;):

rij = Bo + P1SE(rij) + eij, 5 ~ N(0,0%), (4)

14



Figure 4: Funnel plot: Little evidence of publication bias in this field
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Notes: Without the publication bias the scatter plot seems like an inverted funnel symmetrical around the
most precise estimates. The left panel depicts all estimates distinguished by the time dynamics. The right panel
shows median estimates per study. The solid line stands for overall mean relationship. The dashed line is set
at zero. The computational tasks includes even outliers in winsorized form, but for the ease of exposition the
funnels excludes them.

where r;; stands for the ith estimate of the partial correlation coefficient between expected
stock returns and trading volume from study j. By expresses the mean underlying effect beyond
publication selection bias, and the coefficient 3; reveals the strength of publication bias. The
aforementioned Lombard effect or discarding of estimates with the “wrong” sign may cause the
correlation. If §; = 0, publication bias is not present in the field. Otherwise, publication bias
is present.

I estimate with four different estimation methodologies. First, I use simple OLS
with standard errors clustered at the level of individual studies and countries. The two-way
clustering follows the suggestion of |Cameron et al. (2012)). Second, I run a panel data regression
employing between effects. Third, I follow Stanley & Doucouliagos| (2012)) and |Astakhov et al.
(2019) in multiplying[Equation 4/by 1/SE(rq;). This assigns more weight to more precise studies
and directly deals with heteroskedasticity. Therefore, the weight 1/SE(r;;) is called Precision.
In the fourth specification, instead of Precision, I use the inverse number of estimates per study

as a weight.

able 3| presents the results of these four specifications. The first row shows the baseline result of

the OLS regression of the partial correlation coefficient on its standard error. The 51 coefficients
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Table 3: Formal tests on the presence of publication bias

All Contemporaneous Dynamic
PANEL A: Unweighted estimations
OLS
SE (publication bias) 0.867 0.876 -0.169
(0.091) (0.100) (1.247)
[-0.487; 2.349] [-0.844; 4.775] [-3.729; 2.714]
Constant (effect beyond bias) -0.013 0.027 -0.021
(0.014) (0.018) (0.013)
[0.063; 0.042]  [-0.021; 0.106]  [-0.094;-0.004]
Between effects
SE (publication bias) 1.069" 1.229" 1.436"
(0.483) (0.601) (0.621)
Constant (effect beyond bias) -0.002 0.038 -0.057"
(0.026) (0.033) (0.029)
PANEL B: Weighted OLS estimations
Weighted by the inverse of the number of estimates reported per study
SE (publication bias) 0.965 0.960" 0.860
(0.478) (0.531) (0.799)
[1.091; 2.995]  [-2.644; 4.613]  [-1.405; 2.454]
Constant (effect beyond bias) 0.001 0.044" -0.0417"
(0.012) (0.021) (0.018)
[-0.025; 0.026] 0.000; 0.090]  [-0.083; -0.007]
Weighted by the inverse of the standard error
SE (publication bias) 0.771"" 1.672""" -0.807
(0.376) (0.444) (1.255)
[-2.330; 2.498] [-6.747; 7.385] [-3.585; 2.019]
Constant (effect beyond bias) -0.009"" -0.014 -0.003
(0.004) (0.010) (0.003)
[-0.037; -0.002]  [-0.148; 0.019) [-0.122; 0.070]
Observations 468 224 244

the underlying mean partial correlation coefficient corrected for reporting bias.

Notes: The uncorrected mean of the estimates is 0.021. Panels A and B report the results
of the regression 7;; = Bo + B - SE(ri;) + uij, where r;; is the ith estimate of the partial
correlation coefficient between expected stock returns and trading volume from study j. All
= entire dataset. Contemporaneous = immediate effect of the trading volume-stock return
relationship. Dynamic = lagged trading volume-stock return relationship. SE = standard
error. Standard errors reported in parentheses are clustered at the study and country
level (except between effects; the usage of two-way clustering follows|Cameron et al.|2012]).
The square brackets report 95% confidence intervals from wild bootstrap clustering and
Rademacher weights with 999 replications (except between effects; the implementation
follows Roodman|[2020). =~ p < 0.01, " p < 0.05, ~ p < 0.10.

indicating the possible presence of publication bias are both positive and significant.

suggests a strong selective reporting bias. The negative but insignificant constant represents

baseline result suggests negligible evidence for a return-volume relationship in the data. Taking
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a closer look, one can distinguish the presence of bias in the contemporaneous estimates. On
the other hand, the dynamic estimates do not show this bias. Both cases display a insignificant
effect beyond bias. It seems that authors make efforts to find an effect of trading volume on
stock returns.

The second part of Panel A of shows the results of the panel data regression with between
effects. The between effects indicate an even stronger selective reporting bias than that found
in the case of OLS. The corrected partial correlation coefficient again appears insignificant. In
the between effects estimation, publication bias is present even in the dynamic cases, where a
negative and significant effect beyond bias emerges. However, even in this case, the effect is not
substantial: [Doucouliagos (2011)), in his guidelines on partial correlation coefficients, considers
such an effect not even “small”. He defines a small effect as one ranging from 0.07 to 0.17 in
absolute value, a medium effect as one ranging between 0.17 and 0.33, and a large effect as one
above 0.33. Moving on, Panel B reports the analysis of the WLS estimation with the precision
and inverse number of estimates per study as weights. The findings derived from these two
specifications simply accentuate the findings from Panel A. They confirm the presence of bias
in the contemporaneous case and a negligible effect beyond bias.

In addition to commonly used and widely known publication bias detection techniques, I employ
four recently developed advanced techniques. Estimating 5y from [Equation 4] yields an unbiased
estimate of the mean corrected for publication bias only if publication selection is proportional
to the standard error. Nevertheless, in practice, I am dealing with an unknown functional
form of the publication selection procedure. Therefore, first, I employ the advanced estimator
introduced by |Andrews & Kasy (2019). Their estimator addresses the detected problem and
remains unbiased under probably any form of publication selection (Havranek & Sokolovay,
2019). Furthermore, the Andrews & Kasy (2019) specification works especially well with a
small corrected effect, as in the case of my dataset. Thus, I consider this specification the most
suitable method for my research.

The next approach was recently released by Furukawa| (2019). This approach, known as the
stem-based method, works only with the most precise estimates, optimizing the number of esti-
mates for investigating publication bias by minimizing the mean squared error of the estimates.

This conservative, fully data-dependent, nonparametric method robustly alleviates publication
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bias under various assumptions. The third technique was introduced by [loannidis et al.| (2017)

and [Stanley et al|(2017). The weighted average of the adequately powered (WAAP) estimator

defines only the most precise estimate to be “adequately” powered for testing publication bias.
WAAP estimation is the dominant method in studies with numerous high- and low-powered

estimates. This characteristic does not hold in my case, and even one estimation cannot be

run given the lack of precise observations. Finally, the kinked method of [Bom & Rachinger]

is used. It improves on the precision effect estimate with standard error (PEESE) test
for publication bias and outperforms the WAAP method.

summarizes the results of the nonlinear techniques and shows ambiguous findings on the
significance and sign of the overall effect. The same holds for the contemporaneous effect. On

the other hand, the dynamic effect is negative and significant after publication bias is corrected.

These results line up with the findings of, for instance, Brennan et al.| (1998)).

Table 4: Results of nonlinear techniques support previous findings

All Contemporaneous Dynamic

PANEL C: Non-linear estimations

Selection model (]Andrews & Kasy|, |2019D

Effect beyond bias 0.010 0.062"" -0.0317""
(0.007) (0.013) (0.008)
Stem-based method 1, 2019)
Effect beyond bias -0.006 0.001 -0.006" "
(0.003) (0.006) (0.001)
Weighted average of adequately powered QIoannidiS et al‘|7 |2017D
Effect beyond bias -0.012 -0.010 -
(0.013) (0.008) -
Kinked method (Bom & Rachinger} 2019)
Effect beyond bias -0.011 -0.023"" -0.003"""
(0.002) (0.004) (0.001)

Notes: |Andrews & Kasy| (2019) proposed the nonlinear estimation technique. The ap-
proaches of |[Furukawal (2019), Toannidis et al.| (2017) and [Bom & Rachinger| (2019) work
with the most precise estimates. For the [loannidis et al| (2017) approach, the constant
denominator of 1.84 instead of 2.8 is preferred. Standard errors are in parentheses. o
p<001,  p<0.05 p<0.10.

Moreover, I use the caliper test proposed by (Gerber et al| (2008); Gerber & Malhotral (2008));

Bruns et al| (2019) to supplement the inspection of publication bias. This test focuses on

different results selection stages called p-hacking and HARKing. In general, in cases of publi-
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cation bias, authors simply do not publish results with insignificant estimates, but in the case
of p-hacking, authors include only models with significant estimates in the study. In the case
of HARKing, authors set their hypothesis after the results are already known [Bruns et al.
(2019). No test can distinguish between p-hacking and HARKing themselves, but the two can
be distinguished from the first kind of bias. The caliper test aims at uncovering p-hacking and
HARKing.

The test does not reveal anything about the corrected effect. It is based on the study of the
break in reported t-statistics, where the break around the usual significance threshold indicates
selective reporting. When authors do not report selectively, the distribution of t-statistics
remains even around the usual significance thresholds of 1.96, 1.645, and 1.

Table 5: Caliper test

All Contemporaneous Dynamic
Caliper size 0.1 0.2 0.1 0.2 0.1 0.2
Above C 20.0% 26.1% - 40.0% 22.2% 22.2%
90% Below C 80.0% 73.9% - 60.0% 77.8% 77.8%
p-value 0.051 0.018 - 0.704 0.095 0.014
Above C 75.0% 70.0% 66.7% 66.7% 85.7% 73.3%
95% Below C 25.0% 30.0% 33.3% 33.3% 14.3% 26.7%
p-value 0.041 0.026 0.347 0.207 0.047 0.068
Above C 43.8% 53.8% 66.7% 50.0% 30.0% 55.6%
99% Below C 56.2% 46.2% 33.3% 50.0% 70.0% 44.4%
p-value 0.633 0.703 0.465 1.000 0.223 0.651

Notes: The table provides caliper tests following Bruns et al.| (2019)) for caliper sizes 0.1 and 0.2
and for the hypothesis of a 50:50 distribution. The numbers express the share of observations in a
given interval around the significance threshold. The test parameter follows C' = "o:"o’:luc7 where noc
and n,. stand for the number of observations with t-statistics in the interval above and below the
threshold.

The results summarized in suggest no selection around the 90% and 99% levels.
On the other hand, breaks at the middle level — around the 95% interval — indicate bias. The
results hold for different caliper sizes. This means that authors push their estimates above the
95% level but do not do so at the 10% and 1% levels. Moreover, contrary to the conclusions on
publication bias, this type of bias distorts the dynamic estimates.

In summary, the sample indicates the presence of publication bias and seemingly even p-hacking
or HARKing. Various tests inform these conclusions. First, the contemporaneous effects are
biased, but the dynamic ones are not. Second, authors are particularly likely to provide biased

estimates around the higher confidence intervals. Third, the corrected mean has a negligible
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value. On the other hand, aspects other than publication bias may influence the value of the

corrected mean. The deals with these heterogeneity drivers.

4 Drivers of the Relationship

Five different explanations of the difference in the estimates of the return-volume relationship
have been repeatedly mentioned in the literature. The first three of them — the different measures
of volume and returns and the difference between contemporaneous and dynamic estimates — I
have already discussed in[Section 2] As a fourth reason, the existing literature suggests an effect
of data frequency. The use of lower-frequency data yields a positive relationship between r