
Stepankova, Barbora

Working Paper

Consistency of Banks' Internal Probability of Default
Estimates

IES Working Paper, No. 44/2020

Provided in Cooperation with:
Charles University, Institute of Economic Studies (IES)

Suggested Citation: Stepankova, Barbora (2020) : Consistency of Banks' Internal Probability of
Default Estimates, IES Working Paper, No. 44/2020, Charles University in Prague, Institute of
Economic Studies (IES), Prague

This Version is available at:
https://hdl.handle.net/10419/247366

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your
personal and scholarly purposes.

You are not to copy documents for public or commercial
purposes, to exhibit the documents publicly, to make them
publicly available on the internet, or to distribute or otherwise
use the documents in public.

If the documents have been made available under an Open
Content Licence (especially Creative Commons Licences), you
may exercise further usage rights as specified in the indicated
licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/247366
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

CONSISTENCY OF BANKS' INTERNAL 
PROBABILITY OF DEFAULT ESTIMATES 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Barbora Stepankova 
 
 
 
 
 
 
 
 
 
 
 
 
 
IES Working Paper 44/2020 
 
 
 
 



 

 
Institute of Economic Studies,  

Faculty of Social Sciences,  
Charles University in Prague 

 
[UK FSV – IES] 

 
Opletalova 26 

CZ-110 00, Prague 
E-mail : ies@fsv.cuni.cz 

http://ies.fsv.cuni.cz 
 
 

 
 

Institut ekonomických studií 
Fakulta sociálních věd 

Univerzita Karlova v Praze 
 

Opletalova 26 
110 00  Praha 1 

 
E-mail : ies@fsv.cuni.cz 

http://ies.fsv.cuni.cz 
 

 
 

Disclaimer: The IES Working Papers is an online paper series for works by the faculty and 
students of the Institute of Economic Studies, Faculty of Social Sciences, Charles University in 
Prague, Czech Republic. The papers are peer reviewed. The views expressed in documents served 
by this site do not reflect the views of the IES or any other Charles University Department. They 
are the sole property of the respective authors. Additional info at: ies@fsv.cuni.cz 
 
Copyright Notice: Although all documents published by the IES are provided without charge, they 
are licensed for personal, academic or educational use. All rights are reserved by the authors. 
 
Citations: All references to documents served by this site must be appropriately cited.  
 
Bibliographic information: 
Stepankova, B. (2020): "Consistency of Banks' Internal Probability of Default Estimates" IES 
Working Papers 44/2020. IES FSV. Charles University. 
 

This paper can be downloaded at: http://ies.fsv.cuni.cz 

mailto:IES@Mbox.FSV.CUNI.CZ
http://ies.fsv.cuni.cz/
mailto:IES@Mbox.FSV.CUNI.CZ
http://ies.fsv.cuni.cz/
mailto:ies@fsv.cuni.cz
http://ies.fsv.cuni.cz/


 

Consistency of Banks' Internal 
Probability of Default Estimates 

 

Barbora Stepankovaa 
 

aInstitute of Economic Studies, Faculty of Social Sciences, Charles University 
Opletalova 26, 110 00, Prague, Czech Republic 

Email: barbora.stepankova@hotmail.com  
 

November 2020 
Abstract: 
Some financial institutions can use internally developed credit risk models to 
determine their capital requirements. At the same time, the regulatory framework 
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1 Introduction

Credit risk, i.e. the loss resulting from a counterparty failing to meet its obligations in accordance

with agreed terms, is a key consideration in banking and the financial industry more broadly. The

recent trends in regulation and supervision of the financial industry resulted in greater independence

of financial institutions in managing their risks. The Basel II Accord was a significant milestone in

this regard: it allows banks to use internal models to determine their capital requirements through

estimation of the entity’s probability of default (PD), the loss given default (LGD) and the exposure

at default (EAD). Although such models are regulated, banks are allowed to implement diverse

rating systems and there is no specified penalty for poor model performance. Instead, the regulatory

framework works with an implicit assumption that banks produce accurate risk estimates given the

information available to them, despite the fact that banks may be motivated to exploit their discretion

and optimise the reported inputs to the models (Plosser and Santos, 2014).

This raises a question about comparability of outputs captured by model risk, which can be

literally defined as the potential for different models to provide inconsistent outcomes (Danielsson

et al., 2016). Several studies have investigated the consistency of banks’ internal model outputs and

factors that may affect it (e.g. Berg and Koziol, 2017, Firestone and Rezende, 2016 and Plosser and

Santos, 2014), showing a significant variance in the PD estimates, indicating that more explicit rules

for banks’ internal credit rating systems may be required. In absence of a tightened regulation, the

underlying differences in banks’ credit models may result in capital requirements that are no longer

comparable across banks, especially if the differences are systematic. However, further evidence is

required in this regard as the studies work with a relatively small sample of banks, specific type of

credit instruments or they focus on a particular geographical area.

This paper contributes to the existing literature on model risk of credit risk estimates by analysing

a unique dataset with a vastly greater number of banks and their entities than in the prior literature,

as well as a more comprehensive geographical and industry coverage. We investigate a longitudinal

dataset of PD estimates from 28 global banks that use the internal rating based (IRB) approach to

estimate their regulatory capital. The data cover monthly assessments on more than 60,000 entities

including corporates, financials, funds and governments, and multiple regions for the January 2016 to

June 2020 period, accounting in total for 4.88 million month-entity-bank observations. In addition,

we further extend the analysis from the prior literature in three ways. First, we study new factors

affecting the variance in credit risk estimates, including location of entities and banks, entity type,

industry classification or existence of rating by a rating agency. Second, we measure the magnitude

of systematic effects in the overall model risk individually for each entity type representing different

internal models. Finally, utilising the latest available data, we show the impact of the COVID-19

pandemic on credit risk estimates and their variance.

The next section provides a brief overview of banks’ credit rating models and the relevant litera-

ture, Section 3 presents the dataset and its descriptive statistics and describes the empirical strategy,

Section 5 discusses the analytical results and Section 6 concludes the work.

2 Banks’ internal credit rating models

Credit risk models developed internally by banks are a result of the need to quantify the amount

of economic and regulatory capital required to support banks’ risk taking activities (Chatterjee
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et al., 2015). Indeed, for many financial institutions, credit risk is a major component of the overall

risk to the institution and, if inappropriately managed, may have substantial secondary effects on

the financial sector as a whole. Hence, it is closely monitored by regulators. The Basel II Accord,

introduced in 2004, served as a basis for national rule-making and implementation processes, allowing

institutions to use their own internal credit risk models but requiring them to align their models with

the regulatory requirements, such as portfolio invariance, separation of corporate, sovereign, bank,

retail and equity models, and use of appropriate risk parameters.

This study focuses on banks using the IRB approach for credit risk estimation, i.e. banks which

use their own quantitative models to estimate probability of default. Such models must meet var-

ious minimum guidelines defined by the accord and banks have to prove that their risk estimation

systems provide reasonably accurate and consistent estimates. Credit risk models typically work

with a number of well-defined parameters, such as leverage (financial debt, bank debt, interest paid),

profitability (value added, profit-loss ratio, EBITDA), liquidity (cash, current liabilities), capital

structure (equity, current assets), dimension (turnover, employees), and macroeconomic indicators

(aggregate default rate, credit growth, GDP growth). At the same time, the exact model specifica-

tions evolve over time and differ by bank, resulting in variance in credit risk estimates for a single

entity assessed by multiple banks. To make things worse, many banks have recently started adopting

the vast array of often highly disparate and hard-to-follow artificial intelligence algorithms in their

credit risk models to consider the large amounts of data available on individuals and organisations,

further exacerbating the problem of model heterogeneity.

Indeed, banks’ credit risk models are subject to various risks relating to uncertainty at multiple

levels of the risk assessment process (Danielsson et al., 2016). These include particularly the validity

of model input parameters – their completeness, accuracy and recency – appropriateness of the credit

risk model choice and its theoretical foundations. Accuracy of model parameters is discussed e.g. by

Boucher et al. (2014), Glasserman and Xu (2014) and Alexander and Sarabia (2012), who distinguish

between parameter uncertainty, i.e. the inherent error in estimation of model’s parameters, and an

inappropriate form of the statistical model to estimate such parameters in the first place. Model

appropriateness and validity, discussed e.g. by Danıelsson (2002) and O’Brien and Szerszen (2014),

refers principally to the difficulty (or impossibility) to identify the best-performing model due to

latency of credit risk as a concept and inability to directly estimate it using observable data. Regard-

less of the model risk source, its implications can be substantial if it creates systematical differences

in credit risk estimates.

Despite the importance of banks’ internal credit rating systems for their capital requirements and

the broader regulatory purposes, much of the inherent differences in banks’ models are still unknown.

This is partially because the models are, as an intellectual property, kept secret, without a direct

access to most researchers. One way of circumventing this limitation is by looking at the model

outputs rather than the models themselves, analysing the variance in PD estimates for a single entity

assessed by multiple banks. However, there are only a handful of such studies available. In an earlier

work, Firestone and Rezende (2016) use data on syndicated loans from nine US banks, showing that

banks’ PD estimates substantially differ, but that this variance is mostly random, i.e. that banks

generally do not set their estimates systematically above or below the median bank. The variance

in PD estimates is confirmed by Jacobson et al. (2006), who use data from two Swedish banks over

the 1997-2000 period, as well as Plosser and Santos (2014), who investigate the incentives for banks

to bias their internally generated risk estimates through comparison within loan syndicates using
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Q1/2010-Q3/2013 quarterly data from 188 banks who participated in the Shared National Credit

Program in the US, accounting for almost 80,000 credit-quarters. They concluded that there are

significant differences in the borrower’s probability of default as estimated by the individual banks,

ranging up to 1 pp. The results are also in line with a more recent paper by Berg and Koziol

(2017), who utilise quarterly data from 40 banks and 17,000 corporate borrowers available through

the German credit registry dataset. Looking specifically at the 2008-2012 period. They show that

the difference in banks’ capital ratios can vary by up to ± 10%, equivalent to approximately 1 pp,

when using the average risk weights from all banks providing a PD estimate for a given entity instead

of risk weights based on banks’ individual PD estimates. Other studies on the topic include RMA

Capital Working Group (2000) or Carey (2002); regulators often focus on small and hypothetical

loan portfolios (Financial Services Authority, 2012; Basel Committee on Banking Supervision, 2013).

3 Data

The unique empirical dataset used in our study is provided by Credit Benchmark and contains

monthly PD estimates from 28 global banks that were approved to use the IRB approach to credit

risk modelling. The company pools together banks’ internal PD estimates and aggregates them to

create entity- and portfolio-level credit risk benchmarks. The banks are clients of Credit Benchmark

and the benchmarks allow banks to compare themselves against their peers. On a monthly basis,

banks submit their internal hybrid-through-the-cycle (H-TTC) one-year PD estimates together with

entity-specific information including name, country of risk and industry classification. PDs do not

capture recovery rate and all banks use the same PD concept (credit risk only, time horizon, reporting

date), which allows for a direct comparison across banks. Credit Benchmark maps the banks’ data to

entity reference data from multiple data providers including FactSet, Dun & Bradstreet and Thomson

Reuters, and identifies which observations evaluate the risk for the same entity. We have access to the

mapped PD estimate contributions by banks as well as the aggregated entity-level outputs including

the mean PD. Banks’ portfolios are not stable over the time as they drop some exposures and add

other entities to their portfolio. Regulators require the risk estimates to be reviewed at least on

annual basis to reflect newly available information.

The dataset consists of 24.8 million month-entity-bank observations covering the 01/2016-06/2020

period, with 4.88 million month-entity-bank observations (covering 1.75 million month-entities and

60,220 unique entities) used in the final analysis after the following data cleaning steps. First,

observations had to be dropped due to non-existent mapping to the reference data including country

and industry classification (24.4%), due to duplicated rows (2.4%) or because they are marked as

inactive by the contributing banks (3.0%). Second, as the focus of this study is on dispersion in

banks’ credit risk estimates at the entity level, we limited the sample to entities with credit risk

estimates from at least two banks, excluding 49.9% of observations. Third, we removed defaulted

entities, i.e. all entities where at least one bank reported a PD of 100% in a given month, as well as

entities emerging from default, as the timing often differs across banks (0.4%). Finally, we dropped

corporate entities with PD estimates greater than 3 Bps (0.3%), which is the floor for calculating

capital requirements based on internal models under the Basel Accord, as some banks report the

values before regulatory overwrite and the inconsistency in methodologies would artificially increase

the resulting dispersion.

Banks’ portfolios cover entities from all regions and entity type classifications. The dataset
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includes information on entity’s country of risk and industry classification, monthly credit rating

estimates from S&P, public/private entity identifier, and, for corporates, size based on sales, number

of employees and company family structure. Each of the 28 banks contributed for at least 29 out

of the total 54 months and covered at least 1,000 distinct entities with credit estimates from two

and more banks. To analyse the impact of bank’s location on PD estimates, each bank is assigned a

country of domicile based on the location of its headquarters. The banks in our sample are located

in United States, South Africa, United Kingdom, continental Europe, Canada and Asia-Pacific. In

order to protect the confidential nature of the data, we do not identify the banks in our sample. The

number of participating banks increases over time, starting with 14 banks in Jan-16 and reaching the

full sample of 28 banks in Feb-18, which impacts the number of entities used in the study as shown

in Figure 1. The number of entities continuously increased in 2016-2019 and then started to drop in

2020 as banks adjusted their portfolios at the onset of the COVID-19 crisis . For summary, Table 1

lists all collected variables and Table 2 presents the summary of the data.

Figure 1: Time series of count of entities
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The month-entity-bank PD estimates are aggregated to month-entity mean PD using geometric

average of the individual PDs to reflect the close to log-normal distribution of the data, illustrated by

the large skewness and kurtosis of both observation and entity level PDs (see Table 2).1 Analogously,

we can calculate the entity-level PD dispersion parameter (see Equation 2) and depth, i.e. the number

of banks contributing to a single month-entity. The mean PD of entity i at time t across banks

b ∈ {1, . . . , ni,t} is defined as

PDGMean
i,t = exp

(∑ni,t

b=1 lnPDi,t,b

EDepi,t

)
, (1)

where EDepi,t is the number of banks contributing to entity i at time t (i.e. entity’s depth). The

average PD is 0.57% with the interquartile range of 0.05% to 0.53%.

To calculate dispersion, we follow Berg and Koziol (2017) and use standard deviation of PD

1Both geometric and arithmetic approaches to aggregation of PDs are valid are there is no consensus in the existing
literature. Credit Benchmark uses arithmetic aggregation.
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estimates in logarithms. Consequently, dispersion of banks’ PD estimates for entity i at time t across

banks b ∈ {1, . . . , ni,t} is calculated as

Di,t(lnPD) = σ̂(lnPDi,t,b=1, . . . , lnPDi,t,b=ni,t
) =

√∑ni,t

b=1(lnPDi,t,b − lnPDGMean
i,t )2

EDepi,t − 1
. (2)

Note that dispersion measures the level of disagreement across banks regarding entity’s credit and

Berg and Koziol (2017) interpret it as a proxy for model risk of the banks’ underlying internal rating

models. The average dispersion is 0.69 with an interquartile range from 0.35 to 0.94.

Figure 2: Time series of Mean PD and Dispersion
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Figure 2 shows the changes in the mean PD and dispersion averaged across all entities. The

changes in the measures are driven by both changes in the risk estimates and changes in the set of

contributed observations.

4 Methodology

Our study broadly follows the analysis by Berg and Koziol (2017), who focus on dispersion of credit

risk estimates provided by 40 German IRB banks. They analyse determinants of across-bank disper-

sion of PD estimates, their systematic vs idiosyncratic differences, and determinants of the systematic

differences. We extend their work by including credit risk estimates of financials, funds and govern-

ments, analysing the importance of bank and entity location, adding more details on the underlying

entities, such as size, region, industry classification and existence of external ratings, and by including

global banks in the analysis. Further, we provide an overview of the impact of COVID-19 on both

credit risk levels and disagreement across banks in different regions.

This is done in four steps. First, we analyse the determinants of the dispersion, followed by the

role of location and the size of systematic effects. Finally, we provide insights into the impact of

COVID-19.
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4.1 Determinants of dispersion of bank-specific PD estimates

Analysis of drivers of dispersion aims to indicate which entities are most prone to bank’s disagreement.

In the prior literature, dispersion was for this purpose defined as standard deviation of banks’ (log)

PD estimates (Berg and Koziol, 2017) or differences in ratings (Carey, 2002). The studies consider

entity’s credit quality and size, number of bank relationships, whether the entity is a public company,

region and industry classification, and loan-specific information (seasoning and draw-down rate). The

results are rather ambiguous: Berg and Koziol (2017) show that dispersion is larger for low credit

quality borrowers and for larger loans, while Carey (2002) shows that rating disagreements are less

likely for large borrowers. Berg and Koziol (2017) argue that bank’s subjective analysis is more

important for larger borrowers and creates space for disagreement, whereas small borrowers are

usually assessed using a standard set of information. Carey (2002), on the other hand, mentions

easier access to information and more scrutiny for large borrowers, making them less likely to be

misrated. In their analyses, region and industry classifications, as well as private vs public indicators

are not statistically significant predictors.

We use rather detailed entity characteristics, including entity’s type, size, industry classification,

region of risk and credit information: average credit risk and the number of contributing banks with an

active credit exposure to the entity. Industry classification and size are examined for corporates only.

Entity type (funds, corporates, financials, governments) is particularly interesting in the analysis

as it has not been assessed before and may provide good insight into the differences between the

individual credit risk models.

Our model is defined as

Di,t = β1 · lnPDGMean
i,t + β2 · EDepi,t+

γ1 · ERegi + γ2 · ETypi + γ3 · EPubi,t + (γ4 · EIndi + γ5 · ESizi,t) + FEt + εi,t

= β · Crediti,t + γ · EChari,t + FEt + εi,t

(3)

where Crediti,t is the credit risk-related information, represented by lnPDGMean
i,t , the credit risk

of entity i at time t (in logs), and EDepi,t, the depth of the entity-level information (used as both

an integer and a categorical variable in line with the non-linearity of the relationship described by

Berg and Koziol, 2017). Analogously, EChari,t jointly marks the entity characteristics and con-

sists of ERegi, a categorical variable representing entity’s region of risk; ETypi, entity type (both

time-invariant); EPubi,t, a binary variable identifying public entities; EIndi, entity’s industry classi-

fication; and ESizi,t, entity’s size. The latter two are available only for corporates, for which we run

a separate set of regression models. Finally, to capture time dependency we also include time-driven

fixed effects FEt.

Size is a binary variable distinguishing large corporates with more than 250 employees and/or

sales above $50 million vs small and medium corporates (SME). We also considered using turnover

and number of employees as continuous explanatory variables or grouping them into several categories

by size, but neither of these proved more insightful than a simple binary indicator.

The model is estimated using a linear regression with a continuous dependent variable. To correct

for the possible cross-sectional correlation, implying that credit risk estimates for a single entity in

two subsequent quarters are not independent, we report standard errors clustered at the borrower

level.

Ratings provided by credit rating agencies are frequently used as inputs in banks’ internal credit
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risk models, entering the process as both independent variables and also as dependent variables in

so-called rating replicator models. Hence, they are expected to act as an anchor of the credit risk

estimates and reduce the disagreement between banks. Further, we argue that banks are generally not

in consensus when it comes to disagreeing with a rating agency, meaning that dispersion increases with

the difference between the credit rating agency’s rating and the mean PD. Carey (2002) investigates

such an impact of agency rating availability on rating disagreement across banks but does not find

it statistically significant.

To connect the PDs to ratings, we use a 21-notch scale mapping PDs to agency-like notches derived

from banks’ internal scales. We add the rating agency variables to the disagreement determinants

model defined in Equation 3 as

Di,t = β · Crediti,t + γ · EChari,t + δ1 · CRAi,t + δ2 · CRADisti,t + FEt + εi,t (4)

where Crediti,t and EChari,t cover all variables used in Equation 3, CRAi,t is a binary variable

indicating if entity i is rated by a credit rating agency (CRA) at time t (1 stays for rated entities and

0 for unrated entities), and CRADisti,t measures the absolute distance between the entity’s credit

risk as estimated by banks and the rating provided by a credit rating agency in notches. We use

ratings from S&P. Again, the reported standard errors are clustered at the entity level to account

for cross-sectional correlation.

4.2 The effect of location

The global data allow us to investigate if banks’ location – specifically their geographical proximity

to an assessed entity – has any impact on dispersion of the associated credit risk estimates. In their

analysis of US syndicate loans, Plosser and Santos (2014) distinguish between US and non-US lenders

and find that bank’s location does in some cases affect the deviation of bank’s PD estimates from

the median risk. We extend their analysis through worldwide geographical coverage and by including

bank and entity characteristics in the model. We argue that banks have information advantage in

their domicile country and are able to assess credit risk of local entities more accurately as a result,

whereas they tend to deviate from the true risk value for foreign exposures. This is then reflected in

dispersion of bank estimates, which should increase with the number of foreign banks with exposures

to a given entity.

To analyse this presumption we first define the share of bank contributions that come from foreign

banks, Foreigni,t, as the ratio of foreign to all bank contributions, where foreign contributions come

from banks with headquarters in a different country/region than that of the assessed entity. The

geographical classification combines countries and regions and its granularity is determined by bank

clusters; if there is a larger group of banks from a single country, we list the country, otherwise we

use the broader region to increase overlap between banks and to protect their anonymity.

The variable is used as an addition to the baseline model of dispersion with credit information

and entity characteristics as explanatory variables (see Equation 3). We also add an interaction term

for Foreigni,t and the binary variables indicating regions.

Di,t = β · Crediti,t + γ · EChari,t + δ1 · Foreigni,t + δ2 · (Foreigni,t × ERegi) + FEt + εi,t (5)

As an additional robustness check we look at the absolute difference between individual bank’s PD
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estimate and the mean PD in relation to the credit risk information, entity and bank characteristics.

We define a binary variable, BankForeigni,t,b, which takes value of 1 if bank b is a foreign contributor

to entity i at time t and 0 otherwise. We use time fixed effects FEt and banks’ fixed effects FEb

(Equation 6) or country-region binary variables (Equation 7), which would reveal any systematic

differences between regions.

abs(lnPDi,t,b − lnPDGMean
i,t ) = β · Crediti,t + γ · EChari,t + δ1 ·BankForeigni,t,b+

FEt + FEb + εi,t,b
(6)

or

abs(lnPDi,t,b − lnPDGMean
i,t ) = β · Crediti,t + γ · EChari,t + δ2 ·BRegb+

δ3 · (BankForeigni,t,b ×BRegb) + FEt + εi,t,b
(7)

Note that while the model in Equation 6 is very similar to that in Equation 8, here the bank

and country-region fixed effects capture the average absolute deviation from the mean. This factors

in both systematic and idiosyncratic variation and we thus expect to obtain different results than in

the investigation of the systematic factor in the next section.

4.3 Idiosyncratic versus systematic differences

The differences in entity’s PD estimates from different banks can be of two types, both of which can

apply at the same time: systematic and idiosyncratic. Systematic differences arise from an underlying

bias in banks credit risk models, resulting in the bank systematically assigning lower or higher PD

estimates to all entities. On the contrary, idiosyncratic differences are driven by entity-specific factors

and are not consistent across bank’s portfolio.

Critically, idiosyncratic differences should not, on average, adversely impact capital requirements

as they cancel out at the aggregate level. On the other hand, systematic differences can cause capital

requirements for the same portfolio to differ across banks. While the former may be appreciated by

regulators as a sign of banks’ individual and independent opinions that can limit herding behaviour,

systematic differences are problematic as they make capital requirements incomparable.

The contribution of systematic and idiosyncratic factors can be estimated by looking at the

deviation of bank-entity PD estimates from the entity’s mean credit risk. If the differences are purely

systematic, each bank-entity observation can be calculated as a combination of the entity’s mean PD

and bank time-specific fixed effects. If all differences are idiosyncratic, the bank time-specific fixed

effect have no explanatory power in the model.

Plosser and Santos (2014) and Berg and Koziol (2017) investigate the issue for US syndicate

loans lenders and German IRB institutions, respectively, and both studies find significant systematic

deviations, with fixed effects explaining 14% and 5% of the overall variation in banks’ PD estimates,

respectively. This means that a large part of PD estimate variation is idiosyncratic. However, the

individual fixed effects are significant and large in magnitude. Plosser and Santos (2014) show that

individual banks report PDs that, on average, deviate by -25% to 69% from the median PD, i.e. that

PD estimates from one bank are 69% higher than the median on average. Berg and Koziol (2017)

find such deviation to be within the -30% to 41% range and conclude that using average risk weights

instead of the internal estimates leads up to ±10% differences in the reported regulatory capital ratio

for 10 largest banks in their sample.
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There are further interesting question not tackled by the previous literature. Banks mostly

differentiate their models at least by the entity type of the entities. Are the systematic effects the

same for all the models? Does the size of the systematic deviation differ across regions? The richness

our dataset allows us to analyse these the systematic factors for both different entity types and

different regions.

Our model investigates the impact of bank fixed effects on the deviation of banks’ PD estimate

from the mean PD, calculated as

lnPDi,t,b − lnPDGMean
i,t = FEt,b + εi,t,b. (8)

We again report entity-level clustered standard errors due to the potential cross-sectional cor-

relation. The level of idiosyncraticity is measured by the R-squared (0% for purely idiosyncratic

dispersion across banks and 100% for purely systematic dispersion). We also show the size distribu-

tion and significance of the individual fixed effects to analyse the size of the systematic effect.

We estimate the model using entity type-specific sub-samples to answer the question on differences

across multiple internal models. The differences across country-regions are analysed using the average

absolute fixed effects for banks domiciled in the given location. Larger average absolute fixed effects

mean that banks in the given country-region show larger systematic bias in their PD estimates, we

account for positive and negative bias in the same way.

The analysis focuses on a specific time sub-sample of the data – December, March, June and

September 2018-2020 – to limit the computational requirements. The regression accounts for 303

bank-months fixed effects.

4.4 COVID-19 crisis effects

The COVID-19 pandemic offers a unique opportunity to evaluate banks’ reaction to an unprecedented

crisis and the associated high levels of uncertainty. We can make an initial assessment from Figure 2

presented in Section 3, which shows a modest increase in both PD and dispersion in 2020. However,

the trends reflect changes in PD estimates as well as in banks’ portfolios, which are expected to be

more substantial as banks will adjust their portfolios in times of a crisis. To adjust for portfolio

changes, we focus on month-on-month percentage changes in the mean PD and dispersion based on

a fixed set of PD estimates. For example, if five banks contributed to entity A at time 1 and only

four of them contribute at time 2, we would use PD estimates from only the four remaining banks

that contributed at both times to calculate the changes in mean PD and dispersion between times 1

and 2. Formally:

Change F ixed PDGMean
t =

Fixed PDGMean
t,ft

Fixed PDGMean
t−1,ft

− 1

=
exp(

∑eft
i=1

∑ni,ft
b=1 lnPDi,t,b

EDepi,ft
/ECountft)

exp(
∑eft

i=1

∑ni,ft
b=1 lnPDi,t−1,b

EDepi,ft
/ECountft)

− 1,

(9)

where b ∈ {1, . . . , ni,ft} denotes banks with PD estimates available for both time t and t− 1 and

EDepi,ft is the number of such banks. Similarly, i ∈ {1, . . . , eft} denotes entities for which data are

available at both time periods and ECountft is their count. An analogous calculation is defined for
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dispersion. Subsequently, the monthly changes are cumulated to form an index with January 2018

as the base month.

5 Results

5.1 Determinants of dispersion of bank specific PD estimates

Table 3 shows univariate analysis of dispersion of bank-specific PD estimates, including a breakdown

of both mean PD (column 1) and PD dispersion (column 2) as defined by Equations 1-2. It shows

that dispersion decreases with credit quality, while the link to depth is not monotonic. However, this

might be linked to the fact that Funds tend to have higher dispersion and lower depth than other

entities. We take this into account in the regression analysis presented below.

There is no clear time trend; the differences in dispersion observed between 2016 and 2018 are

most probably driven by the changing sample of contributing banks. On the other hand, dispersion

is significantly affected by entity types and regions: average dispersion for Funds is 0.75 compared

to 0.64 for Governments, and dispersion for Europe is 0.72 compared to 0.65 for Asia-Pacific. All of

these differences are statistically significant but they might again be linked to the composition of the

analysed portfolio in different regions, which is considered in the regression analysis.

Public entities show, on average, lower dispersion than private ones, likely reflecting inequality

in information accessibility, similar to entities rated by S&P, which show lower dispersion than those

without an external rating, and SMEs, which tend to have higher dispersion than large corporates.

In other words, banks tend to provide more consistent PD estimates for entities with more available

information. Further, dispersion is higher for entities with worse S&P rating, which is in line with

the relationship observed for credit quality given by mean PD.

Finally, there are significant differences across industries, with Utilities showing the lowest level

of dispersion and Oil & Gas the highest, which could be driven by the underlying credit quality of

the industries: Utilities have the lowest mean PD (0.0050) while Oil & Gas the highest (0.0117).

The multivariate analysis, described in Tables 4 for all entities and 5 for corporates only, then

mostly confirms the findings. The relationship between dispersion and depth proves to be non-

monotonic even after accounting for the entity type. Funds show significantly higher dispersion

compared to Corporates and the difference implied by the regression analysis is higher than observed

in the univariate analysis due to adjustments for mean PD and depth. On the other hand, the

regional differences change after factoring in all other variables as the inherent variation in banks’

portfolios is minimised: dispersion is largest for entities in Europe and Latin America and lowest for

African, Middle East and North American entities.

Models estimated only on corporate data reveal the same relationship between dispersion, mean

PD and public company identifier. The link between dispersion and depth is weaker and there are

no major regional differences with the exception of higher dispersion in Latin America. The analysis

shows that the large dispersion observed in the Oil & Gas industry is driven mainly by the large

mean PD and becomes comparable to other industries once this is factored in. Entities in Utilities,

Technology and Telecommunication have lower dispersion than in other industries.

Further, we look at the dependence of dispersion on ratings from credit rating agencies. Contrary

to findings by Carey (2002), our regression results show a significant impact of S&P rating on

dispersion of banks’ PD estimates (see Table 6), confirming that external ratings serve as anchors
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for banks and lead to lower dispersion. Further, dispersion increases with difference between banks’

credit quality estimate and the agency’s rating, i.e. banks do not tend to find another “true” credit

risk level if they disagree with the credit rating agency. Both S&P variables have very large t-

statistics and the reduction in dispersion for rated entities is up to 0.17 compared to the dispersion

interquartile range of 0.35 to 0.94. The impact on dispersion turns to positive when the distance

between mean PD-based rating and S&P rating is three or more notches (e.g. aa+ vs a+).

5.2 The effect of location

Portfolios of the analysed banks are typically global, allowing us to investigate the performance of

internal PD estimates for local vs foreign entities. Analysing connections between banks and entities

in different regions, we find that Africa is the most detached region as 70% of African banks’ portfolios

are locally focused and 61% of African entities are covered only by local banks. Canada is closely

linked with the US; Canadian banks have 64% of their exposures south of the border and 66% of PD

estimates for Canadian entities come from either of the two countries. Asia-Pacific, Europe (excl.

the UK), United Kingdom and United States are all closely connected.

Table 7 shows the impact of foreign contributions on PD dispersion. The first column shows

a baseline model equivalent to that in the last column of Table 4, with a slightly updated regional

classification matching that of banks. This change has a very limited impact on the results, with most

of the coefficients virtually unaffected. In the second column we introduce the percentage of foreign

contributions to an entity into the model. The variable has a positive and significant coefficient,

meaning that entities with a greater share of contributions from foreign banks tend to have higher

dispersion. At the same time, the changes in region coefficients signal a variance in the impact across

regions. Hence, in the third column we model region-specific interactions, showing that the effect is

significant only for Asia-Pacific, Europe and United States.

As an alternative point of view, we look at the problem from bank’s perspective and analyse the

absolute difference between individual bank’s PD estimate and the mean PD as shown in Table 8.

Again, the first column shows a baseline model for comparison. In the second column we add bank’s

region as an explanatory variable (but do not reflect whether the bank and entity are in the same

region), showing that British banks’ PD estimates deviate the most on average, whereas estimates

from Asia-Pacific and Canadian banks are closest to the mean PD. In the third column we analyse

whether being from the same country as the analysed entity matters, clearly showing that the PD

deviation is indeed higher for foreign entities. Lastly, in the fourth column we show that this effect is

again not equivalent across the globe, with banks in US, Asia-Pacific and Europe showing the biggest

difference in deviation for local and foreign entities.

To sum up, entity’s PD dispersion increases with the share of foreign contributors for entities in

Asia-Pacific, Europe and United States, and, equally, banks from Africa, Asia-Pacific, Europe and

United States produce less accurate ratings for foreign entities. Further investigation (details not

reported) shows that US banks report highest PD deviation in the Asia-Pacific region and in Europe,

European banks in the US, African banks in Europe, and Asia-Pacific banks in the US.

5.3 Idiosyncratic versus systematic differences

We measure the contribution of systematic versus idiosyncratic factors in differences of banks’ PD

estimates using the R2 statistic in regression of PD estimate deviation from the mean PD on bank-
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time fixed effects. The greater is the R2 statistic, the more variance in bank’s PD estimates can

be explained by systematic factors. Further, the size and significance of the fixed effect coefficients

provides additional information for individual banks. If a coefficient is significantly different from

zero, the given bank reports systematically biased estimates compared to mean PD in the given

month. The size of the average difference between bank’s PD estimates and mean PD is measured

by the size of the coefficient.

Figure 3: Explanatory power of bank fixed effects over time
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Explanatory power of bank fixed effects

Figure 3 tracks the R2 statistic over time starting in January 2018, when the sample of contribut-

ing banks stabilised. It shows that the systematic effects can explain around 11.5% of the differences

in PD estimates and that it has no time trend. The figure is higher than the 5% observed by Berg and

Koziol (2017) but broadly in line with the 14% estimated by Plosser and Santos (2014). However,

in line with the results presented above and in addition to the analysis in the prior literature, our

data show that the contribution of systematic factors varies across entity types. For Corporates, the

systematic effects explain just 7.7% of the variation, increasing to 10.1% for Financials and 27.2% for

Funds. That is, credit risk modelling for Funds is most impacted by systematic differences and is thus

the most problematic from the regulatory perspective. Following discussions with bank practitioners,

this may be driven by under-financing of teams focusing on Funds, availability and quality of data,

and by the very low number of observed defaults in the Funds space.

Looking at the actual size of the fixed effects (see Figure 4), which imply the magnitude of

systematic differences, the coefficients range from -0.39 to 0.41 and 236 out of the 303 fixed effects

are significant at 0.1% level. Again, there are significant differences in the size of the coefficients

across entity types. Reporting on coefficients in absolute values, 9% of Corporates coefficients are

larger than 0.3 and the percentage increases to 17% for Financials and 37% for Funds.

The dataset used in this study does not include information on exposure so we cannot calculate

the exact impact on risk-weighted assets. Berg and Koziol (2017) note that the average elasticity of a

typical corporate portfolio is 30%, i.e. a 100% increase in a PD estimate causes a 30% increase in the

associated capital requirements. Using the same logic on our Corporates results, i.e. multiplying the

PD fixed effect by 30% to get the capital requirements impact, the capital requirements could change
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Figure 4: Distribution of bank fixed effects
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by as much as ±12% and by at least ±6% for 34% of the bank-months. A ±6% difference means

that a bank reporting capital ratio of of 8.0% based on its internal PD estimates would report a ratio

between 7.5% and 8.5% using the mean PD instead. The impact of PD changes on risk-weighted

assets is more significant for lower PDs (Plosser and Santos, 2014), which further exaggerates the

possible issues with Funds given their low mean PD.

Finally, we summarise the fixed effects by banks’ country/region. Table 9 shows the average ab-

solute fixed effect together with Z-scores for two-population mean comparison, differences significant

at the 95% confidence level are in bold. European and Canadian banks stand out as those with the

largest average absolute fixed effects, results for the other regions are very similar. Looking specif-

ically at Corporates (details not reported), Asia-Pacific and United Kingdom then have the lowest

average absolute fixed effects (less than 0.1), with all other country-regions being significantly higher

and above 0.15.

5.4 COVID-19 crisis effects

Although the impact of the COVID-19 pandemic on the mean PD in the dataset may appear relatively

small as depicted in Figure 2, this may be misleading due to the hidden changes in banks’ portfolios.

Looking at Table 10, the average percentage of observations dropped each month rose sharply in

2020 compared to the 2018-2019 period, increasing from 2.3% to 4.7% on average. What is more, the

average share of new additions decreased from 3.8% to 3.3%. Factoring in such portfolio changes,

the full impact of the COVID-19 crisis is revealed in Figure 5.

Compared to the rather constant trends in 2018 and 2019, the average mean PD increased by

more than 5.8% in the first 6 months of 2020. While such an increase in credit risk is to be expected

during economic recession, our analysis further shows that the average dispersion has increased by

3.8%, implying that banks do not react to the crisis in the same way. In fact, the impact is not

equivalent for entity types and industries either; the average mean PD for Corporates increased by

13%, whereas it increased by only 4% for Financials, and remained stable for Funds, with equivalent

results for dispersion as summarised in Table 11. Looking at industries, there was a large increase in
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Figure 5: Changes in mean PD and dispersion in 2020
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the mean PD for Oil & Gas (29%) and Consumer Services (23%), while Telecommunications remained

stable. This supports the theory of industry-specific credit cycle suggested by e.g. Stepankova (2021),

Nickell et al. (2000) or Frydman and Schuermann (2008).

6 Conclusion

Financial institutions can greatly benefit from use of internal credit risk models for regulatory pur-

poses, increasing the overall process efficiency of the system and reducing burden put at the regulatory

authorities at the same time. However, given the uncertainty inherent to credit risk predictions and

the incentive to get favourable results, there is a risk that the models will not provide the performance

desired by regulators. That is, banks may be motivated to exploit their discretion and optimise the

inputs to the models as well as model calibration as argued by Behn et al. (2016), Plosser and Santos

(2014) or Berg and Koziol (2017). Methodology documents are sensitive and shared only with reg-

ulators which restricts the assessment of models by external researchers and the comparison across

financial institutions overlooked by different regulators. Finally, many regulators do not require full

reporting of entity and loan level credit risk information including probability of default or do not

fully utilise the data when available. This has recently started to change with projects focused on

credit risk data collection and analysis run by some regulators (e.g. AnaCredit by the ECB). All

these factors make regulation compliance monitoring challenging. We analyse the model outputs of

global banks and measure the model risk, specifically we measure the difference in probability of

default estimates provided by multiple banks for a single entity.

Using a unique dataset of 4.9 million probability of default estimates provided by 28 global IRB

banks, covering the January 2016 to June 2020 period, we analyse determinants of PD dispersion,

including bank and entity characteristics, existence of credit rating provided by an external agency,

and bank’s geographical proximity to its borrower. Further, we break down the variance in estimates

to systematic and idiosyncratic and provide a first look at how the unprecedented COVID-19 financial

crunch affected dispersion in PD estimates globally.
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In Section 5.1 we first show that, abstracting from other factors, substantial variation exists in

PD dispersion across a number of variables. Perhaps most interesting is the scale of differences across

entity types and regions that has not been discussed in the literature up to this point. The findings

are then confirmed through multivariate analysis and a follow-up analysis of the impact of an entity

being rated by an external agency. Here, in contrast to the prior literature, we clearly show how the

external rating may serve as an anchor point, reducing dispersion in banks’ own credit risk estimates.

Our novel analysis presented in Section 5.2 shows that banks tend to provide more consensual

PD estimates for borrowers within the same country/region as their own headquarters, likely as a

result of a better knowledge of the broader local economic, societal other conditions as well as better

access to information.

Mostly in line with Berg and Koziol (2017) and Plosser and Santos (2014), we show in Section

5.3 that most of the variance in credit risk estimates is attributable to idiosyncratic factors, as only

11.5% of differences in PD estimates can be explained by banks’ fixed effects. Consequently, the

under- and overshooting of the consensus credit risk estimates by individual banks mostly cancels

out at the aggregate level, limiting the overall implications for the financial system as a whole. The

outlier in the analysis are funds, where the systematic effects account for almost 30% of differences

in banks’ PD estimates. This raises a question of comparability of the outputs of fund models and

related capital requirements across banks.

The fact that banks do not respond synchronously and/or equally to major changes in credit

risk of their borrowers is evident from results shown in Section 5.4. The virtually constant average

PD and dispersion in the 2018-2019 period has been followed by a strong increase in both variables

since Q1/2020. While the increase in the average PD is to be expected given the steadily rising

indebtedness worldwide and the high inherent levels of uncertainty due to the COVID-19 pandemic,

the change in PD dispersion indicates that the underlying PD changes have been far from consensual

across the contributing banks. The underlying reasons remain unknown at this time and may range

from inability to properly assess the true level of credit risk given incomplete, fast-changing and/or

uncertain information available to banks not being able to time lag between a change in borrower’s

situation and the resulting credit risk assessment update, or different guidance by regulators.
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Table 3: Determinants of dispersion of bank specific PD estimates - uni-variate analysis

The table reports results of uni-variate analysis on both mean PD (lnPDGMean) and dispersion (D), which are defined by
Equations 1 and 2. The variables are defined in Table 1. T-values are based on Welch adjusted standard errors. ***, **, *
denote significance at the 1%, 5% and 10% level, respectively.

Variable Mean PD D Count Variable Mean PD D Count

Credit quality (quantiles) Public
1 (low PD) 0.0003 0.68 349,288 1 Public 0.0075 0.59 163,592
2 0.0006 0.69 349,063 2 Private 0.0052 0.71 1,512,122
3 0.0015 0.64 349,175 Difference (2-1) -0.0023 0.12
4 0.0043 0.71 349,178 t-value -55.5 116.1
5 (high PD) 0.0218 0.75 349,173 *** ***
Difference (5-1) 0.0215 0.07
t-value 501.7 59.9

*** ***

Depth SP Rating
1 2 observations 0.0065 0.69 1,098,957 1 Rated 0.0081 0.56 168,088
2 3 obsevations 0.0046 0.74 357,927 2 Unrated 0.0054 0.71 1,577,789
3 4 obsevations 0.0044 0.70 137,867 Difference (2-1) -0.0027 0.15
4 5+ obsevations 0.0037 0.64 151,126 t-value -54.0 161.2
Difference (4-1) -0.0028 -0.05 *** ***
t-value -104.4 -57.8

*** ***

Time period S&P rating
1 2016 0.0046 0.66 213,294 1 AAA to A- 0.0009 0.52 59,159
2 2017 0.0058 0.68 330,175 2 BBB+ to BBB- 0.0026 0.53 58,460
3 2018 0.0057 0.71 454,913 3 BB+ to B- 0.0202 0.64 48,762
4 2019 0.0057 0.70 506,206 4 CCC+ to C 0.0998 0.78 1,707
5 2020 0.0066 0.70 241,289 Difference (4-1) 0.0989 0.26
Difference (4-1) 0.0010 0.05 t-value 57.4 18.7
t-value 31.8 39.5 *** ***

*** ***

Entity Type SME Corp. only
1 Funds 0.0015 0.75 734,733 1 Large 0.0086 0.64 543,849
2 Corporates 0.0098 0.65 697,790 2 SME 0.0139 0.70 131,178
3 Financials 0.0065 0.66 287,447 Difference (2-1) 0.0054 0.06
4 Government 0.0073 0.64 25,907 t-value 96.8 37.7
Difference (1-2) -0.0083 0.10 *** ***
t-value -382.4 119.8

*** ***

Region (Top 4) Industry Corp. only
1 Europe 0.0054 0.72 744,564 1 Basic Materials 0.0093 0.68 72,540
2 North America 0.0050 0.68 680,511 2 Consumer Goods 0.0087 0.65 104,816
3 Asia-Pacific 0.0049 0.65 205,014 3 Consumer Services 0.0109 0.66 141,807
4 Africa 0.0149 0.68 67,956 4 Health Care 0.0105 0.63 28,227
Difference (3-1) -0.0004 -0.07 5 Industrials 0.0097 0.66 204,545
t-value -18.0 -55.4 6 Oil & Gas 0.0117 0.69 55,028

*** *** 7 Technology 0.0115 0.62 34,028
8 Telecommu. 0.0101 0.60 15,670
9 Utilities 0.0050 0.56 41,129
Difference (9-6) -0.0067 -0.13
t-value -52.8 -43.1

*** ***
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Table 4: Determinants of dispersion of bank specific PD estimates - multi-variate analysis

The table provides regression results of dispersion (D) on credit-related information and entity characteristics as defined
by Equation 3. Mean PD is used in logarithm. All coefficients need to be interpreted in relation to the baseline category.
Regressions include time fixed effects. T-values based on robust standard errors clustered at the entity level are reported
in brackets. ***, **, *, + denote significance at the 0.1% , 1%, 5% and 10% level, respectively.

Variables D D D D D D

Mean PD 0.02 *** 0.02 *** 0.06 *** 0.06 *** 0.06 *** 0.06 ***
(14.3) (13.8) (40.6) (40.4) (39.8) (40.3)

Depth -0.01 *** 0.00 0.00 * 0.00 ***
(-12.9) (1.0) (2.5) (6.1)

Depth 2 baseline

Depth 3 0.06 ***
(17.7)

Depth 4 0.04 ***
(10.8)

Depth 5+ 0.03 ***
(6.1)

Corporates baseline baseline baseline baseline

Financials 0.05 *** 0.05 *** 0.05 *** 0.05 ***
(9.3) (9.3) (8.8) (8.8)

Funds 0.22 *** 0.23 *** 0.22 *** 0.22 ***
(43.8) (44.6) (41.3) (40.8)

Government 0.08 *** 0.07 *** 0.03 0.02
(4.7) (3.9) (1.5) (1.4)

Africa baseline baseline baseline

Asia-Pacific 0.03 * 0.02 + 0.03 *
(2.5) (1.8) (2.3)

Europe 0.06 *** 0.05 *** 0.05 ***
(6.3) (4.5) (4.9)

Latin America 0.08 *** 0.08 *** 0.08 ***
(3.8) (3.6) (3.8)

Middle East 0.02 0.02 0.02
(0.8) (0.8) (0.9)

North America 0.01 0.00 0.00
(0.7) (-0.5) (-0.3)

Is Public -0.07 *** -0.07 ***
(-13.0) (-13.6)

Observations 1,745,877 1,745,877 1,745,877 1,745,877 1,675,714 1,675,714
R-squared 0.003 0.003 0.030 0.033 0.037 0.039
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Table 5: Determinants of dispersion of bank specific PD estimates for Corporates - multi-variate
analysis

The table focuses on Corporates and provides regression results of dispersion (D) on credit related information,
entity characteristics and variables specific for Corporates: Industry and Size, as defined by Equation 3. Mean PD
is used in logarithm. All coefficients need to be interpreted in relation to the baseline category. Regressions include
time fixed effects. T-values based on robust standard errors clustered at the entity level are reported in brackets.
***, **, *, + denote significance at the 0.1% , 1%, 5% and 10% level, respectively.

Variables D D D D D

Mean PD 0.06 *** 0.06 *** 0.06 *** 0.06 *** 0.06 ***
(29.0) (28.0) (26.3) (25.1) (25.2)

Depth -0.01 *** 0.00 *** 0.00 0.00
(-5.3) (-5.2) (0.5) (0.8)

Depth 2 baseline

Depth 3 0.03 ***
(4.8)

Depth 4 0.01
(1.5)

Depth 5+ 0.00
(0.4)

Basic Materials baseline baseline baseline baseline

Consumer Goods -0.02 -0.02 -0.01 -0.01
(-1.5) (-1.4) (-1.0) (-1.0)

Consumer Services -0.03 ** -0.03 ** -0.03 * -0.03 *
(-2.6) (-2.7) (-2.4) (2.4)

Health Care -0.03 * -0.03 -0.02 -0.02
(-2.0) (-1.5) (-1.2) (-1.2)

Industrials -0.03 * -0.03 ** -0.03 * -0.03 *
(-2.6) (-2.9) (-2.5) (-2.5)

Oil & Gas 0.02 0.02 0.02 0.02
(1.3) (1.5) (1.2) (1.2)

Technology -0.07 *** -0.06 *** -0.05 *** -0.05 ***
(-4.8) (-4.1) (-3.8) (-3.8)

Telecommunications -0.07 *** -0.08 *** -0.07 *** -0.07 ***
(-4.1) (-4.2) (-4.1) (4.2)

Utilities -0.07 *** -0.07 *** -0.06 *** -0.06 ***
(-4.9) (-5.0) (-4.5) (-4.6)

Africa baseline baseline baseline

Asia-Pacific 0.02 0.02 0.02
(1.5) (1.3) (1.5)

Europe 0.03 * 0.02 0.02 +
(2.2) (1.6) (1.7)

Latin America 0.16 *** 0.16 *** 0.16 ***
(5.2) (5.1) (5.2)

Middle East 0.00 -0.01 -0.01
(0.1) (-0.4) (-0.3)

North America -0.01 -0.02 -0.02
(-0.9) (-1.2) (-1.1)

Is Public -0.05 *** -0.06 *** -0.06 ***
(-8.1) (-8.3) (-8.4)

Is SME 0.01 0.01
(1.2) (1.4)

Observations 697,790 697,790 647,698 630,868 630,868
R-squared 0.023 0.025 0.032 0.032 0.032
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Table 6: Dispersion and ratings by S&P

This table provides regression results of dispersion (D) on rating by S&P and
credit related information and entity characteristics as defined by Equation
4. Mean PD is used in logarithm. It builds on results presented in Table 4.
All coefficients need to be interpreted in relation to the baseline category.
Regressions include time fixed effects. T-values based on robust standard
errors clustered at the entity level are reported in brackets. ***, **, *, +
denote significance at the 0.1% , 1%, 5% and 10% level, respectively.

Variables Dispersion Dispersion

Mean PD 0.06 *** 0.06 ***
(40.0) (39.8)

Depth 2 baseline baseline

Depth 3 0.06 *** 0.06 ***
(18.8) (18.8)

Depth 4 0.05 *** 0.05 ***
(12.7) (13.0)

Depth 5+ 0.05 *** 0.06 ***
(11.5) (13.3)

Corporates baseline baseline

Financials 0.05 *** 0.05 ***
(8.7) (8.7)

Funds 0.21 *** 0.21 ***
(38.1) (38.1)

Government 0.04 * 0.04 **
(2.2) (2.6)

Africa baseline

Asia-Pacific 0.04 ** 0.04 ***
(3.1) (3.3)

Europe 0.06 *** 0.06 ***
(5.8) (6.1)

Latin America 0.09 *** 0.10 ***
(4.5) (4.6)

Middle East 0.03 0.02
(1.2) (1.1)

North America 0.01 0.01
(1.1) (1.2)

Public -0.05 *** -0.05 ***
(-8.6) (8.1)

SP Rated -0.09 *** -0.17 ***
(-15.6) (-26.3)

abs(PDGMean to SP in notches) 0.08 ***
(15.1)

Observations 1,675,714 1,675,714
R-squared 0.041 0.440
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Table 7: Dispersion and location of bank vs entity

This table measures the impact of contributions by foreign banks on the level of dispersion
as defined in Equation 5; it provides regression results of dispersion (D) on percentage
of foreign contributors, credit related information and entity characteristics. It builds
on results presented in Table 4 and introduces more detailed regions in line with the
contributors clusters (UK, US, Canada), Europe marks the other countries in the region
in this new regions definition. All coefficients need to be interpreted in relation to the
baseline category. Regressions include time fixed effects. T-values based on robust stan-
dard errors clustered at the entity level are reported in brackets. ***, **, *, + denote
significance at the 0.1% , 1%, 5% and 10% level, respectively.

Variables D D D

Mean PD 0.06 *** 0.06 *** 0.06 ***
(39.2) (39.3) (38.4)

Depth 2 baseline baseline baseline

Depth 3 0.06 *** 0.06 *** 0.06 ***
(17.8) (16.9) (16.9)

Depth 4 0.04 *** 0.04 *** 0.04 ***
(10.8) (9.7) (9.8)

Depth 5+ 0.03 *** 0.02 *** 0.02 ***
(6.1) (3.9) (4.4)

Corporates baseline baseline baseline

Financials 0.05 *** 0.05 *** 0.05 ***
(8.9) (8.5) (8.8)

Funds 0.22 *** 0.22 *** 0.23 ***
(40.3) (38.5) (39.7)

Government 0.03 0.03 0.03 +
(1.6) (1.6) (1.7)

Africa baseline baseline baseline

Asia-Pacific 0.03 * -0.03 * -0.08 *
(2.2) (-2.0) (-2.6)

Europe 0.04 *** 0.01 -0.05 **
(3.6) (1.2) (-2.8)

Latin America 0.08 *** 0.02 0.09 ***
(3.8) (1.0) (4.0)

Middle East 0.02 -0.04 + 0.03
(0.9) (-1.7) (1.3)

Canada -0.02 + -0.04 *** -0.01
(-1.7) (-3.5) (-0.3)

United Kingdom 0.06 *** 0.06 *** 0.07 ***
(5.5) (5.5) (5.3)

United States 0.00 -0.03 ** -0.07 ***
(-0.3) (-2.6) (-4.7)

Is Public -0.07 *** -0.07 *** -0.07 ***
(-13.1) (-12.7) (-11.9)

% Foreign contributions 0.07 ***
(10.4)

% For. c. × Africa 0.04
(1.2)

% For. c. × Asia-Pacific 0.12 ***
(4.0)

% For. c. × Europe 0.15 ***
(9.7)

% For. c. × Canada -0.01
(-0.7)

% For. c. × United Kingdom -0.01
(-0.6)

% For. c. × United States 0.12 ***
(9.5)

Observations 1,675,714 1,675,714 1,675,714
R-squared 0.039 0.040 0.042
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Table 8: Impact of location of bank vs entity on absolute distance of PD estimate from mean PD

This table measures the dependence of absolute deviation of PD estimate from mean PD on the location of the
entity vs the bank as defined by Equations 6-7. It provides additional details to the results presented in Table 7.
All coefficients need to be interpreted in relation to the baseline category. Regressions include time fixed effects
and some of them include bank fixed as well as specified in the table. T-values based on robust standard errors
clustered at the entity level are reported in brackets. ***, **, *, + denote significance at the 0.1% , 1%, 5% and
10% level, respectively.

Variables Abs. dist. Abs. dist. Abs. dist. Abs. dist.

Mean PD 0.05 *** 0.05 *** 0.05 *** 0.05 ***
(41.7) (42.3) (41.9) (43.1)

Depth 2 baseline baseline baseline baseline

Depth 3 0.06 *** 0.06 *** 0.06 *** 0.06 ***
(25.8) (25.8) (25.3) (25.7)

Depth 4 0.07 *** 0.07 *** 0.06 *** 0.07 ***
(21.5) (21.3) (20.9) (21.5)

Depth 5+ 0.06 *** 0.06 *** 0.06 *** 0.06 ***
(19.8) (18.6) (18.1) (18.4)

Corporates baseline baseline baseline baseline

Financials 0.04 *** 0.04 *** 0.04 *** 0.04 ***
(11.4) (10.7) (11.0) (10.2)

Funds 0.17 *** 0.17 *** 0.17 *** 0.16 ***
(41.1) (44.2) (40.3) (43.5)

Government 0.02 ** 0.02 + 0.02 * 0.04 ***
(2.6) (1.7) (2.5) (3.5)

Africa baseline baseline baseline

Asia-Pacific 0.00 0.00 0.00
(0.3) (0.3) (-1.5)

Europe 0.01 0.01 0.00
(1.4) (1.3) (0.4)

Latin America 0.00 0.00 -0.02
(-0.0) (0.4) (-2.2)

Middle East 0.02 0.01 0.00
(1.5) (0.7) (0.3)

Canada 0.00 0.00 0.00
(0.3) (-0.0) (-0.4)

United Kingdom 0.02 0.02 + 0.02 *
(1.8) (1.9) (2.0)

United States -0.01 -0.01 -0.02 *
(-1.1) (-0.7) (-2.4)

Is Public -0.05 *** -0.05 *** -0.05 *** -0.05 ***
(-13.4) (14.6) (-13.5) (14.6)

Bank - Africa baseline baseline

Bank - Asia-Pacific -0.06 *** -0.06 ***
(-6.8) (-5.9)

Bank - Europe -0.01 + -0.02 *
(-1.7) (-2.1)

Bank - Canada -0.05 *** -0.04 ***
(-6.4) (-4.8)

Bank - United Kingdom 0.02 ** 0.04 ***
(3.2) (5.0)

Bank - United States -0.01 + -0.05 ***
(-1.7) (-6.4)

Bank foreign 0.03 ***
(15.4)

B. f. × Bank - Africa 0.02 +
(1.9)

B. f. × Bank - Asia-Pacific 0.03 **
(2.6)

B. f. × Bank - Europe 0.03 ***
(5.9)

B. f. × Bank - Canada 0.00
(-0.2)

B. f. × Bank - United Kingdom 0.00
(-1.2)

B. f. × Bank - United States 0.06 ***
(23.1)

FE bank yes yes

Observations 4,880,497 4,880,497 4,880,497 4,880,497
R-squared 0.053 0.038 0.055 0.040
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Table 9: Average absolute fixed effects by country and Z-scores

This table compares average absolute fixed effects across banks’ regions estimated based on model presented in
Equation 8. The averages are compared using Z-scores for two-population mean comparison. Differences significant
at the 95% confidence level are in bold.

Avg. abs. Z-score
fixed effects Asia-Pacific Africa United Kingdom United States Canada

Bank - Asia-Pacific 0.12
Bank - Africa 0.14 0.95
Bank - United Kingdom 0.14 0.99 0.15
Bank - United States 0.15 1.49 0.62 0.37
Bank - Canada 0.18 2.83 2.28 1.86 1.81
Bank - Europe 0.21 3.88 3.49 2.98 3.10 1.26

Table 10: 2020 impact on portfolio churn

This table presents the monthly percentages of observation being added to or dropped
from the observed portfolio.

N Mean p25 Median p75

2018-2019 new observations Percentage 24 3.8% 2.1% 2.6% 4.1%
2018-2019 dropped observations Percentage 24 2.3% 1.8% 2.1% 2.4%
2020 new observations Percentage 6 3.3% 2.6% 3.0% 3.5%
2020 dropped observations Percentage 6 4.7% 2.8% 3.1% 6.3%

Table 11: Changes in mean PD and dispersion in 2020 by entity type and industry

This table shows the percentage change in the average mean PD and dis-
persion between December 2019 and June 2020 for different entity types and
industries. The calculation is based on Equation 9.

Mean PD 6M % change Dispersion 6M % change

All 5.8% 3.8%
Corporates 13.4% 6.9%
Financials 3.9% 3.4%
Funds -0.2% 1.1%
Basic Materials 12.5% 7.5%
Consumer Goods 12.3% 5.5%
Consumer Services 23.0% 11.0%
Health Care 5.7% -0.2%
Industrials 9.9% 7.1%
Oil & Gas 29.0% 8.7%
Technology 5.0% 3.8%
Telecommunications 0.4% 2.1%
Utilities 3.3% 0.8%
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