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A new case of rank reversal in analytic hierarchy process due to aggregation 
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A B S T R A C T   

Rank reversal in Analytic Hierarchy Process (AHP) due to introduction or removal of a new alternative is well 
documented in literature. However, rank reversal due to the aggregation of benefit and cost criteria has not been 
addressed with requisite rigour. This paper demonstrates a new type of rank reversal in AHP which can arise due 
to the method (ratio or difference) and approach (sum 1 or sum 2) used to aggregate the benefit and cost criteria. 
Numerical examples, mathematical analyses and computer simulations have been used for demonstration of 
results. It is found that considering the benefit and cost criteria separately (sum 2 approach) while aggregating 
them can yield irrational ranking. It is also demonstrated that ratio method of aggregation is untenable in ad
ditive variants of AHP as it yields identical ranking in sum 1 and sum 2 approaches. Difference method of ag
gregation considering the benefit and cost criteria together (sum 1 approach) is most logical and sound in 
additive variants of AHP. The results also counter the notion that multiplicative AHP is immune to rank reversal 
between ratio and difference methods of aggregation. Besides, sum 1 and sum 2 approaches produce different 
raking of alternatives in multiplicative AHP irrespective of the method of aggregation. Outcome of this research 
will be helpful while choosing the appropriate method and approach for aggregation of benefit and cost criteria 
in different variants of AHP.   

1. Introduction 

Multi-criteria decision making (MCDM) methods deal with selection 
of the best alternative or ranking of alternatives under the presence of a 
finite number of decision criteria [34, 35]. Weighted sum model, 
weighted product model, analytic hierarchy process (AHP), revised 
analytic hierarchy process (RAHP), technique for order preference by 
similarity to ideal solutions (TOPSIS), elimination and choice translating 
reality (ELECTRE), decision making trail and evaluation laboratory 
(DEMATEL) preference ranking organisation method for enrichment 
evaluation (PROMETHEE), best worst method (BWM), etc., are some of 
the widely used exponents of MCDM. In a given problem, different 
methods of MCDM do not produce identical ranking of alternatives [32]. 
Moreover, most of the MCDM methods are susceptible to rank reversals 
i.e., change in relative ranking of alternatives when one non-optimal 
alternative is added or deleted to decision making scenario [3, 9, 11, 
52]. MCDM methods are also susceptible to rank reversal when a 
problem is decomposed into multiple smaller problems keeping the 
criteria weight and alternative scores unaltered [48]. Ray and 

Triantaphyllou [32, 33] proposed some methods to evaluate the ranking 
of alternatives elicited by the MCDM methods. Wang and Elhag [51] 
proposed a method to avoid rank reversal in AHP by preserving the local 
priorities of alternatives when a new alternative is introduced. 

In an MCDM problem, there could be two types of criteria, namely 
benefit and cost. Moreover, number of benefit criteria and number of 
cost criteria may not be equal in a decision making problem. To make 
the matter more complex, individual and overall weights of criteria, 
whether benefit or cost, are different in most of the cases. Therefore, 
aggregating benefit and cost criteria in an MCDM problem is not an easy 
task. Triantaphyllou and Baig [49] proposed two methods to aggregate 
benefit and cost criteria by using benefit to cost ratio (ratio method) and 
benefit minus cost score (difference method). They found that ratio and 
difference methods produced different ranking of alternatives in AHP 
and revised AHP, creating a new variant of rank reversal. However, it 
was claimed that multiplicative AHP is immune to this kind of rank 
reversals. They considered same number of benefit and cost criteria 
which were varied from 3 to 21. Benefit and cost criteria were grouped 
separately while normalising their weights and as a result, the sum of 
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weights of benefit criteria and cost criteria was 1 each (sum 2 approach). 
Therefore, MCDM problems were analysed with the assumption that 
overall weight of benefit criteria is equal to overall weight of cost 
criteria. While this can be true in some special cases, in general this 
seems to be an over-simplistic assumption. While making a decision, the 
decision maker assigns weights to all criteria in such a manner that sum 
of weights of benefit and cost criteria becomes 1. 

Take a very simple case where the problem has two benefit criteria 
and two cost criteria. However, the cost criteria are relatively weaker in 
importance and they contribute only 40% to total criteria weights. If 
weights of two benefit criteria are equal and so for the two cost criteria, 
then weights of two benefit criteria will be 0.3 each, whereas weights of 
two cost criteria will be 0.2 each. This is rational as there is no guarantee 
in MCDM problems that overall weights of benefit and cost criteria will 
be the same. However, the approach proposed by Triantaphyllou and 
Baig [49] will yield uniform weight of 0.5 for each of the benefit and cost 
criteria making cumulative sum of weights of decision criteria 2. Now, 
these two methods of aggregation of benefit and cost criteria, namely 
grouping and normalising the weights of benefit and cost criteria sepa

rately i.e.,
∑n

j=1Wj = 1 and
∑n′

j=n+1Wj = 1 (sum 2 approach) and nor

malising the weights for benefit and cost criteria together i.e., 
∑n′

j=1Wj 

= 1 (sum 1 approach) may not yield the same ranking of alternatives, 
where n and n’ are number of benefit criteria and total criteria, 
respectively. Therefore, the methods and approaches used for aggrega
tion of benefit and cost criteria (ratio vs difference method and sum 1 vs 
sum 2 approach) could be another source of rank reversal in MCDM 
problems. 

The aim of this research is to demonstrate the effect of methods and 
approaches of aggregating benefit and cost criteria, used in AHP, on rank 
reversals. This work contributes by showing that difference method and 
sum 1 approach should be used for aggregation of benefit and cost 
criteria in additive variants of AHP. It also exposes the susceptibility of 
multiplicative AHP to rank reversal which counters the claims made by 
other researchers [48, 49]. 

Rest of the paper is organised as follows. Section 2 presents a brief 
literature review focussing on the aspect of rank reversal in MCDM 
problems. Section 3 presents the rank reversals in AHP and revised AHP, 
due to the aggregation methods and approaches, with numerical ex
amples, mathematical analyses and computational experiments. Section 
4 demonstrates the rank reversals in multiplicative AHP. Section 5 
presents the conclusions, contributions and practical implications of this 
research. 

2. Literature review 

AHP was invented by Saaty [34, 35, 38, 39] and it has received 
widespread attention from researchers and practitioners. Belton and 
Gear [3] pointed out that rank reversal of alternatives may occur in AHP 
when a new alternative is added or deleted. This was countered by Saaty 
and Vargas [37] who argued that rank reversal can occur due to the 
presence of near or similar copies within the set of alternatives. They 

also opined that the introduction of a new alternative can practically 
alter the old preference order. Harkar and Vargas [13, 14] expressed 
that AHP is based on sound theoretical foundation and is useful for 
diverse decision making scenario. Subsequently, many aspects of AHP 
including rank reversal have been scrutinised and analysed by re
searchers [7, 9, 13, 43, 50]. Fedrizzi et al. [10] showed that the prob
ability of rank reversal depends on the distribution of criteria weights i. 
e., entropy of the weight distribution. They demonstrated that the esti
mated probability of rank reversal increases with the weights entropy. 
Choo and Wedley [6] developed a common framework, after analysing 
18 estimating methods, for deriving the priority values from the pair
wise comparison matrix. The framework was further modified by Lin 
[21]. Hurley [15] proposed a way to perturb the entry in pair-wise 
comparison matrix of AHP to maintain the rank order of objects in the 
matrix as well as the best alternative. Kwiesielewicz and Uden [19] 
demonstrated that pair-comparison matrix can be contradictory 
(inconsistent), yet it can pass the consistency check. They also presented 
an algorithm to check these contradictions. Millet and Schoner [26] 
explained the way to incorporate negative values in the AHP environ
ment and demonstrated it using numerical example. Cho and Cho [5] 
introduced a new variant of AHP to overcome the drawback of AHP’s 
inconsistent ratio. They introduced the concept of Taguchi’s Loss func
tion and provided a step by step procedure for solving numerical 
example using loss function approach. In a recent work, Salema and 
Awasthi [41] proposed score aggregation method to eliminate the rank 
reversal in fuzzy preference relations. Mufazzal and Muzakkir [28] also 
proposed a proximity index to minimise the rank reversal in MCDM 
problems. Sałabun and Wątróbski [40] developed a new MCDM method 
called Characteristic Objects Method (COMET). They demonstrated that 
it is better than AHP in terms of rank reversal. Ziemba [55] used analytic 
network process to overcome the limitation of AHP in terms of de
pendency between criteria to select the location of a wind firm. 

Although there are some issues and challenges with AHP [46-48], it 
has proven to be a simple and extremely useful method of MCDM. Ap
plications of AHP have been found almost in every domain of engi
neering, management and social sciences including ranking of liveable 
cities [36], site selection for solar thermoelectric power plants, infec
tious waste disposal, landfill, and industry development [17, 31, 42, 54], 
software selection [20], integrated management system [16], big-data 
[27], internet of things [23], repair and failure mode analysis [29, 
53], barriers and performance evaluation of reverse logistics [44, 45], 
supply chain network design [1, 2], managing risks and uncertainty 
[12], autonomicity for automatic query optimiser [8], prioritisation of 
watersheds [25], flood detection criteria [4], social media analytics 
[18], and aviation [24], to name a few. 

The revised analytic hierarchy process (RAHP) was proposed by 
Belton and Gear [3] to overcome rank reversal problem. They opined 
that the summing up of relative scores of all alternatives to 1 is the root 
cause behind the ranking inconsistency in original AHP. They proposed 
a new method of normalisation of alternative scores by dividing each 
alternative score with the maximum value in the corresponding vector. 
Triantaphyllou and Mann [47] demonstrated that AHP and RAHP might 
yield different ranking of alternatives than the ranking that would result 
if the actual relative importance of criteria were known. The probability 
of this incorrect ranking increases drastically as the number of alterna
tives increases. Moreover, additive variants of AHP do not always 
exhibit the transitivity property. For example, if A1>A2 and A2>A3, then 
AHP and RAHP fail to guarantee that A1>A3. Lootsma [22] proposed the 
multiplicative version of AHP, which is very similar to weighted product 
model (WPM). The relative priority derived by using multiplicative AHP 
is independent of the way in which normalisation of alternatives scores 
has been carried out. The ranking produced by multiplicative AHP is 
quite robust and free from some of the ranking inconsistencies [30, 48]. 
It has also been claimed that ratio and difference methods of aggregation 
of benefit and cost criteria would produce the same ranking of alter
natives [49]. However, this seems to be questionable and has been put Fig. 1. Decision problem of selecting the best school.  
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under scanner in this research. Our literature review shows that there is 
dearth of research investigation on rank reversal arising due to the 
method of aggregation of benefit and cost criteria in MCDM problems. 

3. Rank reversals in AHP and revised AHP 

3.1. Numerical examples 

In the following sections, it has been demonstrated that while 
aggregating benefit and cost criteria, sum 2 approach yields irrational 
ranking of alternatives. Consider the problem of choosing the best school 
as shown in Fig. 1 [35]. Out of the three criteria considered here, namely 
excellence, location and cost, only cost is a penalty (or cost) criterion, 
whereas the remaining two are benefit criteria. 

Let it be considered that all the criteria are equally important. If the 
weights of benefit and cost criteria are considered together for nor
malisation, then sum of criteria weights becomes 1 (sum 1 approach) 
and the weight of each of the criteria becomes 1/3. The decision matrix 
is shown in Table 1. 

3.1.1. Difference method of aggregation (benefit minus cost) 
Sum 1 approach 
By applying AHP and normalising weights of benefit and cost criteria 

together (sum of criteria weights =1). 
Score of school A = 1

3×
9
12+

1
3×

9
12 −

1
3×

7
9 = 0.241 

Score of school B = 1
3×

3
12+

1
3×

3
12 −

1
3×

2
9 = 0.093 

So, school A is better than school B 

Sum 2 approach 
Now, if the benefit and cost criteria are grouped and normalised 

separately [49], then weight of each of the two benefit criteria (excel
lence and location) will be 1/2 and weight of only cost criteria (cost) will 
be 1. This implies that that sum of criteria weights =2. Now the decision 
matrix will be as shown in Table 2 

Now, the score of school A = 1
2×

9
12+

1
2×

9
12 − 1× 7

9 = − 0.028 
Score of school B = 1

2×
3
12+

1
2×

3
12 − 1× 2

9 = 0.028 
So, school B now becomes a better alternative than school A, which 

implies a rank reversal as a result of grouping and normalising benefit 
and cost criteria separately. Sum 2 approach has assigned inflated 
weight of 1 to the solitary cost criterion due to the mode of normal
isation of criteria weight. This is also in conflict with the perception of 
the decision maker which considers that three decision criteria have 
equal importance. This example demonstrates that grouping of benefit 
and cost criteria separately i.e., sum 2 approach is not tenable. 

3.1.2. Ratio method of aggregation (benefit to cost) 
Now if the same problem is analysed with ratio or benefit to cost 

method, the scores become as follows: 

Sum 1 approach 

Score of school A =
1
3×

9
12+

1
3×

9
12

1
3×

7
9

= 27
14 

Score of school B=
1
3×

3
12+

1
3×

3
12

1
3×

2
9

= 27
12 

So, school B is better than school A. Therefore, there is rank reversal 
as compared to the difference method. 

Sum 2 approach 

Score of school A =
1
2×

9
12+

1
2×

9
12

1×7
9

= 27
28 

Score of school B =
1
2×

3
12+

1
2×

3
12

1×2
9

= 27
24 

So, school B is better than school A, which is same as the outcome of 
sum 1 approach of ratio method. It is important to note that when ratio 
method of aggregation of benefit and cost criteria is used, two ap
proaches (sum 1 and sum 2) of normalisation of criteria weights will 
never cause rank reversal as the score of all the alternatives changes at a 
fixed ratio. Even the inflated weight of cost criterion has produced the 
same ranking of alternatives. Therefore, in additive variants of AHP, 
ratio method of aggregation of benefit and cost criteria is illogical as it 
produces identical ranking in sum 1 and sum 2 approaches. The validity 
of sum 2 approach has been nullified earlier. 

3.2. Mathematical analysis 

The results reported in the previous sections can be validated by 
simple mathematical analysis. For simplicity, it has been assumed that 
the problem has two benefit criteria and two cost criteria. Let w1 and w2 
be the weights of two benefit criteria and w3 and w4 be the weights of 
two cost criteria. Here, aij is the score of ith alternative in jth criterion. 

3.2.1. Difference method of aggregation (benefit minus cost) 
Sum 1 approach 

Priority score of alternative 1 (A1) =

(

a11 ×
w1

w1 +w2 +w3 +w4
+a12 

×
w2

w1 +w2 +w3 +w4
− a13 ×

w3

w1 +w2 +w3 +w4
− a14 ×

w4

w1 +w2 +w3 +w4

)

=
(a11 ×w1 +a12 ×w2 − a13 ×w3 − a14 ×w4)

w1 +w2 +w3 +w4

(1)  

So, priority score for i th alternative =

∑n1

j=1
aijwj −

∑n

j=n1+1
aijwj

∑n

j=1
wj

(2)  

where C1, C2,..., Cn1 are benefit criteria and Cn1+1, Cn1+2,…, Cn are cost 
criteria. 

Sum 2 approach 

Priority score of alternative 1 (A1) =

(

a11 ×
w1

w1 + w2
+ a12 ×

w2

w1 + w2

)

−

(

a13 ×
w3

w3+w4
+ a14 ×

w4
w3+w4

)

=
1

w1 + w2
(a11 ×w1 + a12 ×w2) −

1
w3 + w4

(a13 ×w3 + a14 ×w4)

(3)  

Table 1 
Decision matrix of school selection by grouping benefit and cost criteria 
together.  

Alternatives Benefit criteria Cost criteria  
Excellence (1/3) Location (1/3) Cost (1/3) 

School A 9 9 7 
School B 3 3 2  

Table 2 
Decision matrix of school selection by grouping benefit and cost criteria 
separately.  

Alternatives Benefit criteria Cost criteria 
Excellence (1/2) Location (1/2) Cost (1) 

A 9 9 7 
B 3 3 2  
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So, priority score for i th alternative =

∑n1

j=1
aijwj

∑n1

j=1
wj

−

∑n

j=n1+1
aijwj

∑n

j=n1+1
wj

(4) 

From Eqns. (2) and (4), it is seen that priority score calculated by sum 
1 and sum 2 approaches depends on criteria weights (wj) as well as on 
scores of alternatives in each criteria (aij). Therefore, when difference 
method is used for aggregating benefit and cost criteria in additive 
variants of AHP, the outcome of sum 1 and sum 2 approaches may lead 
to rank reversal. 

However, in special cases, when the overall weight of benefit criteria 
(
∑n1

j=1wj) is equal to the overall weights of cost criteria (
∑n

j=n1+1wj), the 
outcome of Eqn. (4) will be exactly double as compared to that of Eqn. 
(2). This implies that difference method will not create any rank reversal 
in additive variants of AHP when sum 2 or sum 1 approaches are used for 
normalisation, provided the overall weights of benefit and cost criteria 
are same. 

3.2.2. Ratio method of aggregation (benefit to cost) 
Sum 1 approach 

Priority score alternative 1 (A1)

=

(

a11 ×
w1

w1 + w2 + w3 + w4
+ a12 ×

w2

w1 + w2 + w3 + w4

)

(

a13 ×
w3

w1 + w2 + w3 + w4
+ a14 ×

w4

w1 + w2 + w3 + w4

)

=
a11 × w1 + a12 × w2

a13 × w3 + a14 × w4

(5)  

So, priority score for i th alternative =

∑n1

j=1
aijwj

∑n

j=n1+1
aijwj

(6) 

Sum 2 approach 

Priority score alternative 1 (A1)

=

(

a11 ×
w1

w1 + w2
+ a12 ×

w2

w1 + w2

)

(

a13 ×
w3

w3 + w4
+ a14 ×

w4

w3 + w4

)

=
w3 + w4

w1 + w2
×
(a11 × w1 + a12 × w2)

(a13 × w3 + a14 × w4)

(7)  

So, priority score for i th alternative =

∑n

j=n1+1
wj

∑n1

j=1
wj

×

∑n1

j=1
aijwj

∑n

j=n1+1
aijwj

(8) 

Combining Eqns. (5) to (8), 

Priority score of alternative 1 (ratio method, sum 1 approach)
Priority score of alternative 1 (ratio method, sum 2 approach)

=
w1 + w2

w3 + w4

=

∑n1
j=1wj

∑n
j=n1+1wj

(9) 

Eqn. (9) implies that if ratio method is used for aggregating benefit 
and cost criteria in additive variants of AHP, the outcome of sum 1 and 
sum 2 approaches of criteria weight normalisation will lead to the same 
ranking of alternatives as the ratio of scores elicited by the two ap
proaches is solely dependent on criteria weights and independent of 
alternative scores. It has been demonstrated earlier in school selection 
example that sum 2 approach of criteria weight normalisation can 
produce irrational ranking. Now, it has been proved that ratio method of 
aggregation of benefit and cost criteria produces the same ranking 

irrespective of sum 1 and sum 2 approaches of criteria weight normal
isation. Therefore, it can be inferred that ratio approach of aggregation 
of benefit and cost criteria is not fundamentally sound in additive var
iants of AHP. 

3.3. Computational experiments 

Simulated computational experiments were conducted by writing 
codes in Matlab. The number of alternatives was varied from 3 to 21 
with a step of 2. The number of benefit and cost criteria were also varied 
from 3 to 21. The number of benefit and cost criteria was same in all 
computational experiments. For example, a problem with 7 criteria 
implies that it has 7 benefit criteria and 7 cost criteria. Based on the 
number of criteria and alternatives for a problem, a matrix was formu
lated by assigning random numbers (between 1 and 9) implying weights 
of the criteria. Alternative scores were also assigned randomly by 
generating random numbers between 1 and 9. Uniform distribution was 
used for generating the random numbers. Two methods (difference and 
ratio) of aggregation of benefit and cost criteria and two approaches 
(sum 1 and sum 2) of normalisation of criteria weights were used for 
each generated matrix. The flowchart of the computational experiments 
is shown in Fig. 2. 

In sum 1 approach, weights of all benefit and cost criteria were 
considered together for normalisation. So, weights of all benefit and cost 
criteria were added and then this cumulative value was used for nor
malisation of individual criteria weights. So, sum of normalised weights 
of all criteria became 1. On the other hand, in sum 2 approach, indi
vidual weights of benefit criteria were normalised by dividing them with 
the sum of weights of benefit criteria only and similar process was 

Fig. 2. Flowchart of computational experiment.  
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followed for normalising the weights of cost criteria. Therefore, sum of 
normalised weights of benefit criteria was 1 and sum of normalised 
weights of cost criteria was also 1. Thus, cumulative sum of normalised 
weights of criteria became 2. Then the steps of AHP, revised AHP and 
multiplicative AHP were followed to elicit ranking of alternatives. 
Finally rank reversal was quantified using the following indicators: 

Rate 1: To see whether the best alternative is same in the two 
rankings. Percentage of times the best alternative of two rankings are 
different is denoted as Rate 1. 

Rate 2: It is a measure of sum of absolute differences between two 
rankings. If the two rankings are (1, 3, 4, 2, 5) and (1, 3, 2, 4, 5), then 
Rate 2 can be calculated as follows: 

|1 − 1| + |3 − 3| + |4 − 2| + |2 − 4| + |5 − 5|
5

=
4
5
= 0.8 

Rate 3: It is a weighted measure for expressing differences between 
two rankings. In this case, more weightage or importance is assigned to 
discrepancies of top rankings and vice versa. The following formula is 
used to express the weighted difference of two rankings [49]. 

∑n

i=1
(n+ 1 − i) × |Ranking1i− Ranking2i| (10) 

Here i denotes alternatives and n is the total number of alternatives. 
The largest difference of two rankings will be obtained when the two 
rankings are opposite to each other. This can be expressed as follows: 

∑n

i=1
(n+ 1 − i) × |i − (n+ 1 − i)| (11) 

Therefore, normalising the weighted differences of two rankings 
with the maximum possible weighted differences, the following 
expression will be obtained to calculate Rate 3. 

∑n

i=1
(n + 1 − i) × |Ranking1i− Ranking2i|

∑n

i=1
(n + 1 − i) × |i − (n + 1 − i)|

(12) 

From the above example, the calculated value for Rate 3 will be as 
follows: 

5 × |1 − 1| + 4 × |3 − 3| + 3 × |4 − 2| + 2 × |2 − 4| + 1 × |5 − 5|
5 × |5 − 1| + 4 × |4 − 2| + 3 × |3 − 3| + 2 × |2 − 4| + 1 × |1 − 5|

=
10
36

= 0.278 

One hundred cases (10 × 10) were generated as there were 10 levels 
of criteria (from 3 to 21) and 10 levels of alternatives (from 3 to 21). 

Table 3 
Rate 1 of rank reversal between sum 1 and sum 2 approaches in AHP (difference method).  

No. of alternatives No. of criteria 
3 5 7 9 11 13 15 17 19 21 

3 8.15 6.13 5.74 4.44 4.06 3.68 3.53 3.44 3.14 3.41 
5 11.0 8.38 7.06 6.42 6.01 5.03 5.28 4.4 4.25 4.03 
7 11.7 9.84 8.38 7.71 6.13 6.45 5.7 5.05 5.56 4.74 
9 13.48 10.4 8.45 8.1 7.18 6.55 6.03 5.94 5.49 5.62 
11 13.67 10.51 9.3 8.37 7.69 7.5 6.49 6.18 5.7 5.41 
13 14.17 11.33 9.66 9.02 7.87 7.24 6.88 6.48 6.57 6.0 
15 14.09 11.98 10.32 8.79 8.03 7.61 6.97 6.48 6.47 6.18 
17 15.34 12.22 9.75 9.82 9.03 7.62 7.38 6.61 6.65 6.29 
19 15.37 12.41 10.68 9.68 8.87 8.02 7.84 6.93 6.8 6.55 
21 15.24 12.45 10.65 10.37 9.13 8.22 7.31 7.07 6.91 6.62  

Table 4 
Rate 1 of rank reversal between sum 1 and sum 2 approaches in revised AHP (difference method).  

No. of alternatives No. of criteria 
3 5 7 9 11 13 15 17 19 21 

3 8.78 6.26 5.4 4.43 4.42 3.7 3.42 3.29 2.96 2.96 
5 11.27 8.47 7.2 6.54 5.78 5.18 5.03 4.68 4.51 4.08 
7 11.73 10.35 8.13 7.52 6.82 6.17 5.76 5.67 5.26 4.36 
9 12.45 10.53 8.86 8.2 7.44 6.93 6.34 6.03 5.59 5.35 
11 13.57 10.72 8.9 8.13 7.53 7.26 7.25 6.1 5.41 5.06 
13 14.45 10.82 9.68 8.83 8.15 7.63 6.71 6.79 5.66 5.86 
15 13.98 11.85 10.54 9.14 7.87 7.8 7.14 6.68 6.44 6.13 
17 14.28 12 10.74 9.8 8.35 8.07 7.18 6.78 6.44 6.29 
19 15.49 12.74 11.09 9.67 8.45 7.88 7.25 7.43 6.68 6.57 
21 15.64 12.89 10.74 9.95 9.2 8.4 8.15 7.45 7.04 6.51  

Table 5 
Rate 2 of rank reversal between sum 1 and sum 2 approaches in AHP (difference method).  

No. of alternatives No. of criteria 
3 5 7 9 11 13 15 17 19 21 

3 0.13 0.10 0.09 0.08 0.07 0.07 0.06 0.06 0.06 0.05 
5 0.37 0.30 0.25 0.23 0.20 0.19 0.18 0.16 0.16 0.16 
7 0.67 0.54 0.46 0.42 0.39 0.37 0.33 0.32 0.31 0.30 
9 1.01 0.82 0.73 0.67 0.61 0.57 0.54 0.50 0.48 0.46 
11 1.39 1.15 1.04 0.92 0.88 0.82 0.78 0.74 0.70 0.66 
13 1.79 1.56 1.36 1.25 1.14 1.09 1.01 0.99 0.95 0.90 
15 2.21 1.94 1.72 1.60 1.48 1.38 1.29 1.26 1.20 1.17 
17 2.69 2.33 2.11 1.95 1.78 1.67 1.64 1.57 1.48 1.46 
19 3.12 2.75 2.48 2.31 2.19 2.05 1.94 1.85 1.79 1.71 
21 3.60 3.16 2.90 2.70 2.55 2.41 2.31 2.18 2.12 2.05  
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Each computational experiment was repeated for 10, 000 times so that 
the measures of rank reversal (Rates 1, 2 and 3) become reliable and 
robust. 

Tables 3 and 4 show the Rate 1 of rank reversal, in difference 
method, between sum 1 and sum 2 approaches when AHP and RAHP 
were used, respectively. When the number of criteria and alternatives 
are both 11, 7.69% and 7.53% cases showed reversal in the top ranking 
in AHP and RAHP, respectively. It is observed that rank reversal in
creases as the number of alternatives increases as more alternatives 
compete for the top position. However, rank reversal reduces with the 
increase in number of criteria. As the number of criteria increases, 
weight of individual criteria reduces and thus their effect on rank 
reversal diminishes. For example, if there are two benefit criteria and 

two cost criteria and weights are uniformly distributed, then the weight 
of each criterion will be 0.25 and 0.5 for sum 1 and sum 2 approaches, 
respectively. Now, if there are four benefit criteria and four cost criteria, 
then the weight of each criterion will be 0.125 and 0.25 for sum 1 and 
sum 2 approaches, respectively. The possibility of rank reversal is more 
in case of the former with two benefit criteria and two cost criteria as the 
difference between the criteria weights is higher in this case. 

Tables 5 and 6 show Rate 2 of rank reversal, in difference method, 
between sum 1 and sum 2 approaches when AHP and RAHP were used, 
respectively. Figs. 3 and 4 depict the Rate 3 of rank reversal, in differ
ence method, between sum 1 and sum 2 approaches when AHP and 
RAHP were used, respectively. The trends for Rate 2 and Rate 3 are same 
as that of Rate 1. It is also observed from Tables 5 and 6, and Figs. 3 and 

Table 6 
Rate 2 of rank reversal between sum 1 and sum 2 approaches in RAHP (difference method).  

No. of alternatives No. of criteria 
3 5 7 9 11 13 15 17 19 21 

3 0.14 0.11 0.09 0.08 0.07 0.07 0.06 0.06 0.06 0.05 
5 0.38 0.30 0.26 0.23 0.22 0.19 0.18 0.17 0.16 0.15 
7 0.67 0.55 0.48 0.42 0.39 0.36 0.34 0.33 0.30 0.29 
9 1.01 0.84 0.74 0.67 0.63 0.57 0.54 0.51 0.49 0.47 
11 1.40 1.17 1.02 0.94 0.87 0.81 0.76 0.72 0.70 0.67 
13 1.79 1.53 1.36 1.25 1.14 1.09 1.03 0.97 0.92 0.90 
15 2.22 1.92 1.73 1.60 1.48 1.39 1.30 1.25 1.19 1.16 
17 2.71 2.33 2.11 1.90 1.84 1.72 1.63 1.55 1.47 1.44 
19 3.16 2.75 2.53 2.31 2.17 2.05 1.99 1.85 1.82 1.74 
21 3.64 3.20 2.91 2.73 2.55 2.39 2.30 2.22 2.08 2.04  

Fig. 3. Rate 3 of rank reversal between sum 1 and sum 2 approaches in AHP (difference method).  

Fig. 4. Rate 3 of rank reversal between sum 1 and sum 2 approaches in RAHP (difference method).  
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4 that rank reversals are almost same in AHP and RAHP. The method of 
normalisation is different in AHP and RAHP. However, the method of 
normalisation, by dividing each entries of the decision matrix either by 
the sum or the maximum value of the respective column, does not in
fluence the extent of rank reversal. This is because the rank reversal 
considered here originates due to different approaches of aggregation 
which can assign different importance to the same criteria. 

Just to validate the findings of numerical examples and mathemat
ical approaches, computational experiments were also carried out for 
ratio method of aggregation of benefit and cost criteria. Results are 
depicted in Fig. 5 which shows that there is no existence of rank reversal 
between sum 1 and sum 2 approaches of normalisation of criteria 
weights when ratio method of criteria aggregation is used. In this case, 
both the approaches of criteria weight normalisation yield the same 
ranking of alternatives as the ratio of scores, elicited by the two ap
proaches, is solely dependent on criteria weights and independent of 
alternative scores as shown in Eqn. (9). 

4. Multiplicative AHP 

In multiplicative AHP, the additive expression of AHP is converted to 
a multiplicative one. Mathematical expressions for aggregation of 
benefit and cost criteria are shown in the following section. 

4.1. Ratio method of aggregation 

Sum 1 approach 

Priority score alternative 1 (A1)

=
(a11)

w1
w1+w2+w3+w4 × (a12)

w2
w1+w2+w3+w4

(a13)
w3

w1+w2+w3+w4 × (a14)
w4

w1+w2+w3+w4

=

[
(a11)

w1 ×(a12)
w2

(a13)
w3 ×(a14)

w4

] 1
w1+w2+w3+w4

(13)  

So, priority score for i th alternative =

⎡

⎢
⎢
⎣

∏n1

j=1

(
aij
)wj

∏n

j=n1+1

(
aij
)wj

⎤

⎥
⎥
⎦

1
∑n

j=1
wj

(14) 

Sum 2 approach 

Priority score alternative 1 (A1)

=
(a11)

w1
w1+w2 × (a12)

w2
w1+w2

(a13)
w3

w3+w4 × (a14)
w4

w3+w4

=
[(a11)

w1 × (a12)
w2 ]

1
w1+w2

[(a13)
w3 × (a14)

w4 ]
1

w3+w4

(15)  

Fig. 5. Rank reversal (rates 1, 2 and 3) between sum 1 and sum 2 approaches in AHP and RAHP (ratio method).  

Fig. 6. Rank reversal in multiplicative AHP between sum 1 and sum 2 approaches (ratio method).  
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So, priority score for i th alternative =

[
∏n1

j=1

(
aij
)wj

]
1

∑n1

j=1
wj

[
∏n

j=n1+1

(
aij
)wj

]
1

∑n

j=n1+1
wj

(16)  

Now,
Priority score of A1 (ratio method, sum 1 approach)
Priority score of A1 (ratio method, sum 2 appraoch)

=
[(a11)

w1 × (a12)
w2 ]

1
w1+w2+w3+w4

− 1
w1+w2

[(a13)
w3 × (a14)

w4 ]
1

w1+w2+w3+w4
− 1

w3+w4

(17) 

Eqn. (17) implies that when ratio method is used for aggregating 
benefit and cost criteria in multiplicative AHP, the outcome of sum 1 and 
sum 2 approaches of criteria weight normalisation can lead to rank 
reversal as the ratio of scores is dependent not only on criteria weights 
but also on alternative scores. This is a significant difference between 
multiplicative AHP and the additive variants of AHP, as the latter are 
immune to rank reversal between sum 1 and sum 2 approaches when 
ratio method is adopted as shown in Eqn. (9). To verify this, computa
tional experiments were carried out and the results of rank reversal 
(Rate 3) are shown in Fig. 6. Unlike the additive variants of AHP (Fig. 5), 
multiplicative AHP shows clear existence of rank reversals between sum 
1 and sum 2 approaches of normalisation when ratio method of aggre
gation is used. Rank reversal was found in case of Rates 1 and 2 as well. 

4.2. Difference method of aggregation 

Sum 1 approach 

Priority score of alternative 1 (A1)

= (a11)
w1

w1+w2+w3+w4 × (a12)
w2

w1+w2+w3+w4 − (a13)
w3

w1+w2+w3+w4 × (a14)
w4

w1+w2+w3+w4

= [(a11)
w1 × (a12)

w2 ]
1

w1+w2+w3+w4 − [(a13)
w3 × (a14)

w4 ]
1

w1+w2+w3+w4

(18)  

So, priority score for i th alternative

=

[
∏n1

j=1

(
aij
)wj

]
1

∑n

j=1
wj

−

[
∏n

j=n1+1

(
aij
)wj

]
1

∑n

j=1
wj

(19) 

Sum 2 approach 

Priority score of alternative 1 (A1)

= (a11)
w1

w1+w2 × (a12)
w2

w1+w2 − (a13)
w3

w3+w4 × (a14)
w4

w3+w4

= [(a11)
w1 × (a12)

w2 ]
1

w1+w2 − [(a13)
w3 × (a14)

w4 ]
1

w3+w4

(20)  

So, priority score for i th alternative

=

[
∏n1

j=1

(
aij
)wj

]
1

∑n1

j=1
wj

−

[
∏n

j=n1+1

(
aij
)wj

]
1

∑n

j=n1+1
wj

(21) 

Eqns. (19) and (21) imply that when the difference method is used 
for aggregating benefit and cost criteria in multiplicative AHP, outcome 
of sum 1 and sum 2 approaches of criteria weight normalisation can also 
lead to rank reversal. This has also been validated by the results (Rate 3) 
of numerical experiments as shown in Fig. 7. It is seen that rank reversal 
increases with the increase in the number of alternatives whereas it 
decreases with the increase in number of criteria. The reason behind the 
same has been explained earlier. 

4.3. Ratio vs difference method 

Traintaphyllou and Baig [49] claimed that multiplicative AHP pro
duces the same ranking of alternatives by ratio and difference methods 
of aggregation. The following expressions were used to calculate the 
score of two alternatives K and L. 

For ratio approach, 

R
(

AK

AL

)

=

∏n1

j=1

(
aKj

)wj

∏n1

j=1

(
aLj

)wj

×

∏n

j=n1+1

(
aLj

)wj

∏n

j=n1+1

(
aKj

)wj

(22) 

For difference approach, 

D(AK − AL) =
∏n1

j=1

(
aKj

)wj
×

∏n

j=n1+1

(
aLj

)wj
−
∏n1

j=1

(
aLj

)wj
×

∏n

j=n1+1

(
aKj

)wj (23) 

However, use of Eqn. (23) for determining the score in difference 
method does not seem to be sound as it multiplies the weighted benefit 
score of an alternative with the weighted cost score of competitor and 
then subtracts the product of weighted cost score of the alternative and 
weighted benefit score of competitor. It can be understood from the 
following example. Let there be two alternatives A and B and their 
normalised scores are given in Table 7. 

In ratio method and sum 2 approach, 

Fig. 7. Rank reversal in multiplicative AHP between sum 1 and sum 2 approaches. (difference method).  

Table 7 
Aggregation of benefit and cost criteria in multiplicative AHP (sum 2 approach).  

Alternatives Benefit criteria (weight = 1) Cost criteria (weight = 1) 

A 4 1 
B 6 2  
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Priority score of A= 41

11 = 4 and priority score of B= 61

21 = 3 
So, A is preferred over B. 
However, in difference method (sum 2 approach), 
Priority score of A= 41 − 11 = 3 and priority score of B= 61 − 21 = 4 
So, B is preferred over A. It implies that there could be rank reversal 

between ratio and difference approaches in case of multiplicative AHP. 
Results of computational experiments are shown in Table 8. It is 

observed that Rate 1 of rank reversal varies between 1.9% to 26.11%, 
depending on number of decision criteria and alternatives. 

Therefore, it has been shown with example, mathematical analysis 
and computational experiments that there can be rank reversal in mul
tiplicative AHP between sum 1 and sum 2 approaches of criteria weight 
normalisation and also between difference and ratio methods of aggre
gation. This rank reversal seems to be impossible according to Eqns. (22) 
and (23) because if the ratio of scores of two alternatives is greater than 
1, then their difference (priority score of alternative in numerator – 
priority score of alternative in denominator) will always be positive. So, 
relative ranking will be preserved in ratio and difference method. 
However, the form of Eqns. (22) and (23) is questionable. When ratio 
method is used, the weighted benefit score of one alternative should be 
divided by its weighted cost score. Higher the value, better the alter
native and vice versa. Similar concept should be used for difference 
method. Therefore, following expressions should be used for synthesis
ing the alternative scores in multiplicative AHP. 

For ratio method, 

AK =

∏n1

j=1

(
aKj

)wj

∏n

j=n1+1

(
aKj

)wj

(24) 

For difference method, 

AK =
∏n1

j=1

(
aKj

)wj
−

∏n

j=n1+1

(
aKj

)wj (25)  

5. Conclusion 

Aggregation of benefit and cost criteria in different variants of AHP 
has been explored in this research. Two methods of aggregation, namely 
difference and ratio, and two approaches (sum 1 and sum 2) of criteria 
weight normalisation have been thoroughly investigated for AHP, RAHP 
and multiplicative AHP. It is found that grouping of benefit and cost 
criteria separately for weight normalisation (sum 2 approach) is not 
fundamentally sound as it can assign exaggerated weights either to 
benefit or to cost criteria. In AHP and RAHP, rank reversal takes place in 
difference method of aggregation when the criteria weights are nor
malised based on sum 1 or sum 2 approaches. The rank reversal becomes 
more intense as the number of alternatives increases. However, intensity 
of rank reversal diminishes with the increase in the number of criteria. 
Among the two methods of aggregation (difference and ratio), ratio 

method yields identical ranking of alternatives in sum 1 and sum 2 ap
proaches of weight normalisation in AHP and revised AHP. As sum 2 
approach yields illogical ranking, therefore, ratio method of aggregation 
of benefit and cost criteria is not fundamentally valid in additive vari
ants of AHP. Multiplicative AHP is also susceptible to rank reversal when 
sum 1 and sum 2 approaches of criteria weight normalisation are used, 
irrespective of methods of aggregation (ratio or difference). Multipli
cative AHP is also prone to rank reversal between ratio and difference 
methods. Therefore, in MCDM problems, involving benefit and cost 
criteria, adequate care should be taken while aggregating them and 
interpreting the ranking results. 

This research makes theoretical contribution by demonstrating a 
new type of rank reversal that may arise in different variants of AHP due 
to the methods and approaches used for aggregation of benefit and cost 
criteria. It has been demonstrated that difference method and sum 1 
approach is the most logical method for aggregating benefit and cost 
criteria. It has also been shown with hypothetical examples, mathe
matical analysis and computational experiments that multiplicative 
AHP is also susceptible to rank reversal. 

The outcome of the research has practical significance in decision 
making related to projects having social implications (site selection for 
water treatment plant, investment decision for health schemes, etc.). 
AHP and cost-benefit analysis are used by the Government and public 
policy making bodies for appraising competing alternatives which have 
positive as well as negative social implications. The outcome of the 
research will be helpful to the policy makers for picking up the right 
method of combining the benefit and cost aspects. 
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