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A B S T R A C T

The economic order quantity (EOQ) model has evolved greatly over past decades on the strength of in-
corporating realistic factors. In recent times, interest has been geared towards studying the effect of reverse flow
of products into inventory system. In practice, businesses may operate return policy (and may reuse products and
material) in an effort to increase customer loyalty and recover assets. In this paper, a reverse logistics EOQ model
is studied. The inventory problem of when to order and how much quantity to order when there is reverse flow of
items into the system is addressed in the form of profit maximisation. To find the optimal solution of the model
(a nonlinear maximisation problem), the Karush-Kuhn-Tucker (KKT) conditions for the objective function are
presented and the square-root formulae for the firm’s order size and price are derived. A simple algorithm is
proposed for a search of the optimal solution. To illustrate the applicability of the model, some numerical
examples are given. Finally, sensitivity analyses are carried out on several key parameters in order to gain some
useful insight.

1. Introduction

The economic order quantity (EOQ) model is a powerful scientific
inventory-management framework that helps businesses in determining
the level of stock that should be held to minimise costs associated with
maintaining inventories and meeting customer demand. One of the
earliest papers on mathematical models of inventory management was
Harris [1], who described the EOQ problem and presented a solution.
This basic EOQ model depended in its derivation on the simplistic as-
sumptions of fixed demand rate, instantaneous replenishment, no
shortages and that items are homogenous, non-perishable and of perfect
quality. When one or all of these assumptions is relaxed, the EOQ model
no longer gives a minimum-cost solution. This paper focuses on de-
veloping a frame for replenishing an inventory system operating a re-
verse logistic program with an increasing rate of reverse logistic in-
vestment cost. The analysis is set out to answer the following questions:

Given that the investment cost in the reverse logistics scheme in-
creases with a increase in return rate, what is the optimal choice for the
return policy, order quantity, cycle length and unit selling price of
item? These questions will guide the goal of the paper.

Several authors have extended the basic EOQ model, and it has
evolved greatly over past decades on the strength of incorporating
realistic factors (see for e.g. [2–5]). Conventional modelling of in-
ventory systems often ignores the dynamic nature of reverse flow of
items because of the complexity of developing a framework

accommodating a return structure. This leads to incorrect inventory
decisions and inefficient use of inventory data. Articles on EOQ models
with reverse-logistics schemes are relatively few in number, and the
present literature only gives results for cases with no deterioration of
items. Recent developments in inventory control allow us to in-
corporate reverse-flow of item to the regular inventory model. This
makes it possible to take quantitative decision on the return rate, order
quantity and cycle length. In additional, more information can be ex-
tracted from it than the conventional EOQ model. Reverse logistic EOQ
model can be developed rapidly and cheaply thus helping to redefine
the EOQ models as well as allowing the reuse of returned items. This
approach, however, generate a new set of challenges. The most sig-
nificant of these is the complexity of the procedures required to ade-
quately characterise the optimal solution. In the present analysis, we
proposed an efficient EOQ frame with reverse logistic program, whilst
allowing flexibility in the model so that it can be used on a wide range
of inventory problems, e.g. system containing item with expiry date.

As mentioned as above, traditional EOQ models ignored the impact
of return products via a reverse logistics program on the inventory
decision. However, there are many real-world scenarios in which
businesses operate return policy (and reuse products and material) in a
bid to increase customer loyalty and recover assets. Recently, there
have been several attempts to incorporate reverse logistics scheme into
the traditional inventory models (see e.g. [6–9]). For example, in some
industries such as book publishing, catalogue retailing, and greeting
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cards, over 20% of all products sold are eventually returned to the
vendor [10]. Hawks [11] defined reverse logistics as the process of
moving goods from the point of destination to the point of origin for the
purpose of recapturing value or proper disposal. The reverse flow of
goods affects inventory level and total inventory cost, and it should be
taken into account when analysing inventory systems. According to
[11], returns reduce the profitability of retailers by 4.3%, and he ar-
gued that retailers are more likely to sell returns to a broker or similar
entity than to the manufacturers who are more inclined to re-manu-
facture or refurbish which would seem logical given that manufacturers
are better at manufacturing than retailers. Gains due to reverse logistics
include enhanced customer satisfaction, decreased inventory levels and
reduced cost.

The retail-level reverse- chain process is shown in Fig. 1. As can be
seen, the core components of reverse logistics are gate-keeping, col-
lection, sortation and disposition [11–13], which can be collectively
referred to as the central return centre. The individual unit of this
central return centre are discussed in length by [12]. The expenses
associated with the operation of reverse logistic have a direct effect on
inventory decisions. Over the last few years, reverse logistics has at-
tracted a great deal of attention from researchers in supply-chain
management. The present analysis is motivated by the need to in-
vestigate the impact of returned products on inventory decisions. In this
case, whether to investment or not in reverse logistics-program depends
on inventory model or the different model values, and the resulting
output is usually a function of order size, price and cycle time.

The idea of incorporating a reverse-logistics program into an in-
ventory model is new and critical to inventory modelling. Demand rate
and deterioration, on the other hand, have long been recognised as
essential aspects of an inventory model. Bose et al. [14] proposed a
finite-horizon EOQ model for items with linear demand rate and con-
stant deterioration. Taleizadeh [5,15,16] introduced a number of EOQ
models with deterioration rate and prepayment options. Chen
et al. [17] developed an EOQ model for an inventory system in which
return of used product is allowed and in which items in the system do
not deteriorate. Sanni et al.[18] extended the model to include items
with constant rate of deterioration. Recently, O’Neill and Sanni [19]
presented a general approach for analysing the EOQ problem.

One of the pioneer papers on reverse logistic EOQ control model
was [20], who developed a deterministic EOQ-based model, assuming
constant demand and return rates and fixed lead times for external
orders and recovery. Ritcher [6] studied an EOQ model with constant
disposal and used-product collection rates. Alinovi et al. [7] proposed a
stochastic EOQ-control model with random demand, return fraction
and lead time. They assumed a non-zero ordering and manufacturing
lead time in which the lot sizes are fixed parameters coming from ex-
ternal constraints or a firm’s estimation.Liao and Deng [8,9] developed
an extended EOQ/SEOQ model for re-manufacturing system under
uncertain market demand and uncertain acquisition quantity,in which
production and environmental costs are considered. Every practical

inventory system experiences some forms of deterioration. Losses due
to deterioration of items affect the total average inventory cost and the
availability of items for consumer demand, and hence should be taken
into account when analysing an inventory system. In these models for
reverse logistics, the deterioration rate of item is relaxed and the impact
of unit selling on the order size is ignored. These models are suitable in
cases where items are non-perishable over the cycle length but they do
not accurately represent cases where items deteriorate. In particular,
Alinovi et al. [7]’s analysis focuses on describing the impacts of demand
uncertainty, return fraction and manufacturing lead time on inventory
decisions in which the order quantity and cycle length are fixed para-
meters assumed be derived from external constraints or the firm’s es-
timations. They ignored impact of deterioration on items while using
the return rate as a decision variable.

In the literature, the focus has been primarily on methods for either
determining appropriate order size to minimise system cost or to de-
termine optimal return rate. In these models, little or no attention has
been given to obtained a combined results when considering the reverse
flow of items. Hence, the problem of including a reverse-logistics ar-
rangement in inventory decisions remains largely an open research
area.

In comparison with previous research, this work aims at modifying
the EOQ model to be more representative of real contexts; with this
purpose in mind, we have paid particular attention to:

• Formulating the EOQ model to include price-dependent demand and
time-varying deterioration rate under reverse logistics program with
increasing investment cost;

• Determining optimal solutions for the return policy, order quantity,
cycle length and unit selling price; where return rate, order size,
selling price are the decision variables.

Conversely, we do not concentrate on demand uncertainty, as-
suming the firm or business is able to predict demand with high degree
of accuracy, taking only the selling price as the main driver of consumer
demand.

Thus, in the work, we attempt to fill this gap and answer the
question of how to replenish an inventory system under reverse logistics
program with increasing rate of logistics investment cost. In particular,
we study the EOQ model with a reverse-logistics program in a specific
form allowing for linear demand rate and constant rate of deterioration
and time-varying deterioration of items. We formulate an optimisation
problem for the firm and obtain an optimal inventory policy. The re-
sults are demonstrated using numerical studies.

2. Mathematical development

In this section, we follow the model form set out in Chen et al. [17]
using similar assumptions. The notation in the EOQ model component
are as follows.

Fig. 1. A retail reverse logistics process; adapted from [12].
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a: Fixed ordering cost per replenishment
b: Purchase cost per unit item
c: Inventory holding per unit per unit time
p: Unit selling price of product
D(p): Price-dependent demand rate
θ(t): Deterioration rate as a function of time with θ denoting con-

stant deterioration
y: Order quantity per replenishment
T: Cycle length.
The notation for modelling used product collection operation are as

follows.
b1: The unit price of used collected product sold by the firm to its

supplier
b2: The unit cost of collecting, holding, sorting and handing a re-

turned item, which includes fees paid by the firm to consumers.
ν: Return rate for collecting used product.
R(ν): Sum of return rate for used product in the current replenish-

ment cycle.
The following assumptions are made in the model development.

1. A single-item inventory system is considered which receives an
order size of y > 0 units at the starting time =t 0.

2. No shortages is allowed.
3. The demand is a deterministic price dependent demand.
4. The possibility of item deteriorating inventory is assumed.
5. A reverse logistics program is set up to absorb returned item and

reused.
6. A substantial amount, s is invested in the operation of reverse flow

of item.
7. The investment cost of running a reverse-logistics scheme is a

quadratic function of return rate coefficient, ν. This ensures (and
follows from intuition) that investment cost increases at an in-
creasing rate of returned items.

8. The inventory holding costs for collected items are ignored (see
Chen et al. [17] for similar treatment).

9. We assumed a positive salvage value −b b1 2 of collected used pro-
duct.

We consider the problem of profit maximisation for a firm with a
reverse-logistics program. The demand is affected by the unit selling
price the firm sets for its goods and a fraction of items deteriorates over
the cycle time. Suppose that the firm wishes to maximise its profits for
an appropriate choice of the order size y, the unit selling price p and the
return rate parameter ν. For ν, T > 0 and p > 0, we have y > 0, so that
the profit consists of revenue from sales of new and returned items, and
is reduced by purchase cost, holding cost and the cost of running the
reverse-logistics system. Therefore, for all T > 0 the average profit-rate
is given by

= ⎡
⎣⎢

+ − ⎤
⎦⎥

− ⎡
⎣⎢

+ +

+ ⎤
⎦⎥

π p ν T p b b R ν D p
T

a b y p T c h p T

c ν

( , , ) ( ) ( ) ( ) 1 · ( , ) · ( , )

( ) ,

1 2

1
(1)

where b is the purchase cost per unit item, a is the fixed cost per order
and c is the carrying cost of a item per unit per unit time. The parameter
b1 represents the unit cost of collecting, holding, sorting and handling a
returned item, which includes the collection fees paid by the firm to
consumers. The parameter b2 is the unit price of a used returned pro-
duct sold by the firm to its supplier; here we assume a positive salvage
value −b b1 2 of collected used product. (See [17] for a similar treat-
ment.)

Some expenses are associated with running a reverse-logistics
scheme. The investment cost of the firm operating a reverse-logistics
program is assumed to be a quadratic function of the return-rate coef-
ficient, =c ν sν( )1

2. This assumption ensures that the incremental rate of

the operational cost of the reverse-logistic program depends on the
return rate. In line with [17], it is assumed that products sold in past
replenishment cycles are collected in the current replenishment cycle,
and that the return-rate for product sold in the past ith replenishment
cycle follows a geometric series, with initial return-rate coefficient ν
and common ratio μ, 0 < μ< 1. The return rate for the products sold in
the past ith replenishment cycle is −νμi 1 and the sum of the return-rate
for used products in the current replenishment cycle is represented by

= ∑ = −=
∞ −R ν νμ ν μ( ) /(1 )i

i
1

1 . The parameter μ can be estimated, from
past data, by taking the ratio of the return rates of any two consecutive
replenishment cycles1— say for e.g. = −μ ν ν/i i 1 while ν is determined in
an optimal manner. It is only reasonable to assume the total number of
collected used items be non-negative, and that this number should not
exceed the number of items sold in each replenishment cycle. Thus, the
scope of the firm’s profit maximisation is limited by the constraint
0 < R(ν) ≤ 1.

To determine the inventory level and total item-holding time, let the
inventory start at the order size y, which then depletes due to the si-
multaneous effects of demand and deterioration until it becomes empty
at the cycle time =t T . At this time, it is replenished by a new order,
and the process repeats. The inventory process

= ≤ ≤I p T I t p T t T( , ) { ( | , )|0 } over the cycle time T; its variation is
described by the inventory linear first-order differential equation. A
simple version was used by [21],

⏟= − −

≤ ≤

dI
dt

t p T D p θ t I t p T

t T

( | , ) ( ) ( ) ( | , ) ,

for all 0 ,

Overall rate-of-change

Demand Deterioration

Inventory depletion  

  
  

(2)

where I(t) is the inventory-level function, and D(p) and θ(t) are the rate
functions for demand and deterioration, respectively.

To facilitate the analysis, define the cumulative deterioration
function Θ by

∫= ≤ ≤t θ s s t TΘ( ) ( ), d for all 0 .
t

0

Solving Eq. (2), using the cumulative deterioration, the inventory-level
function is:

∫= −I t p T D p s t s( | , ) ( ) exp{Θ( ) Θ( )} d .
t

T

(3)

The order size at the beginning of the inventory system is given by:

∫=y p T D p s s( , ) ( ) exp{Θ( )} d .
T

0 (4)

The total item-holding time is given by:

∫ ∫ ∫= = −h p T I t p T t D p s t s t( , ) ( | , ) d ( ) exp{Θ( ) Θ( )} d d .
T T

t

T

0 0 (5)

The above analysis gives the general form of the inventory func-
tions—specific forms are determined by the features of the demand and
deterioration rates. The general results can be applied to specific
models to obtain the optimal policy for various kinds of inventory
systems under a reverse-logistics program. We present the case in which
a constant proportion of inventory items deteriorate per cycle, followed
by the case which the deterioration rate is time varying.

Now, consider a constant deteriorating inventory item.The equation
governing the inventory process = ≤ ≤p T I t p T t TI( , ) { ( | , )|0 } is

= + = −

≤ ≤

I p T y p T dI
dt

t p T θI t p T D p

t T

(0| , ) ( , ), ( | , ) ( | , ) ( ),

for all 0 ,

where θ is the constant proportion items deteriorating per cycle time.

1 In the case where the business is just starting, μ can be estimated by soli-
citing expert opinion or by seeking advice from similar businesses already in
existence.
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The solution to the inventory equation is:

=
− −

≤ ≤I t p T D p
θ T t

θ
t T( | , ) ( )

exp{ ( )} 1
, for all 0 .

The order size y(p, T) and the total item-holding time h(p, T) are ob-
tained using Eqs. (4) and (5):

=
−

=
− −

y p T D p
θT

θ
h p T D p

θT θT
θ

( , ) ( )
exp{ } 1

, ( , ) ( )
exp{ } 1

.2

Substituting these expressions into Eq. (1), the firm’s profit function can
be written as

⎜ ⎟= ⎛
⎝

⎛
⎝

+ ⎞
⎠

+ −
−

− ⎛
⎝

+ ⎞
⎠

− ⎞
⎠

− +

π p ν T p c
θ

b b ν
μ

b c
θ

θT
θT

D p

a sν
T

( , , ) ( )
1

exp{ } 1
( )

.

1 2

2

(6)

There is no exact solution for the decision variables using the profit
function in Eq. (6) because of the presence of 1/(θT) and exp {θT},
which does not augur well for solving explicitly for T. The exact solu-
tion for the cycle length T can be described in terms of the Lambert W-
function, also called the Product Log function. Although it is possible to
obtain the exact solution using iterative schemes, we adopt a quadratic
approximation of the exponential term for the sake of analytic and
computational convenience. Some authors have favoured this approach
(see for example [5,22]). To obtain the specific structure of the rate of
withdrawal of items from the inventory system, we assume a linear
demand rate = −D p m kp( ) where m is the fixed demand and k is the
elasticity coefficient. The average profit-rate for this model is then:

⎜ ⎟= ⎛
⎝

⎛
⎝

+ ⎞
⎠

+ −
−

− ⎛
⎝

+ ⎞
⎠

− ⎞
⎠

−

− +

π p ν T p c
θ

b b ν
μ

b c
θ

θT
θT

m kp

a sν
T

( , , ) ( )
1

exp{ } 1
( )

.

1 2

2

(7)

Therefore, the optimisation problem is
>

π p ν Tmax { ( , , )},
p T ν, , 0

subject to

0 < R(ν) ≤ 1.
The firm seeks to maximise the average profit rate by appropriate

choice of the price p, return rate ν and cycle length T, which from the
expression of y(p, T) determines the order size. We solve the optimi-
sation problem by considering four possible scenarios. Firstly, we
consider the price level and the return rate to be fixed exogenous va-
lues, and determine the optimal cycle length for a given price and re-
turn rate. Secondly, we determine the optimal price level for a fixed
cycle length and return rate. Thirdly, we consider the price level to be a
fixed exogenous value, and determine the optimal cycle length and
optimal return-rate. Finally, we consider the case in which the price
level, the return-rate and the cycle length are all decision variables
limited only by the return-rate constraint.

Proposition 2.1. If the price level, the return rate and the cycle length are
decision variables and are endogenously determined by the firm, then the
Karush-Kuhn-Tucker (KKT) conditions are necessary conditions for the
optimal solutions to the inventory problem with Lagrangian:

⎜ ⎟= − ⎛
⎝

−
−

⎞
⎠

p ν T λ π p ν T λ ν
μ

( , , , ) ( , , ) 1
1

,L
(8)

where λ is the Lagrange multiplier (see Appendix for proof).

The following results are some consequences of Proposition 2.1.

Result 2.1. For any given price level p and fixed return rate ν, the
optimal cycle length for the firm is given by

= +
+ −

T a sν
c bθ m kp

^ 2( ) · 1 .

Result 2.2. For any fixed cycle length and return rate, an endogenous
price level is given by

⎜ ⎟= ⎡
⎣⎢

− ⎛
⎝

−
−

+ + ⎛
⎝

+ ⎞
⎠

⎛
⎝

+ ⎞
⎠

⎞
⎠

⎤
⎦⎥

p
k

m k b b ν
μ

c
θ

b c
θ

θT^ 1
2

( )
1

1 1
2

.1 2

Result 2.3. For a fixed exogenous price level, the optimal cycle length
T̂ and the optimum return rate ν̂ are given respectively by

=
− + −

=
− −

−

=
− −

−

T a
m kp c bθ ψ

ψ
b b m kp

s μ

ν
b b m kp

s μ
T

^ 2
( )[( ) ]

,
( ) ( )

2 (1 )
,

^ ( )( )
2 (1 )

^.

1 2
2

2

1 2

If the optimal return rate ν̂ falls outside the interval − μ(0, 1 ], violating
the scope of optimisation, it is set as = −ν μ^ 1 and a new optimal cycle
length is obtained.

(The proof of Results 2.1, and–2.3 stem from Proposition 2.1)
Remark: The use of quadratic approximation of exponential terms

allows finding closed-form equations for the decision variables in the
propositions.

In this problem, the KKT procedure yields pseudo closed-form
equations for the optimal values of the decision variables. In this case,
these equations are used iteratively in the search for a solution until
they are all satisfied at a given threshold. To achieve this, we consider a
simple iterative procedure that shuttles between p and T using
Result 2.1 and Result 2.2. The procedure starts with the basic (EOQ)
cycle length, uses Result 2.2 to determine a price level, then uses this
price level in Result 2.1 to compute an updated value of the cycle
length, and so forth until a threshold is achieved. The value of price
level at the point where the threshold is satisfied can then be used in
Result 2.3 to determine T̂ and ν̂ . The steps are outlined in the algorithm
below.

Another feasible starting value for the price level is =p m
k0 2 .

Having analysed a reverse-logistics inventory system with constant
proportion of deteriorating items, we now present the development for
systems with time-varying deterioration rate. Let the time-varying de-
terioration rate be described by a power function = − −θ t θβ t γ( ) ( ) ,β 1

so that the cumulative deterioration = −t θ t γΘ( ) ( )β for all t ≥ γ. The
inventory-level function is:

∫

∫
=

⎧

⎨
⎩

− + − ≤

− − − >
I t p T

D p γ t D p θ s γ s t γ

D p θ s γ t γ s t γ
( | , )

( )( ) ( ) exp{ ( ) } d , for ,

( ) exp{ [( ) ( ) ]} d , for .

γ
T β

t
T β β

The order quantity and the total item-holding time are given re-
spectively by:

⎜ ⎟= ⎛
⎝

+ ⎞
⎠

= ⎛
⎝

+ + ⎞
⎠

y p α D p γ ϕ α

h p α D p γ ϕ α ϕ α

( , ) ( ) 1 ( ) ,

( , ) ( ) 1
2

( ) 1
2

( ) ,

0

2
0 1 (9)

where the cycle length is parameterised, =T αγ, so that all times are
now expressed as multiples of the non-deterioration time. The quan-
tities ϕ0 and ϕ1 are given by:

∫
∫ ∫

≡

≡ −

−

− −

ϕ α θγ t t

ϕ α θγ s t s t

( ) exp{ } d ,

( ) 2 exp{ ( )} d d .

α β β

α

t

α β β β

0 0

1

1 0

1 1

Note that we have assumed that the non-deterioration parameter γ is
positive and T > γ. This restriction seems reasonable since it excludes
cases in which items start deteriorating before arriving in the system
(negative γ indicates deterioration of items in-transit) and cases in
which there is no deterioration at all during the inventory cycle
(T ≤ γ). Given that a reverse-logistics program is incorporated into the
inventory model, a negative γ may precipitate a very high return rate of
used products and quite often render the solution of the problem un-
obtainable. For the case under consideration, we have the profit-rate
function for the reverse-logistics inventory model as:
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= ⎡
⎣⎢

+ −
−

− ⎛
⎝

+ ⎞
⎠

− + − ⎤
⎦⎥

− +

π p ν α

D p
α

αp b b αν
μ

b
cγ

b cγ ϕ α
cγϕ α

a sν
αγ

( , , )

( ) ( )
1 2

( ) ( )
( )

2

.

1 2
0

1

2

(10)

Therefore, the objective of the problem is to maximise Eq. (10) subject
to 0 ≤ R(ν) ≤ 1. The KKT setup in Proposition 2.1 can be used to find
the optimal policy by substituting Eq. (10) in Eq. (8) and differentiating
with respect to the desired variables. For computational convenience,
the special functions ϕ0 and ϕ1 can be represented as infinite sums of
vanishing terms (truncated at an appropriate level of numerical accu-
racy) so that:

∑

∑

= −
−
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= −
−
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When ≫ −k θγ α( 1) ,β β the terms in these infinite sums rapidly become
small, and so the sums can be truncated at only a few terms and high
precision levels still obtained. The derivatives of ϕ0(α) and ϕ1(α) can be
obtained using Leibniz’s integral rule [see e.g. 19,23, for treatment].

3. Numerical example

Example 3.1 Inventory management with reverse logistics. An
inventory problem with prepayment option, reverse logistics program
and constant decay is studied. We consider the distributor of a certain
electronic product reviewing its inventory policy for one particular
model. The distributor’s supplier requires it to prepay 40% of the
purchase cost by making a series of three fixed prepayments at equal
intervals of 0.2 year. The demand for the product is 800 units per
month with elasticity coefficient 0.65. The other relevant inventory
data are: =a $60 per order; =b $12 per unit; =b $3.51 per unit; =b $12
per unit; =c $0.05 per unit per year; =s 125 ; =μ 0.2; =θ 0.1; =i $0.35
per year.

To solve this problem, we must first adjust the unit cost b to ac-
commodate or absorb the prepayment cost. A formula for augmenting
the unit cost with prepayment is given in [5] and [19]:

⎜ ⎟= ⎛
⎝

+ + − + + −
+ −

⎞
⎠

+
b b δ

n
i n i n

i* 1 (1 ) (1 ) ( 1)
(1 ) 1

,
u n u

u

( 1)

(11)

and the new total payment b*y. In this problem, =n 3, =u 0.2, =δ 0.4,
=b 12, =i 0.35. By adjusting the cost-per-item to absorb prepayment,

the new inflated cost-per-item becomes =b* 14.219. Note that the new
cost-per-item parameter b* does not depend on the control variables,
and so the profit function has the same structure as before and the
optimisation problem is unchanged. However, the inclusion of the
timing of payment in the problem significantly reduces the system total
profit. Using Eq. (7), Proposition 2.1 and the algorithm, we obtain the
optimal return rate =ν̂ 0.8; and the optimal price =p $620.56; other
outcomes are:

= = =y T π^ 299.082 units, ^ 0.7270 year,^ $241, 840.67 per annum.

Fig. 2 shows the firm’s profit function for various prices and return
rates. Fig. 2(a) reveals that a unique optimal policy exists for the pro-
blem, since the graph indicates concavity of the profit function with
respect to the unit selling price and the return rate. The contour plot in
Fig. 2(b) shows that the surface is symmetric and peaks in the centre at
around 241800. Though the return rate is plotted over a range of 0 to 3
(this means considering an unconstrained problem for the plot), the
optimisation process is restricted to the region 0 to 1. Fig. 2(a) and (b)
also show increase in the maximised profit for which the optimal return
rate ν̂ falls outside the interval − μ(0, 1 ], validating the restriction
0 < R(ν) ≤ 1 on the cumulative return rate. In accordance with
Result 2.3, the optimal return rate is set as = −ν μ^ 1 (that is =ν̂ 0.8)
and a new policy is obtained.

Example 3.2 Deteriorating item inventory with reverse logistics.
An inventory problem with a logistics program, constant deterioration
and no prepayment option is studied. Consider the inventory data from
Example 3 of [17]: =b 10; =b 31 ; =b 12 ; =s 10000; =a 3000; =c 0.8;

1: Input the problem data, set index j = 0, specify a terminal parameter ε > 0, set the initial value of the cycle time to the basic

cycle length T0 =
√

2a
c0
· 1

m and let p0 = 0.

2: Setting the index j to increment by 1 and using the current value of T j, compute:
(i) the ( j + 1)th return rate

ν j+1 =
(b1 − b2)(m − kp j)

2s(1 − μ) T j j = 0, 1, . . . ;

if ν j+1 falls outside the interval (0, 1 − μ], it is set as ν j+1 = 1 − μ.
(ii) the ( j + 1)th price level

p j+1 =
1
2k

[
m − k

(
(b1 − b2)ν j+1

1 − μ +
c
θ
+

(
b +

c
θ

)(
1 +

1
2
θT j

))]
j = 0, 1, . . .

3: Calculate T j+1, given the price level p j+1 and ν j+1, such that

T j+1 =

(
2(a + sν j+1)

c + bθ
· 1

m − kp j+1

)1/2

j = 0, 1, . . .

4: If
∣∣∣T j+1 − T j

∣∣∣ ≤ ε, stop; the optimal solution is T̂ = T j+1, p̂ = p j+1; evaluate the average profit and the order size. Otherwise,
replace T j with the new cycle length, T j+1 and go to Step 2.

Algorithm 1. Simultaneous computation of price level and optimal cycle length.
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=μ 0.2; and demand function = −D p p( ) 1000 15 . In addition, let a
constant fraction of the on-hand inventory =θ 0.3 deteriorate per unit
time.

Using the solution in Proposition 2.1 and the algorithm, the optimal
solution is:

= = =

= =

ν p y

T π

^ 0.0843 ^ 40.15 ^ 879.09 units
^ 1.6955 ^ 8, 735.41.

In comparison, the model in [17], which ignores the impact of dete-
rioration of items would overestimate the optimal return rate and the
optimal order size, and underestimate the optimum unit selling price if
deterioration were present.

In order to gain further insight, we perform a sensitivity analysis on
some input parameters of Example 3.2 by generating a table that shows
what the optimal solutions would be if the true inputs were as given in
Table 1- changing one parametric value at a time while holding other

input values constant.
In Table 1, when the deterioration rate =θ 0.00001, a negligible

rate, the solutions are similar to the results in [17], in which the impact
of deterioration was completely ignored. Further, it can be seen that the
optimal profit rate decreases as the deterioration rate increases. An
increase in the reverse-logistics (investment) scaling parameter leads to
a decrease in profit. Thus, as s increases, management needs to order
less quantity, reduce cycle length and slightly increase price to cushion
the affects of reverse-logistics cost; maximum profit decreases.

It can also be seen from Table 1 that a reduction in the reverse-
logistics program cost to $1000 brought a 4.54% increase in the profit
rate. Conversely, a 91.67% increase in the reverse-logistics operational
cost decreased the profit by 4.26%, which confirms the assertion that
returns reduce the profitability of retailers by 4.3%, as reported in [11].

Before concluding the numerical analysis, note that the solutions
have allowed for the order size to be any real number of items, and so
the optimal profit-maximising solution is characterised by the exact

Fig. 2. Maximum profit function with respect to return rate and price.
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critical-point conditions. In practice, it is usual that the items are in-
divisible, and so an integer number of items in the order size is re-
quired. In fact, in many cases the items may only come in denomina-
tions of a certain integer size, so that there is a further restriction to
order sizes that are a multiple of the allowable denomination. In any
case, as long as the functions involved are smooth continuous functions,
we are able to obtain restricted optima of this kind simply by searching
allowable discrete values near the maximising real value. In the above
examples, we might round the optimum order size to the nearest integer
or we might check the profit at each of the nearby integers in order to
determine an optimum discrete order size. This would then change the
other quantities slightly, and would lead to slightly less profit than in
the continuous optimisation solution.

4. Conclusion

We introduced an EOQ model with a reverse logistics strategy for
deteriorating products. We examined the impacts of deterioration of
items and the reverse logistics program on inventory management de-
cisions. By optimising the reverse-logistics processes, businesses can
experience long-term benefits and reduce revenue spent on returns. Our
work complements the EOQ literature by showing that investment in a
reverse-logistics program and deterioration of items affect the firm’s
optimal choices (as evident in the sensitivity analysis in Table 1).

This work can be extended in several ways. The authors are pre-
sently developing a reorder-point inventory with a reverse logistics
program. Another fruitful extension of the model is to consider an

inventory system with multiple items.
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Appendix A

We set out to establish the KKT conditions for the firm’s constrained maximisation problem for an inventory system with a reverse-logistics
program.

We begin with the Lagrangian p ν T λ( , , , )L of Eq. (8); taking partial derivatives with respect to the relevant decision variables, we have the first-
order necessary conditions (KKT) for the nonlinear optimisation:
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where T≥ 0, p≥ 0, ν≥ 0, λ≥ 0, with ⎜ ⎜ ⎟⎜ ⎟⎟= ⎛
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1 2 and λ is the Lagrange multiplier. The resulting systems are solved to

find the optimal values, from which the proposition follow. O’Neill and Sanni [19] have shown in their Theorem 3 and Theorem 4 (and Corollary 3),
for a general class of inventory optimisation problems with no reverse-logistics consideration, that the profit-rate function is quasi-concave with
respect to p and T. Since in this development, the reverse-logistics component is a quadratic function of investment in return cost, the profit-rate
function is now the sum of two concave functions. Thus, the KKT necessary conditions are sufficient to guarantee a global maximum policy for the
firm.

Table 1
Sensitivity analysis on deterioration rate θ and reverse logistics-scaling parameter for s Example 3.2.

Optimal values

Parameter Value T̂ ŷ p̂ ν̂ π̂ π%Δ^

× −1 10 5 4.6416 1929.057 38.96 0.2411 10742.99 +22.98%
θ 0.1 2.6922 1259.395 39.49 0.1372 9894.50 +13.27%

0.2 2.0446 1015.941 39.85 0.1028 9265.76 +6.07%
2 0.5965 405.823 43.11 0.0263 3281.16 -62.44%
1000 1.8005 976.555 39.40 0.8000 9131.80 +4.54%

s 4000 1.7181 898.570 40.02 0.2146 8799.01 +0.73%
12000 1.6931 876.998 43.11 0.0701 8728.43 -0.08%
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