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A B S T R A C T

Queueing models wherein having a backup server during the absences (caused by vacations and breakdowns) of
the main server have found many applications in practice. Such services offered by a backup server can be
viewed as the (main) server working during a vacation or during a breakdown period. A backup server offering
services can be thought of as the main server working (at a reduced rate) on vacations/repairs. Using Neuts’
versatile point process for the arrivals and modeling the service times with phase type distributions, we propose
a model that generalizes some of the previously published ones on working-vacation-breakdown-repair queues.
We carry out the steady-state analysis and report interesting illustrative numerical examples. We also prove
decomposition results for the rate matrix and the mean number in the system under some special cases.

1. Introduction

Queueing models where the server goes on vacations have appli-
cations in many areas, such as production and manufacturing systems,
telecommunications, and service industries. The server can take vaca-
tions after being busy for a certain period of time or after serving a
(fixed or random) number of customers/packets. The vacations have
many purposes including catering to personal needs or other work-re-
lated activities. Some of the work-related activities include helping
fellow co-workers and attending to clear overhead work left behind by
the departed customers. Queueing models which consider the server
vacations have been studied considerably by several au-
thors [5,6,8,13,18,23,25,50].

The practical examples of vacation queueing models as well as
queueing models where the server is subject to breakdowns and repairs
have been well established in survey papers (see, e.g., [13]) and in the
book ([50] - see Section 1.1). For example, in service sectors, it is
common for the service provider to breakdown for many reasons among
which is the failure to access their database to provide solutions to the
customer’s requests. During such times (which correspond to failures),
the service provider might try to access a backup system and or collect
more information from the customer. This duration, corresponding to
bringing the database to accessible level, referred to as the repair time,
the services are at a lower level. Our model is also applicable in a
manufacturing, as the machines are subject to breakdowns and or under

preventive maintenance schedule. These events can be considered as
vacation times for the machines. At the same time the production
cannot be stopped completely, as it may result in a delay in completing
the orders; therefore, machines or operators with lower processing rate
can work during such vacations. Thus, the model studied in our paper is
very generic and can be applied in manufacturing and service sectors.

An example of a vacation model in telecommunication applications
involve the ever-increasing use of wireless cellular networks, which
triggers a huge consumption of energy. In order to develop energy ef-
ficient wireless cellular networks, researchers proposed hibernation (or
sleeping) of a base station (BS) in the absence of an active user in the
network. A sleeping BS is similar to a server on a vacation. There are a
few vacation based BS sleeping models available in the literature (see,
e.g. [41,46,51]). The study of these models has proven that one can
save a significant amount of energy through such vacations. The au-
thors in [52] studied a BS sleep model by imposing a condition that the
system should have N or more customers in order for the vacation-re-
turned server to offer services. This restriction increases the average
amount of delay for the customers. The server-working-vacation models
were introduced in order to avoid excessive delays in vacation models.

In [56], the queue length distribution for MAP/G/1 working-vaca-
tion-interruption queue was derived. Therein, the authors considered
the working vacation to end when the current service gets over, and at
that time the system has one or more customers waiting; otherwise, the
server will continue to offer services during a vacation period. In the
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context of GI/M/1 queue with single working vacation, the waiting
time is analyzed in [30]. The GI M N/ /1/ type model with finite buffer
and single working vacation policy is investigated in [26]. The transient
queue-size distribution is derived there. The authors in [47] in-
vestigated an MAP PH/ /1 type queue by incorporating an N-policy for
vacations. Further, a working vacation model wherein there are two
types of priority customers, a possibility of interrupting the vacations,
and with services following a phase type (PH ) distribution was stu-
died in [15]. A survey article, wherein a separate section dealing with
Markovian arrival process (MAP), on working vacation models can be
found in [11]. Later, Goswami and Selvarju [16] analyzed a PH/M/c
queue, where servers can go for multiple working vacations. The cus-
tomers arriving during vacation periods become impatient as their
waiting times in the queue exceed a pre-determined threshold, and
hence leave the system. Recently, Ozkar and Kocer [43] presented an
M/Ck/1 model with multiple working vacations.

The assumption that the service environment to be one hundred
percent reliable can be impractical, especially in production and man-
ufacturing, and communications systems. The service area can break
down due to external shocks leading to the study of stochastic models
with server breakdowns and repairs ([21,22,24]). In [53], the authors
investigated an M/M/1 queueing system with working vacation and
server breakdown under an N-policy. They considered different rates of
breakdowns during working vacations, busy and idle periods. The
BMAP PH N/ / type unreliable queue with infinite buffer was analyzed
in [28]. Therein, breakdown occurrence moments are defined by the
MAP, repair times follow PH distribution and stationary character-
istics are derived then. The model in which the server, after a shock,
may fail partially, and thus offer services at a reduced rate up until
restored to normalcy was studied in [48]. In [20], the term working
breakdown was coined to describe this phenomenon. Further, the au-
thors considered the provision of a backup server to serve at a reduced
rate when the main server is unavailable. The authors in [31] analyzed
equilibrium strategies for an M/M/1 queue with working breakdowns.
A queue with working breakdowns and disasters was studied in [27].
The authors in [19] looked at a finite capacity queue with working
breakdown and Bernoulli feedback. A finite capacity working-break-
down-reneging queueing system along with the retention of impatient
customers was investigated in [54]. Later, Ye and Liu [55] studied
MAP M/ /1 type queue with working breakdowns and repairs. In [12],
the steady-state probabilities for a finite working-vacation-working-
breakdown queue were derived. There are some recent queueing
models that consider MAP arrivals, PH services in the context of va-
cations, optional services, and crowdsourcing (see, e.g. [9,10]).

Our working-vacation-breakdown-repair queueing model in this
paper is applicable to cellular networks, as we know that in cellular
network each cell has a base station that controls the call admissions
and the quality of service of the network. If we want to model the base
station properly and adequately, then we should consider the possibility
of many users (customers) accessing the Internet on their mobiles at the
same time. This creates the traffic in the network to be bursty at times,
and the use of MAP to model the arrivals makes significant sense. The
services provided by the base station controller can be modeled as
PH services. This choice is due to the fact that when the caller requests
for a connection, the base station controller needs to (a) verify the
caller; (b) check the current location of the caller; (c) search for a route
to be assigned; and after these phases, the connection is made. As any
other electronic component, the base station controller is also exposed
to risks due to external shocks, and therefore subject to breakdowns.
But at the same time, the services to mobile users are very important.
Hence, the service providers cannot afford full interruptions in their
services leading to backup servers being relied upon to provide services
at reduced rates whenever the main sever is under repair. This is re-
ferred as working breakdowns. The base stations consume a large
amount of energy for serving their customers. In order to save sig-
nificant amount of energy, a base station can go on a vacation (i.e, a

sleep mode of the base station) when there is no call waiting in the
network. In such situations a backup server needs to be initiated
(possibly serving at reduced rates) to serve arriving new calls and this is
known as working vacations. While there are many variants of the ar-
rival/service systems studied thus far, to the best of our knowledge,
models using the Markovian arrivals and PH services with working
vacations and working breakdowns are studied for the first time in this
paper.

In this paper, we look at a MAP/PH/1 type queues wherein the
server (i) takes vacations (whenever the system becomes empty), (ii)
breaks down (due to external shocks) and (iii) gets repaired. The
backup server takes over serving the customers at a reduced rate
whenever the main server is either on vacation or under repair. Upon
the availability of the main server (either through returning from a
vacation or a repair completion), the existing service rate will be set
back to the normal rate. This model generalizes the recently studied one
in [55]. The use of PH distributions enables one to model a variety of
distributions for the services. For example, some classical distributions
such as generalized Erlang and finite mixtures of exponentials among
others are very special cases of PH distributions. The durations of
vacations are modeled with exponential distribution. It is possible for
the (main) server to take multiple vacations due to no customers seen
waiting at the time of the server returning from a vacation. The effect of
the variation in the services in the context of vacation/working vaca-
tion models has not been fully explored and we focus on this aspect also
in this paper.

The layout of the paper is described now. The model considered
here is described in full detail in Section 2. The analysis in steady-state
of the proposed model is presented in Section 3. The stationary sojourn
time distribution and the effective service time of a customer are, re-
spectively, obtained in Sections 4 and 5. A discussion of a few other
performance measures is presented in Section 6 and Section 7 deals
with some special cases. Section 8 is devoted to the decomposition re-
sults for the case of theM/M/1 model and are shown to be in agreement
with the previously published ones. Some illustrative examples to point
out the effects of having a backup server are presented in Section 9, and
a few concluding remarks are given in Section 10.

For the rest of the paper, we adopt the following standard notation.

• The symbol ′ stands for the transpose notation.
• The notations ⊗ and ⊕ stand for the Kronecker product and
Kronecker sum, respectively (see, eg., [35,49]).
• = …e (1, 1, , 1), whose dimension should be clear in the context.
Where more clarity is needed, the dimension will be mentioned,
e.g., me( ) is a column vector of 1’s of dimension m.
• = … …e (0, 0, , 1, 0, ,0),i where 1 is in the ith position.
• I denotes an identity matrix, whose dimension is dictated by the
context.

2. Model description

The model considered in this paper is outlined in this section. The
customers enter singly into the system according to Neuts’ versatile
point process [37], namelyMAP, which is described by two matrices, D0
and D1. Thus, (D0, D1) of order m represents the MAP to describe the
arrivals. While the matrix D0 is to model the transitions pointing to no
arrivals, the transitions within D1 point to the arrivals. Assume

= +D D D0 1 to be an irreducible matrix with an stationary vector .
That is,

= =D 0 e, 1. (1)

The average rate of arrivals is = D e1 . For full details on the rich class
of point processes introduced with simpler notation in [34], we refer
the reader to [2,4,7,33,38,39]. It is worth pointing out that among
many well-known processes that are special cases of MAP, the Markov-
modulated Poisson process (MMPP) stands out due to its ability to
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model “burstiness” in arrival processes, especially in teletraffic mod-
eling.

The system has a single server, which will be referred to as the main
server. In the sequel, we interchangeably use the terms server and main
server to refer to this server. The server is exposed to external shocks
that occur according to a Poisson process with rate γ. These shocks will
have an effect on the server only when the server is busy serving a
customer. When the shock has an effect, the server breaks down and is
sent for repair immediately, and at that moment the backup server
instantaneously takes over the serving the customer but at a reduced
rate. The repair times are exponentially distributed with rate ξ. Upon
finding the system to be empty, the main server goes on a vacation. It is
possible for the server to go on multiple vacations. The duration of each
vacation is modeled with an exponential distribution with rate η. Note
that the backup server is not subject to breakdowns. The backup server
is available on a standby basis to take over serving the customers
whenever the main server is on a vacation or under repair. Upon
completion of a repair or a vacation, the main server either takes over
the service from the backup server instantaneously or goes on a vaca-
tion due to the system being empty.

The service times of the main server as well as the backup server are
modeled using PH distributions with representations, respectively,

S( , ) and S( , ), of order n, where 0 < θ < 1. Note that the service
rates of the main and the backup servers are given by μ and θμ, re-
spectively, where =µ S e[ ( ) ]1 1. Moreover, we denote S0 as the
column vector satisfying + =Se S 00 . The underlying random variables
governing the durations of the inter-arrivals, the services, the vacations,
the repairs, and the shocks are all assumed to be mutually independent
of each other.

2.1. The Markov process

We now define a number of variables needed to describe the model
under study. Let

• N(t): number of customers in the system;
• J1(t): server status;
• J2(t): service phase, if any;
• J3(t): arrival phase;
at time t, where

=J t( )
0; if main server is busy,
1; if main server is vacationing,
2; if main server is under repair.

1

It is easy to verify that the process {N(t), J1(t), J2(t), J3(t): t≥0} is a
Markov process possessing the QBD-structure on the state space

=
=

r i( ),
i 0

where =r j j j j m(0) {(0, , ), 1 2, 1 }1 3 1 3 and

= =r i i j j j j j n j m i( ) {( , , , ): 0, 1 or 2, 1 , 1 }, 11 2 3 1 2 3 . The
model described above is studied as a quasi-birth-and-death process
(QBD).

By level i, for i > 0, we denote the set of 3mn states given by
= =i j j j j j n j mi {( , , , ): 0, 1 or 2, 1 , 1 }.1 2 3 1 2 3 Note that when

the system is empty (i.e., when =N t( ) 0), J2(t) is undefined. A pictorial
description of the transition diagram of the system is shown in Fig. 1.

The QBD process has the (infinitesimal) generator, Q, given by

=Q

B B
B A A

A A A
A A A

,

1 0

2 1 0

2 1 0

2 1 0
(2)

where the (block) entries in Q are as follows.

= =B
D
I D I B

D
D

0
,

0 0
0 0

,
m m

1
0

0
0

1

1 (3)

=

=

B
I
I

I

A
I

I
I

S
S

S

S
S

S

0
0

0
,

0 0
0 0
0 0

,

m

m

m

m

m

m

2

0

0

0

2

0

0

0 (4)

=

=

A
S D I I

I S D I
I S D I

A I D

0
0

0
,

,

mn mn

mn mn

mn mn

n

1

0

0

0

0 3 1 (5)

where B1 is a square matrix of dimension 2m; B0 and B2 are, respec-
tively, rectangular matrices of dimension 2m×3mn and 3mn×2m;
and A0, A1 and A2 are of dimension 3mn.

Lemma 1. The stationary probability vector, partitioned as
= ( , , ),0 1 2 of the (reducible) generator = + +A A A A0 1 2 is given by

=
+

= =
+

µ S µ S0( ( ) ), , ( ( ) ),0
1

1 2
1

(6)

where is the stationary vector of D given in (1).

Proof. First note that the matrix A is given by

=

+
+

+

A

S D I I
I S

D I
I S D I

S
S

S

( ) 0
( [ ]) 0

0 ( [ ])

.

mn mn

mn

mn

mn mn

0

0

0

(7)

The steady-state equations corresponding to =A 0 and =e 1, can be
written as

+ + + =
+ =

+ + =
+ + =

S D I
S D I

S D I

S 0
S 0

S 0
e e e

[( ) ] ,
[ ( ) ] ,

[ ( ) ] ,
1.

mn

mn

mn

0
0

1 2

1
0

0 2
0

0 1 2 (8)

It is clear from the second equation in (8) that

= 0,1 (9)

and using this fact and adding the equations in (8), we get

+ + + =S D S DS S 0[( ) ] [ ( ) ] .0
0

2
0 (10)

Fig. 1. State transition diagram of the system.
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Again, it is clear from (10) that 0 and 2 are of the form

= =cµ S dµ S( ( ) ), ( ( ) ),0
1

2
1 (11)

where c and d satisfy

= + =c d and c d 1. (12)

The claimed result in (6) follows from (12). □

Now we are ready to prove the stability condition of the working-
vacation-breakdown-repair queueing model under study in Theorem 1
below.

Theorem 1. The working-vacation-breakdown-repair queueing model with
the generator given in (2) is stable if and only if

< +
+

µ .
(13)

Proof. The proof follows immediately on applying the stability
condition, <A Ae e0 2 (see, e.g., [40]), for the QBD process in
(2). □

The above stability condition can be explained intuitively. Towards
this end, we rewrite the equation in (13) as

<
+

+
+

µ µ .
(14)

The effective service rate is the quantity on the right-hand side of (14),
which is obtained as the sum of the rates of the services offered by the
main and the backup servers. Obviously, the arrival rate has to be less
than the effective service rate in order for the queue to be stable.

3. The stationary probability vector

Let = …x x x x( , , , ),0 1 2 where x0 is of dimension 2m and …x x, ,1 2 are
of dimension 3mn, satisfy

= =Qx xe0, 1. (15)

When the working-vacation-breakdown-repair queueing under study is
stable (i.e., condition in (13) is satisfied), the stationary probability
vector x is derived as (see, e.g., [40]):

= R ix x , 1.i
i

1
1 (16)

The matrix R is the minimal nonnegative solution to:

+ + =R A RA A 0,2
2 1 0 (17)

and x0 and x1 are found by solving

+ =
+ + =

B B
B A RA

x x 0
x x 0

,
( ) ,

0 1 1 2

0 0 1 1 2 (18)

subject to the (normalizing) condition

+ =I Rx e x e( ) 1.mn0 1 3
1 (19)

For later use, we partition =x v w( , ),0 0 0 and = ix u v w( , , ), 1,i i i i such
that v0 and w0 are of dimension m and u ,i vi and wi are of dimension mn.

The following are the interpretations of the vectors in steady-state.

• v :0 the main server is on vacation with no one in the system and the
arrival is in one of m phases.
• w :0 the main server is under repair with no one in the system and the
arrival is in one of m phases.
• u :i the system has exactly i customers with the main server busy
serving with the arrival and services are in various phases.
• v :i the system has exactly i customers with the main server on va-
cation with the arrival and services are in various phases.
• w :i the system has exactly i customers with the main server under
repair with the arrival and services are in various phases.

The steady state equations given in (15) can be rewritten as

+ + + =D I Iv w u S v S 0( ) ( ) ,m m0 0 0 1
0

1
0 (20)

+ =D I Iw w S 0( ) ( ) ,m m0 0 1
0 (21)

+ + + =S D I Iu v w u S 0( ) ( ) ,mn m1 0 1 1 2
0 (22)

+ + =D S D I Iv v v S 0( ) ( ) ( ) ,mn m0 1 1 0 2
0 (23)

+ + + =D S D I Iw u w w S 0( ) ( ) ( ) ,mn m0 1 1 1 0 2
0

(24)

+ + + + =+D S D I I iu u v w u S 0( ) ( ) , 2,i i mn i i i m1 1 0 1
0

(25)

+ + =+D S D I I iv v v S 0( ) ( ) , 2,i i mn i m1 1 0 1
0 (26)

+ + + =+D D I I iw u w S w S 0( ) ( ) , 2,i i i mn i m
0 0

1 1 0 1

(27)

along with the (normalizing) restriction

+ + + + =
=

u v e u v w e( ) ( ) 1.
i

i i i0 0
1 (28)

The rate matrix R can be computed using a number of well-known
techniques in the queueing literature. For example, with m and n to be
relatively reasonable, R can be obtained using, say, logarithmic re-
duction (see e.g., [29]). Otherwise, one should employ (block) Gauss-
Siedel iteration. For this, it may be worth to exploit the special structure
of the coefficient matrices A0, A1, and A2, considering that these are of
dimension 3mn. For example, the structure of the matrix R as presented
in the following theorem can be exploited when m and n are reasonably
large.

Theorem 2. The structure of R is such that

=R
R R
R R R
R R

0

0
.

11 13

21 22 23

31 33 (29)

Proof. From the probabilistic interpretation of R matrix, it is clear that
R should have the form as given in (29). For example, noting that away
from the boundary states (which is what one is interested when
computing R), the (main) server when busy serving customers cannot
go on vacation without visiting the boundary states. However, the
(main) server can go under repair through an arrival of a shock but in
this case, the server has to get back to being busy through repair
completion. This results as zero in the intersection of the first (block)
row and second (block) column. Similarly one sees the other zero block.
However, here we will give another proof that is constructive in nature.
First, we rewrite Eq. (17) as

= +R R A A A( )( ) .2
2 0 1

1 (30)

From the structure of A1 (see Eq. (5)), it is easy to verify that

=A
C C
C C C
C C

( )
0

0
,1

1
11 13

21 22 23

31 33 (31)

where

=
=
=

= =
= =

C I S D I S D
C I S D
C I S D I S D

C I S D C C I S D C
C I S D C C I S D C

[ ( ) ] ,
( ) ,
[ ( ) ] ,

( ) , ( ) ,
( ) , ( ) .

mn mn

mn

mn mn

mn mn

mn mn

11 0 0
1 1

22 0
1

33 0 0
1 1

13 0
1

33 21 0
1

11

23 0
1

13 31 0
1

11 (32)

Note that pre-multiplying A( )1
1 by a diagonal (block) matrix will not

destroy the structure as seen in (31). Thus, the matrices A A( )2 1
1 and

A A( )0 1
1 will have the same structure as A( )1

1. Also, the structure is
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retained by matrix powers. That is, if F has that structure, then
Fn, n≥1, also retains that structure. These are the keys to the proof
of this theorem.

It is well-known (see [40]) that the sequence = …R k{ , 0, 1, 2, }k( )

defined by

= + = …+R R A A A k[( ) ]( ) , 0, 1, 2, ,k k( 1) ( ) 2
2 0 1

1

with =R 0(0) monotonically converges to the minimal non-negative
solution to (17).

Noting that at each iterate the structure of R(k) remains same as that
of A( ) ,1

1 the stated result is clear. □

Suppose, we reorder the state space such that the first two sets of
states (of order 2mn) correspond to the server is either serving or under
repair, and the last set of states (of order mn) corresponds to the server
being on vacation. Accordingly, we rearrange the entries of A0, A1, A2,
and R. Note that the entries of A0 and A2 remain the same, while R and
A1 are to be rearranged.

Suppose, we rewrite R based on the reordering of the states and if R̃
denotes the rate matrix of the reordered one. That is,

= = =R R
R R R R R

R R R R R˜ 0 , with , and [ ].1

2 22
1

11 13

31 33
2 21 23

(33)

Similarly, if Ã1 denotes the rearranged A1, such that

=

= =

A A
A S D I

A
S D I I

I S D I
A I

˜ ˜ 0
˜ ,

with ˜ , and ˜ [ 0].

mn

mn mn

mn mn
mn

1
11

12 0

11
0

0
12

(34)

In the following theorem, we will show that R can be decomposed into
three components. One component corresponds to the rate matrix, say,
R1, for the queueing model in which the server is busy serving at a
normal rate or the server is under repair in which case the backup
server is serving at a lower rate; the second component, say, R2, cor-
responds to connecting R1 and R22 matrices; and finally, the third
component, R22, satisfies the matrix-quadratic equation of the corre-
sponding to vacation model.

Theorem 3. The rate matrix R has the following decomposition. The
matrices R1 and R22 are obtained as solutions to matrix-quadratic equations
and R2 is obtained explicitly in terms of R1 and R22 as follows.

+ + =
+ + =

= + +

R A R A I D
R I R S D I I D

R R A I R A R A I A
S

˜ ˜ 0,
( ) ( ) ( ) 0,

( ) ( ˜ )[( ˜ ) ( ˜ ) ( ˜ )] ,

n

m mn n

mn mn

1
2

21 1 11 2 1

22
2 0

22 0 1

2 22 12 1 21 22 21 11
1

(35)

where τ(B) denotes the direct sum of the rows B (see, e.g. [17]).

Proof. First note that we can rewrite (17) as

+ + =
+ + + =

+ + =

R A R A I D
R R R R A R A R A

R I R S D I I DS

˜ ˜ 0,
( ) ˜ ˜ ˜ 0,

( ) ( ) ( ) 0.

n

m mn n

1
2

21 1 11 2 1

2 1 22 2 21 2 11 22 12

22
2 0

22 0 1 (36)

With the knowledge of R1 and R22, the matrix R2 is explicitly obtained
using the Sylvester matrix equation of the form + + =BXC EXF H 0,
where only the matrix X is unknown. The stated result follows
immediately by applying the result =BXC X B C( ) ( )( ). □

Note: (a) It is worth pointing out that such a decomposition result
for R has been reported in the past (see e.g., [1,3]).

(b) In view of the decomposition result, the computation of R may
be reduced to dealing with matrices of smaller dimension. This is ac-
complished by first computing the submatrices R1 and R22, and then
obtaining R2 through taking advantage of the sparsity of the coefficient

matrices.
The results in the following three lemmas have nice probabilistic

interpretations. Further, they help to verify the accuracy in numerical
computation.

Lemma 2. We have

+ + + + =
=

Iv w u v w e( )( ) ,
i

i i i m0 0
1 (37)

where is given in (1).

Proof. Post-multiply each one of the equations in (20)–(27) by Ie m
and verify (after some elementary manipulations) that

+ + + + =
+ +

+
+ + + + =

+ +
+
+ + +
+ + =

+

+ +

D D I I I
D D I D I

D I
D I I I

D D D I
D I
D I D I

I I i

v w u S v S w S 0
v w u S u e v S

v e w S
w e u S v S w S 0

u e v e w e u S
u e v S
v e w S w e u S

v S w S 0

( ) ( ) ( ) ,
( ) ( ) ( )

( ) ( )
( ) ( ) ( ) ( ) ,

( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )

( ) ( ) , 2,

m m m

m m

m

m m m

i i i i m

i i m

i i m i i m

i m i m

0 0 0 0 1
0

1
0

1
0

0 1 0 1 1
0

1 0 1
0

1 0 1
0

1 0 2
0

2
0

2
0

1 1 1 1 1 1
0

0
0

0
0

0 1
0

1
0

1
0

(38)

from which we immediately obtain

+ + + + + =
=

I D Dv w u v w e 0( )( ) ( ) .
i

i i i m0 0
1

0 1
(39)

The above equation coupled with the uniqueness of yields the claimed
result. □

Lemma 3. We have

+ + =
=

u v w S e( )( ) ,
i

i i i
1

0

(40)

and hence

+ + =
=

Iu v w e S( )( ) ( ) .
i

i i i n
1

1 (41)

Proof. The result (40) is intuitively obvious since in steady-state the
rate at which the customers depart the system should be equal to the
arrival rate. Now, post-multiply each one of the equations in (20)
through (27) by I e and verify, after some simple manipulations,
that

+ + + + =
+ + +

+ +
+ + + +

+ =
+ + + + +

+ + +
+ + + =+ + +

D D
D D S S

S I D
I D I D

I D S
I D

i

v e w e u S e v S e w S e 0
v e w e u e v e

w e u e
v e w e u S e v S e

w S e 0
u v w e u v w e

u v w e
u v w S e 0

( ) ( ) ( ) ,
( ) ( ) ( ) ( )

( ) ( )
( ) ( ) ( ) ( )

( ) ,
( )( ) ( )( )

( )( )
( )( ) , 2.

n

n n

i i i n i i i

i i i n

i i i

0 0 0 0 1
0

1
0

1
0

0 1 0 1 1 1

1 1 0

1 0 1 0 2
0

2
0

2
0

1 1 1 1

0

1 1 1
0

(42)

Adding the above two equations and noting that

+ = + +Dv w e u v w S e( )( ) ( )( ),0 0 1 1 1 1
0 (43)

we get

+ + = + +
= =

Su v w S e u v w e( )( ) ( )( ).
i

i i i
i

i i i
1

0

1 (44)

The claimed result in (41) follows by using (40). □
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4. Sojourn time distribution in steady-state

Let Y denote the sojourn time of a tagged customer at an arrival
epoch. Here, we will derive an expression for P(Y > t) in steady-state
by applying the result of [42]. Note that the customers are served ac-
cording to FIFO discipline. Suppose that = …y y y( , , )1 2 denotes the
stationary probability vector of the number in the system immediately
after an arrival epoch. Note that the vectors, iy , 1,i are of dimension
3mn. The following theorem determines an expression for y .

Theorem 4. The stationary probability vector at an arrival epoch is given by

= B R iy x1 ^ , 1,i
i

0 0
1

(45)

where R̂ is given by

= +R A RA A^ ( ) .1 2
1

0 (46)

Proof. It follows from (17) that

= +R A A RA[ ( ) ],0 1 2
1 (47)

which can be rewritten as =R A N0 . Let =R NA^ ,0 then
= +R A RA A^ ( )1 2

1
0.

We note that

= =I D By x x1 (0, ( )) 1 .1 0 2 1 0 0 (48)

Also, we have

= =

=

+ I D R I D

I D R i

y x x

x

1 ( ) 1 ( )

1 ( ) ^ , 1,

i i n
i

n

n
i

1 3 1 1
1

3 1

1 3 1
1

(49)

which along with the normalizing condition for the steady-state prob-
ability vector at arrivals, yields the stated result. □

Suppose that = B I Rx ( ^)mn
1

0 0 3
1. It is easy to see that gives the

(joint) distribution of the phases of the arrival and service processes (in
steady-state) soon after an arrival occurs. Theorem 5 below gives an
expression for the complementary distribution of Y.

Theorem 5. We have, from the definition of Y, that

> = + +P Y t exp A A I A R t te( ) ( ) ([( ) ^] ) , 0,mn0 1 3 2

(50)

where the column vector, , of dimension (3mn)2 is given by

=

e
e

e
.

mn

1
2

3 (51)

Proof. Follows immediately by applying Theorem 4 and Ozawas’s
result (see [42]). □

Corollary. The mean, μY, of Y is

= + +µ A A I A Re( )( [( ) ^]) .Y mn0 1 3 2
1 (52)

Note: The classical Little’s law holds good here and is used as another
key accuracy check in numerical computation.

5. Distribution of the effective service

In the working-vacation-breakdown-repair queueing model under
study in this paper, a customer can be served by the main server or by
the backup server or by both, depending on various scenarios. Hence, it
is of interest to see the distribution of the effective service time of a
customer. Noting that there is no need to track the arrival process once
the service begins, the following theorem establishes an explicit result

for this distribution.

Theorem 6. The distribution of the effective service time of a customer is of
phase type with representation T( , ) of order 3m, where

= =a a a T
S I I

I S I
I S I

( , , ) ,
0

0
0

,
m m

m m

m m

1 2 3

(53)

where

=

=

+ + =

+ =

=

=

=

a

j

I D j

I D D j

u S e

u v S e w S e

w S e w S e

( ), 1,

[( )( ) ( ( ) )], 2,

[ ( ) ( ( ) )], 3.

j

i i

i i m

i i m

1
2

0

1
1 1

0
1

0
0

1

2
0

1
0

0
1

1

(54)

Proof. First, observe that the initial probability vector, , has three
components, each of dimension n. The quantities, a1, a2, and a3,
respectively, give the probabilities that the service is initiated by the
main server, by the backup server while the server is on vacation, and
by the backup server while the main server is under repair. These
probabilities are multiplied by to initiate a service in one of n phases.
Now looking at the various possibilities of a customer to begin a service
the claimed result follows. □

Corollary. (a) The mean, μST, of the effective service time of a customer
is calculated as

=µ T e( ) .ST
1 (55)

(b) The mean, μMST, time spent by a customer with the (main) server is
calculated as

=µ T mne e( ) ( (3) ( )).MST 1
1 (56)

(c) The mean, μBST, time spent by a customer with the (backup) server is
given by

= =µ T mn µ µe e e( ) ( (3) ( )) .BST ST MST1
1 (57)

(d) The fraction, fMS, of time a customer is with the main server is given
by

=f
µ
µ

.MS
MST

ST (58)

6. Performance measures of the system

Qualitative analysis of any stochastic model requires establishing
key system performance measures. In this section, we list a few in ad-
dition to the ones pointed out earlier.

1. Pidle
System: This is the probability of the system having no customers and

is calculated as

=P x e.idle
System

0

2. PNB: This is the probability that the main server is busy serving and
is calculated as

=
=

P u e.NB
i

i
1

3. PWV: This is the probability that the backup server is busy while the
(main) server is on vacation and is obtained as

=
=

P v e.WV
i

i
1
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4. PWB: This is the probability that the backup server is busy while the
(main) server is under repair and is obtained as

=
=

P w e.WB
i

i
1

5. μNS: The average number in the system is derived as

= + + =
=

µ i I R(u v w) e x ( ) e.NS
i

i i i
1

1
2

7. Special cases

The purpose of this section it to point out a number of models in the
literature can be obtained as special cases of our model in this paper.

7.1. M/M/1 model

For an M/M/1-type working-vacation-breakdown-repair queues, we
set in our model: = = = = =m n D D1, , , 1,0 1 and =S µ. This
reduces R to be a 3× 3 matrix and the scalar quantity R22 (see the third
equation in (36)) is the unique solution in (0,1):

=
+ + + +

R
µ µ µ

µ
( ) 4
2

.22

2

(59)

7.1.1. η →∞
In this limiting case, there is no vacation for the server and hence η

plays no role. This case reduces to the classical M/M/1 queue with
working breakdowns studied in [20].

7.1.2. ξ→∞
In this limiting case, there are no breakdowns and hence no repairs,

and thus both ξ and γ play no role. This case reduces to the classical M/
M/1 queue with working vacations studied in [44].

7.1.3. = 0
This case corresponds to no backup server during a vacation or a

repair. Thus, the cases in 7.1.1 and 7.1.2 reduce, respectively, to the
classical M M/ /1 type vacation-breakdown-repair studied extensively
(see, e.g., [45]).

7.2. MAP/M/1

By letting η→∞ and = = =n S µ1, 1, , the model analyzed here
reduces to the one studied in [55].

7.3. MAP/PH/1: η→∞, = 0

In this case, the server never takes a vacation and also there is no
backup server to offer services during the times the main server is in-
capable to serve. This case reduces to the classical MAP PH/ /1 type
breakdown-repair queues. It is necessary and sufficient that λ < μ in
this case for the stability of the queue.

8. Decomposition results for M/M/1 case

Here, we will prove decomposition results for μNS in the special case
of M M/ /1 type working-vacation-breakdown-repair queues. Hereafter,
L(z) will stand for the probability generating function (PGF) of the
number in the system. Then, using (16), it is easy to see that

= + = + <
=

L z x z x z I zR zx e x e( ) ( ) , | | 1.
k

k
k0

1
0 1

1

(60)

Case 1: The M/M/1 queue with exponential (non-working) vacations
If there is no backup server during vacation mode and no break-

down or repair, then by letting = =0, 0, the elements in Q (see (2))
are:

= = =B B B µ[0 ], [ ], 0 ,0 1 2
(61)

= = =A A
µ

A µ0
0 ,

0
, 0

0 0
.0 1 2

(62)

When the stability condition, = < 1,µ holds good, then R (see (17)) is
given by

=
+

R
0

,µ

µ (63)

from which the solution to the Eqs. (18) and (19) is obtained as

= =
+

=
+

u x v x x, , (1 ) .1 0 1 0 0 (64)

The special structure of R and I zR( ) 1 for this case yields

=
+

+ +
+

+
+

=
+

=

L z z
z

z
z z

z
z

z z
L z L z

( ) (1 ) 1
1 (1 )( )

1
1

·

( ) ( ),d

2

0

(65)

where L0(z) is the PGF of the stationary system size in corresponding
classical M/M/1 queue without vacation and Ld(z) is the PGF of the
additional system size during a vacation. It follows that μNS is decom-
posed as the sum of the mean number in the system in the corre-
sponding classical M/M/1 queue and the mean number of arrivals
during a vacation. That is,

= +µ
1

,NS (66)

which is in agreement with that obtained in [14].
Case 2: The M/M/1 queue with exponential (non-working) vacations

and breakdowns
For this case, let = 0 and verify that the (block) matrices in (2) are

given by

= = =B B B
µ0 0

0 0 , 0 ,
0

0 0
0 0

,0 1 2
(67)

= =

=

A A
µ

A
µ

0 0
0 0
0 0

,
0

0
0

,

0 0
0 0 0
0 0 0

.

0 1

2
(68)

Using the facts that (a) =RA e e2 and (b) the entries of R are scalars,
the structure of R in (29) yields = =R R R11 21 31. Hence, under the con-
dition that < + ,µ the entries of R are given by

= = = = =
+

=
+

= +
+

R R R
µ

R R
µ

R

R µ
µ

,
( )

, ,

( )
( )

.

11 21 31 13 23 22

33 (69)
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Verify that the solution to the Eqs. (18) and (19) is

= = =
+

=
+

=
+

w u
µ

v v v w
µ

v

v µ
µ

0, , ,
( )

,

( )
( )

.

0 1 0 1 0 1 0

0 (70)

Once again, the special structure I zR( ) 1 for this case also yields
the PGF in a compact form as

= +
+

L z zR zR
zR zR zR zR zR

v( ) (1 )
[1 ][1 (1 ) ]

.0 23 33

22 11 23 33 33 (71)

Observe that μNS is calculated as

= = + +=µ dL z
dz

l l l l( ) | · ,NS z 1 1 2 3 4 (72)

where

= = = = = +l l l l µ
µ

,
1

, , ( / )
1

, ( ) .1 2 3 4 (73)

It is worth pointing out that μNS is now decomposed as the sum of (i) the
mean number (l2) in the system of the corresponding classical M/M/1
queue; (ii) the mean number (l1) in the system due to a vacation; and
(iii) an additional quantity (l3 · l4) obtained as the product of the mean
number (l3) arriving during a repair and the mean number (l4) that
arrived during a non-service time. This decomposition is in agreement
with the one given in [36] for the single arrival case.

Case 3: The M/M/1 queue with multiple working vacations
For this case, we set = 0, . Verify the elements in (2) are

obtained as

= = =B B B
µ
µ[0 ], [ ], ,0 1 2

(74)

= = =A A
µ

µ A
µ

µ
0

0 ,
0

,
0

0 .0 1 2

(75)

If = < 1,µ then from Theorem 2, R (see (17)) is of the form

=R r
r r

0 ,1
2 3 (76)

where =r ,1 = =r r r r, ,2 3 and r, the unique root in (0,1) of the
equation

+ + + =µr µ r( ) 0,2 (77)

is obtained as

= + + + +r
µ

µ µ µ1
2

( ) 4 .2

(78)

The solution to the equations (18) and (19), is given by

= = =
+

u r x v r x x r r
r r

, , (1 )(1 )
1

.1 2 0 1 3 0 0
1 3

1 2 (79)

The mean, μNS, is given by

= = + +
+

µ I R r
r

r r r
r r r

x e( )
1 (1 )(1 )

,NS 1
2 1

1

2 3 1

3 1 2 (80)

which can be further simplified as

= +µ r
r r1
(1 )

(1 )(1 )
.NS

3

3 3 (81)

The above shows that the decomposition is obtained as the sum of the
mean number in the system of the corresponding classical M/M/1
queue and the mean number in the system due to the server on vaca-
tion. This again coincides with the results of [32].

Case 4: The M/M/1 queue with (non-working) breakdowns

By letting = 0 and η→∞, the (block) matrices in (2) are given by

= = =B B B µ[ 0], [ ], 0 ,0 1 2
(82)

= = =A A
µ

A µ0
0 , , 0

0 0
.0 1 2

(83)

Assuming the stability condition, < + ,µ holds good, we have with the
fact that =RA e e,2 and with Theorem 2, R is of the form

=R r r
r r .1 2
1 3 (84)

Verify that the solution (see (17)) yields the entries of R to be

= =
+

= +
+

r
µ

r
µ

r µ
µ

,
( )

, ( )
( )

.1 2 3 (85)

The solution to the Eqs. (18) and (19), is then given by

= = =
+

u r x v r x x d
r r

, ,
1

,1 1 0 1 2 0 0
2 3 (86)

where = = +d r r r r r(1 ( )) .µ
µ1 3 1 2 3 ( )

It is easy to verify for this case, the PGF is given by

=
+

+
+

L z d
r r

zr zr
zr zr zr zr

( )
1

· 1
1 (1 )

.
2 3

2 3

1 2 3 3 (87)

Thus, we have

= = +=µ dL z
dz

µ( ) |
1

( / )
1

,NS z 1 (88)

where = +
µ

( ) . Note that this decomposition result agrees with the
one in [20].

9. Illustrative numerical examples

In this section, to understand the qualitative aspects of the working-
vacation-breakdown-repair queueing model under study, we illustrate a
few numerical examples. We analyze different scenarios by varying the
parameters of the model including the arrival processes and service
time distributions.

For the arrival process, we consider the following five sets of values
for D0 and D1, which are considered as input data in many published
works in the literature (see, e.g., [3,5–7]). For sake of completeness, we
display them here.

ERLA: This is Erlang distribution of order 2.

= =D D2 2
0 2 , 0 0

2 0 .0 1

EXPA: This is the classical exponential distribution.

= =D D( 1), (1).0 1

HEXA: This is the mixture of two exponentials.

= =D D1.90 0
0 0.19 , 1.71 0.19

0.171 0.019 .0 1

MNA: This one has a negative correlation (with a value of -0.4889)
between two successive inter-arrival times.

= =D D
1.00222 1.00222 0

0 1.00222 0
0 0 225.75

,
0 0 0

0.01002 0 0.9922
223.4925 0 2.2575

.0 1

MPA: This one has a positive correlation (with a value of 0.4889) be-
tween two successive inter-arrival times.

S.R. Chakravarthy, et al. Operations Research Perspectives 7 (2020) 100131

8



= =D D
1.00222 1.00222 0

0 1.00222 0
0 0 225.75

,
0 0 0

0.9922 0 0.01002
2.2575 0 223.4925

.0 1

Note that ERLA, EXPA, and HEXA, correspond to renewal processes. All
five arrival processes are qualitatively different. Verify that the ratio of
the standard deviations of the times between two successive inter-ar-
rival times of these five processes with respect to the Erlang one are,
respectively, 1, 1.4142, 3.1745, 1.9933, and 1.9933.

For the service times with representation ( S, ), we consider the
following three PH distributions. Normalization of these representa-
tions will be done to get a desired μ.

ERLS: This is Erlang of order 2.

= =S(1, 0), 2 2
0 2 .

EXPS: This is an exponential one.

= =S1, ( 1).

HEXS: This is the mixture of two exponentials.

= =S(0.9, 0.1), 10 0
0 1 .

Irrespective of how these are normalized, the standard deviation of
EXPS and HEXS are, respectively, about 1.4142 and 3.1745 of that of
ERLS.

Next, we define

= +
+µ

( )
( )

.
(89)

Example 1. Here, we fix = 1, =µ 1.149 and = 0.8, and investigate
the behavior of μY as a function of ξ, γ and η under different scenarios.
Table 1 lists the values of μY. Some key observations are in order.

• As expected, μY, is a non-increasing function of η (for fixed ξ and γ),
ξ (for fixed γ and η) and γ (for fixed ξ and η). This is the case for the
types of arrival and service processes considered here. This is due to
the fact that an increase in ξ or η, decreases the duration of the slow
service (backup server) mode.
• We noticed that μY is significantly large for positively correlated
arrivals compared to other arrival processes. Noticing that HEXA has

the largest variability in the inter-arrival times, for MPA to yield the
largest μY indicates the (significant) role played by positive corre-
lation in the inter-arrival times.
• For all scenarios involving renewal arrivals, we see that a higher
variation in the successive inter-arrival times yields a higher value
for μY. Moreover, the rate of increase is more significant for HEXA.
• We also observe that HEXS produce a larger value for μY as com-
pared to ERLS. This is the case for the five arrival processes.

Example 2. The effect of the vacation rate, η, on two performance
measures, fMS and = +P P PBB WB WV is of focus here. Recall that fMS gives
the fraction of time a customer is served by the main server, and PBB is
the probability that the backup server is busy serving. We fix

= = = =µ1, 1.372, 0.8, 0.5, = 0.4 and vary η. In Fig. 2, we
display the two selected measures under various scenarios. Analyzing
the graphs in the figure, we notice the following.

• An increase in η causes an increase in fMS, which is to be expected.
However, the rate of increase is higher for small values of η. The
type of arrival processes and the service times play a role in the rate
of increase.
• Observe that among the renewal arrivals, the HEXA process pro-
duces the highest value for fMS. Further, the difference (as compared
to ERLA and EXPA cases) in fMS widens as η is decreased. Among the
correlated arrivals, fMS as a function of η is large initially forMPA (as
compared to MNA) and then as η takes a higher value, the roles are
reversed; that is, MNA has a larger value for fMS compared to that of
MPA. This points to an interesting trend in fMS among correlated
arrivals.
• Also, we observe that HEXS yield a larger value for fMS as compared
to ERLS.
• The measure, PBB, appears to decrease as a function of η. This is to be
expected as an increase in η will decrease the duration of the va-
cation mode; thus, resulting in a smaller value for this probability.
• A decrease in the variation of the inter-arrival time (or service time)
causes PBB to increase. Thus, a decrease in the variation necessitates
more usage of the backup server for all values of η.

Example 3. The focus here is to see how the tail probabilities of the
sojourn time, P(Y > t), behave under various scenarios. We fix

= = = =0.75, 0.5, 1, 1, = 2, and consider two values for ρ,
namely = 0.8 and 0.99. Some key observations based on Fig. 3 are
given below.

Table 1
The mean sojourn time.

ξ γ η Erlang services (ERLS) Hyperexponential services (HEXS)

ERLA EXPA HEXA MNA MPA ERLA EXPA HEXA MNA MPA

0.5 0.1 0.5 5.17 7.33 23.61 7.58 448.80 23.52 25.71 42.46 25.89 467.14
1 5.03 7.19 23.45 7.43 448.64 23.38 25.57 42.30 25.74 466.98
1.5 4.98 7.14 23.40 7.38 448.59 23.33 25.52 42.25 25.69 466.92
2 4.96 7.11 23.37 7.36 448.56 23.30 25.49 42.22 25.67 466.90
3 4.94 7.09 23.34 7.33 448.54 23.28 25.47 42.20 25.64 466.87

1 0.2 0.5 5.15 7.31 23.59 7.56 448.78 23.50 25.69 42.43 25.86 467.11
1 5.00 7.16 23.42 7.41 448.62 23.35 25.54 42.27 25.72 466.95
1.5 4.96 7.11 23.37 7.36 448.56 23.30 25.49 42.22 25.66 466.90
2 4.93 7.08 23.34 7.33 448.54 23.27 25.46 42.19 25.64 466.87
3 4.90 7.06 23.31 7.30 448.51 23.25 25.44 42.17 25.61 466.84

1.5 0.3 0.5 5.14 7.30 23.58 7.55 448.77 23.49 25.68 42.42 25.86 467.11
1 5.00 7.15 23.42 7.40 448.61 23.34 25.53 42.27 25.71 466.94
1.5 4.95 7.10 23.36 7.35 448.56 23.29 25.48 42.21 25.66 466.89
2 4.92 7.07 23.33 7.32 448.53 23.27 25.45 42.19 25.63 466.86
3 4.90 7.05 23.31 7.29 448.50 23.24 25.43 42.16 25.60 466.84

2 0.4 0.5 5.14 7.30 23.57 7.55 448.77 23.49 25.68 42.42 25.85 467.10
1 4.99 7.15 23.41 7.40 448.61 23.34 25.53 42.26 25.70 466.94
1.5 4.94 7.10 23.36 7.34 448.55 23.29 25.48 42.21 25.65 466.89
2 4.92 7.07 23.33 7.32 448.52 23.26 25.45 42.18 25.63 466.86
3 4.89 7.04 23.30 7.29 448.50 23.24 25.42 42.15 25.60 466.83
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• As t increases, P(Y > t) decreases as it should be. However, the rate
of decrease is less significant for HEXA and MPA as compared to the
other arrival processes. For small t, P(Y > t) appears to be

insignificant among different scenarios; however, when t is rela-
tively large, we notice that P(Y > t) significantly depends on the
type of arrival processes while decreasing at a faster rate.

Fig. 2. Selected performance measures for ERLS and HEXS under different scenarios.

Fig. 3. Tail probabilities of the sojourn time for MAP/PH/1.
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• An increase in ρ leads to a significant increase P(Y > t) (especially
when t is relatively large). Among the renewal arrivals it appears
that P(Y > t) is largest for HEXA. Further, P(Y > t) is significantly
large for MPA in contrast to all other arrivals. This once again
confirms the role of correlation in queueing.
• We also observed an interesting pattern. For all the scenarios, a
higher variation in the service times produces a smaller value for P
(Y > t) initially and then as t becomes reasonably large, the roles
are reversed. Moreover, the degree of sensitivity to the variation in
the service times is higher for ERLA in comparison to the other ar-
rival processes. This holds for both the values of ρ considered.

Example 4. The focus of this example is to look for a minimum value,
say ξ*, of the repair rate, ξ, (when all other parameters are fixed) such
that the average numbers in the queue for the model under study
(without vacation) and for the classical MAP/PH/1 queue do not differ
by more than 10 3. Here, we fix = 1.0. Considering two values of

= 0.8, 0.95, two values for = 0.05, 1.0 and varying θ, we display ξ*
in Figs. 4 and 5 under different scenarios. Note that μ will vary as we
vary ρ, ξ, and θ (see (89)).

Examining the figures reveals the following:

• As θ is increased, ξ* appears to decrease under all scenarios.
Intuitively this happens because of the fact that a higher service rate
(of the backup server) requires a lower repair rate to achieve the
desired mean number of customers in the queue.
• As ρ increases, we notice a significant increase in the values of ξ* for
all cases considered.
• Among the renewal arrivals, we notice a different pattern. When

= =0.05, 0.8, for ERLS, ERLA produces the largest value whereas

for EXPS and HEXS, HEXA produces the largest value. However, for
= 0.05, 1.0 with = 0.95, we observe that for ERLS and EXPS,

ERLA produces the largest value whereas for HEXS, again HEXA
produces the largest value.
• It appears that for MNA arrivals, a larger ξ* is required (under all
scenarios considered except for EXPS with = 0.8) as compared to
MPA.
• The sensitivity to the type of arrivals and services in the values of ξ*,
appears to decrease when θ is increased. This seems to be the case
for both values of γ when = 0.95.
• Another interesting observation is that for fixed values of θ and ρ, ξ*
increases with an increase in the value of γ for all the arrival and
service processes considered.

10. Concluding remarks

We studied a queueing model of the type MAP/PH/1 in the context
of the server going on vacations, the server breaking down due to ex-
ternal shocks, the server repairs, and the server being helped by a
backup server during vacations and repairs. A qualitative study of the
model in steady-state through a number of system performance mea-
sures including the tail probabilities of the sojourn time for various
scenarios is performed. The model can be generalized to multi-server
case, but the dimension of the problem will increase significantly. One
can also relax exponential assumptions for the breakdown, repair, and
vacation times by assuming them to be of phase type. Once again, the
dimension of the problem will considerably increase. These extensions
can be explored in the future.

Fig. 4. Optimal values of the repair rate (ξ) under various scenarios.
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