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Abstract: In this paper, I distinguish three types of harm that can arise in the context of artificial 
intelligence (AI): individual harm, collective harm and societal harm. Societal harm is often 
overlooked, yet not reducible to the two former types of harm. Moreover, mechanisms to tackle 
individual and collective harm raised by AI are not always suitable to counter societal harm. As a 
result, policymakers’ gap analysis of the current legal framework for AI not only risks being 
incomplete, but proposals for new legislation to bridge these gaps may also inadequately protect 
societal interests that are adversely impacted by AI. By conceptualising AI’s societal harm, I argue 
that a shift in perspective is needed beyond the individual, towards a regulatory approach of AI that 
addresses its effects on society at large. Drawing on a legal domain specifically aimed at protecting 
a societal interest—environmental law—I identify three ‘societal’ mechanisms that EU policymakers 
should consider in the context of AI. These concern (1) public oversight mechanisms to increase 
accountability, including mandatory impact assessments with the opportunity to provide societal 
feedback; (2) public monitoring mechanisms to ensure independent information gathering and 
dissemination about AI’s societal impact; and (3) the introduction of procedural rights with a 
societal dimension, including a right to access to information, access to justice, and participation in 
public decision-making on AI, regardless of the demonstration of individual harm. Finally, I consider 
to what extent the European Commission’s new proposal for an AI regulation takes these 
mechanisms into consideration, before offering concluding remarks. 
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This paper is part of Governing “European values” inside data flows, a special issue of 
Internet Policy Review guest-edited by Kristina Irion, Mira Burri, Ans Kolk, Stefania Milan. 

Introduction 

Artificial Intelligence (AI), an umbrella term for a range of technologies that are 
considered to demonstrate ‘intelligent’ behaviour, plays an increasingly important 
role in all domains of our lives. A distinction is often made between reasoning-
based or code-driven AI on the one hand, and data-driven or learning-based AI on the 
other hand (High-Level Expert Group on AI, 2019a). The former covers techniques 
that rely primarily on the codification of symbols and rules, based on which the 
system ‘reasons’ (using a top-down approach to design the system’s behaviour), 
whereas the latter covers techniques that rely primarily on large amounts of data, 
based on which the system ‘learns’ (using a bottom-up approach to design the sys-
tem’s behaviour) (Hildebrandt, 2018; Dignum, 2019). The distinction between both 
should however not be seen as strict; models can be hybrid and incorporate ele-
ments of both techniques. In this paper, the focus lays on data-driven AI systems, 
given their reliance on data flows. 

Spurred by increased computing capacity and data availability, AI systems can be 
deployed in a manner that generates significant benefits to individuals, groups and 
society at large. At the same time, they also raise the possibility of significant 
harm, for instance by breaching fundamental rights or causing other adverse ef-
fects (O’Neil, 2017; Russell, 2019; Yeung, 2019b; Solow-Niederman, 2020; Muller, 
2020; Gebru, 2020). 

The question can be asked to which extent the challenges raised by AI are new or 
a mere reiteration of the challenges raised by other new technologies. While cer-
tainly not unique in terms of the risks they entail, as argued elsewhere, the most 
promising features of AI applications are also liable to exacerbate these risks 
(Smuha, 2021). These features include, amongst others, AI systems’ self-learning 
ability and hence potential unpredictability, the vast scale and speed at which they 
can operate, their ability to distil information from data that may escape the hu-
man eye, the opportunity they provide to delegate human authority and control 
over the execution of—sometimes highly sensitive—decisions and tasks, as well as 
their opaque decision-making processes, which render it difficult to assess and 
evaluate compliance with legislation (Mittelstadt et al., 2016; O’Neil, 2017; Solow-
Niederman, 2019). 
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An increasing number of actors—including researchers, journalists, private compa-
nies, public entities and civil society organisations—are trying to map how the de-
velopment and use of AI can cause harm, for instance by breaching fundamental 
rights or causing other adverse effects (Zuiderveen Borgesius, 2018; Crawford et 
al., 2019; Yeung et al., 2020; CAHAI, 2020; European Union Agency for Fundamen-
tal Rights, 2020; Hao, 2021). Furthermore, across the world, regulators are starting 
to assess the extent to which existing laws are able to counter these harms, or 
whether new regulatory measures may be needed to secure protection therefrom 
(Council of Europe, 2019; UNESCO, 2020). The European Commission, for instance, 
is currently conducting such an assessment as regards the EU legal order (Euro-
pean Commission, 2020a; 2020c), and recently proposed a new AI-specific regula-
tion (European Commission, 2021). 

The legal assessments currently undertaken, and the risk analysis related thereto, 
are focusing primarily on AI’s adverse impact on individuals and—to a lesser ex-
tent—on specific groups or collectives of individuals (Mittelstadt, 2017; Taylor et 
al., 2017). The use of AI-systems can, however, also cause societal harm, which can 
be distinguished from—and which can transcend—individual harm and collective 
harm. The fact that certain uses of AI-systems for instance risk harming the democ-
ratic process, eroding the rule of law or exacerbating inequality goes beyond the 
concern of (the sum of) individuals but affects society at large (Bayamlıoğlu & 
Leenes, 2018; Zuiderveen Borgesius et al., 2018; Brkan, 2019). 

While the societal impact of AI systems is increasingly discussed—particularly un-
der the influence of STS studies—AI-enabled societal harm has so far been less ex-
amined from a legal perspective. Such examination is more difficult to conduct, as 
the contours of AI’s impact on societal interests are less tangible and hence more 
difficult to conceptualise in legal terms (Van der Sloot, 2017; Yeung, 2019a). As a 
consequence, policymakers risk making an incomplete analysis of the legal gaps 
they should tackle to secure comprehensive protection against AI’s adverse effects. 
In addition, by overlooking this societal dimension, the legal measures they may 
propose to address gaps in the legal framework can likewise prove inadequate. 

This risk is particularly salient given the predominantly individualistic focus of the 
current legal system, such as data protection law, but also procedural law more 
generally (van der Sloot & van Schendel, 2021). Indeed, the manner in which EU 
law currently addresses AI-related harm primarily hinges on private enforcement, 
by relying on individuals to challenge potentially harmful practices. These chal-
lenges can in principle only be initiated by individuals able to establish the in-
fringement of an individual right—such as the right to data protection or non-dis-
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crimination—or another directly suffered demonstrable harm to their private inter-
ests. Societal harm is however not always reducible to instances of individual 
harm (Kutz, 2000). Moreover, in some cases, even when both types of harm do 
overlap, individual harm may be negligible or indiscernible, and hence an insuffi-
cient ground to challenge the harmful practice. The following conundrum hence 
arises: how can we reconcile the need to protect societal interests adversely im-
pacted by AI in the context of a legal system that primarily focuses on individual 
rights and remedies? 

This conundrum is not unique to the AI-context. An analogy can, for example, be 
drawn with environmental harm, which likewise encompasses a societal dimen-
sion that cannot always be reduced to demonstrable individual harm. This resulted 
in the creation of new legal mechanisms to safeguard environmental interests at 
the EU level (van Calster & Reins, 2017). Accordingly, to secure protection against 
AI’s societal harms, a shift from an individualistic approach towards one that also 
embodies a societal perspective is warranted. This shift first requires a legal con-
ceptualisation of AI’s societal harms, based on which gaps in protection can be 
identified and addressed. The importance of considering the societal adverse im-
pact of the use of AI and other data-driven technologies was already stressed by 
other scholars (Hildebrandt, 2018; Yeung, 2019a; Cohen, 2019; Véliz, 2020; Viljoen, 
2020; van der Sloot & van Schendel, 2021). In this paper, I build thereon with the 
aim of clarifying the legal protection gap in EU law and identifying mechanisms 
that EU policymakers can consider when tackling this issue. 

To this end, I start by distinguishing the three above mentioned types of harm that 
AI systems can generate (2). Although the societal harms raised by AI can be very 
diverse, I identify some common features through which they can be conceptu-
alised (3). Next, I venture into a parallel with a legal domain specifically aimed at 
protecting such an interest: EU environmental law (4). Based on the legal mecha-
nisms adopted under environmental law with a distinct societal dimension, I draw 
a number of lessons for EU policymaking in the context of AI (5). Finally, I briefly 
evaluate the European Commission’s proposed AI regulation in light of those 
lessons (6), before providing concluding remarks (7). 

2. Individual, collective and societal harm 

For the purpose of this paper, harm is conceptualised as a wrongful setback to or 
thwarting of an interest (Feinberg, 1984), under which I also include harm in the 

non-physical sense, such as the breach of a right. 1 On this basis, I distinguish 
three types of interests—and hence three types of harm—that should be consid-
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ered in the context of AI governance: individual harm, collective harm and societal 
harm. These harms are connected to each other, yet they can also be assessed in 
their own right. Evidently, the use of AI systems can also generate individual, col-
lective and societal benefits, by positively impacting these respective underlying 
interests. In this paper, however, I focus on AI’s potential harms rather than its ben-
efits. As the terms individual harm, collective harm and societal harm have been 
used in different ways by different authors, in what follows I provide a description 
of my understanding of each. 

Individual harm occurs when one or more interests of an individual are wrongfully 

thwarted. 2 This is the case, for instance, when the use of a biased facial recogni-
tion system—whether in the context of law enforcement or in other do-
mains—leads to wrongful discrimination against people of colour. Of course, the 
thwarting of such interest does not occur in isolation from a social, historical and 
political context (Winner, 1980; Simon, 1995)—after all, AI systems are socio-tech-
nical systems (Hasselbalch, 2019; High-Level Expert Group on AI, 2019b; Theodor-
ou & Dignum, 2020; Ala-Pietilä & Smuha, 2021). Nevertheless, in this scenario, at 
the receiving end of the harm stands an identifiable individual. 

Collective harm occurs when one or more interests of a collective or group of indi-
viduals are wrongfully thwarted. Just as a collective consists of the sum of individ-
uals, so does this harm consist of the sum of harms suffered by individual mem-
bers of the collective. The use of the abovementioned biased facial recognition 
system, for instance, can give rise to collective harm, in so far as it thwarts the in-
terest of a specific collective of people—namely people of colour who are subject-
ed to the AI system—not to be discriminated against. The collective dimension 
thus arises from the accumulation of similarly thwarted individual interests. The 
harmed individuals can be complete strangers to each other (like in the above ex-
ample, where only their skin colour connects them) or they can be part of an 
(in)formal group. 

Societal harm occurs when one or more interests of society are wrongfully thwart-
ed. In contrast with the above, societal harm is thus not concerned with the inter-
ests of a particular individual or the interests shared by a collective of individuals. 
Instead, it concerns harm to an interest held by society at large, going over and 
above the sum of individual interests. This can be illustrated with a few examples. 

1. Some, but not all, wrongful setbacks to interests are protected by law. It should also be noted that 
the concept of harm is not static. It changes over time, along with the normative framework of a 
given society. See in this regard Conaghan, 2002. 

2. These interests can, for instance, be physical, psychological, financial, social or legal in nature. 
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3. AI and societal harm 

3.1 Three examples: impact on equality, democracy and the rule 
of law 

Let’s start by revisiting the above example of the facial recognition system. First, 
by making use of such a biased system and wrongfully thwarting the interest of an 
individual of colour, the system’s deployer can cause individual harm. The accumu-
lation of the harm done to individuals of colour at the collective level, entails col-
lective harm. Yet a third type of harm is at play. Whether individuals are coloured 
or not, and whether they are subjected to the particular AI system or not, they 
share a higher interest to live in a society that does not discriminate against peo-
ple based on their skin colour and that treats its citizens equally. That interest is 
different from the interest not to be discriminated against, and can hence be dis-
tinguished from the individual or collective harm done to those directly subjected 
to the AI system. In other words, societal harm may well include instances of indi-
vidual and collective harm, but has an impact beyond it. It can hence be assessed 

as a sui generis type of harm. 3 

Besides the interest of equality, the deployment of AI systems can adversely im-
pact a range of other societal interests. Consider this second example. AI systems 
can be used to collect and analyse personal data for profiling purposes, and subse-
quently subject individuals to targeted manipulation (Zuiderveen Borgesius et al., 
2018; Brkan, 2019). Scandals like Facebook/Cambridge Analytica made it painfully 
clear that psychographic targeting can be deployed to shape political opinions 
with the aim of influencing election outcomes (Isaak & Hanna, 2018). Since indi-
viduals—in their capacity of product or service users—continue to share ever more 
data about themselves in different contexts, data flows steadily increase. Accord-
ingly, these manipulative practices can occur at an ever-wider scale and can yield 
ever more effective results. The potential harm that can ensue—whether it is elec-
tion interference, hate-mongering, or societal polarisation—is not limited to the in-
dividual who is directly manipulated, but indirectly affects the interests of society 
at large. 

Of course, this example does not occur within a legal vacuum. While in the exam-
ple above the right to non-discrimination might offer a certain level of solace, in 
this example some recourse can be found in data protection laws. However, as 
evoked above, these rights are primarily focused on preventing individual harm. In 

3. See in this regard also Emile Durkheim’s conceptualisation of society as a sui generis entity 
(Durkheim, 1925). 
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the case of the EU General Data Protection Regulation (GDPR), individuals are giv-
en ‘control’ of their personal data by equipping them with a mix of rights, including 
for instance the right to access their personal data and obtain information on the 
processing thereof, the right to have their data rectified and erased, and the right 
not to be subject to a decision based solely on automated processing. Their per-
sonal data can only be processed in case an appropriate legal basis exists, such as 
their consent for instance (Cate & Mayer-Schonberger, 2013; Van Hoboken, 2019; 
Tamo-Larrieux et al., 2020). And while the GDPR not only enshrines individual 
rights but also imposes certain obligations directly upon data processors and con-
trollers, individuals can, to a certain extent, ‘waive’ such protection through their 
consent. 

This raises two issues. First, the presence of a proper legal basis for data gathering 
and analysis is often disputed – even when it concerns consent. Despite legal 
obligations to this end, privacy notices can be anything but reader-friendly or ef-
fective, and may leave individuals unaware of what precisely they are consenting 
to—and which of the endless list of third-party vendors can use their data (Scher-
mer et al., 2014; Van Alsenoy et al., 2014; Zuiderveen Borgesius, 2015; Barrett, 
2018; Bietti, 2020). Second, even assuming that the individual carefully reads, un-
derstands, and consents to the use of her data, this still leaves uninvolved and un-
protected all those who may be indirectly harmed by the subsequent practices en-
abled by that data, and hence leaves unaddressed the potential societal 
harm—such as the breach of integrity of the democratic process. As van der Sloot 
and van Schendel (2021) state: a legal regime that addresses incidental data 
harms only on an individual level runs the risk of leaving unaddressed the under-
lying causes, allowing structural problems to persist. Furthermore, besides harm at 
the societal level, it can also engender new types of indirect individual or collec-
tive harms. In this regard, Viljoen (2020) rightly emphasises that an overly individ-
ualistic view of the problem fails to acknowledge data’s relationality, and the way 
in which data obtained from individual A can subsequently be used to target indi-
vidual B even without having obtained similar data from the latter. 

The problem, however, still goes further. Consider a third example. AI systems can 
be used in the context of law enforcement, public administration or the judicial 
system, so as to assist public officials in their decision-making processes (Kim et 
al., 2014; Liu et al., 2019; Zalnieriute et al., 2019; AlgorithmWatch, 2020). These 
systems embody norms that are guided by the legal rules applicable in a specific 
situation (e.g., the allocation of welfare benefits, the detection of tax fraud, or the 
assessment of the risk of recidivism). The outcome of these decisions, which are li-
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able to significantly affect legal subjects, hence depend on the way in which legal 
rules are embedded in the algorithmic system (Hildebrandt, 2015; Binns, 2018). In 
the case of learning-based AI systems, this process hinges on the system’s design 
choices and the data it is being fed—choices that often remain invisible. Moreover, 
the internal decision-making process of learning-based systems is often non-trans-
parent and non-explainable, which also renders the explainability and the con-
testability of the decisions more difficult (Pasquale, 2015; Ananny & Crawford, 
2016; Bayamlıoğlu, 2018). 

In addition, the public officials in charge of taking the final decision and account-
able for its legality, may lack the knowledge to assess the justifiability of the AI 
system’s outcome (Brownsword, 2016; Hildebrandt, 2018; Bayamlıoğlu & Leenes, 
2018). This risks diminishing the accountability of public decision-makers for the 
legality of such decisions, and thereby undermining the broader societal interest 
of the rule of law (Binns, 2018; Zalnieriute et al., 2019; Buchholtz, 2020). The fact 
that, today, the outcomes generated by public AI systems are often merely infor-
mative or suggestive rather than decisive, is but a cold comfort amidst the exis-
tence of substantial backlogs which reduce a thorough review of the decision by 
public officials to a mere source of delay. 

In this example too, different types of harm can be distinguished, which are not 
entirely reducible to each other. An individual subjected to an AI-informed deci-
sion taken by a public actor can suffer individual harm for a range of reasons. The 
correlations drawn by the AI system can be inapplicable, biased or incorrect, but it 
is also possible that the legal rule applicable to the situation was erroneously em-
bedded in the system. Assuming the individual’s awareness of the problem and de-
pending on the context, she may be able to invoke a right to challenge the AI-in-
formed decision—such as the right to a good administration, the right to a fair tri-

al, or the right to privacy (like in the Dutch SyRIcase 4 for instance). Yet the above-
described impact on the rule of law also leads to societal harm which is firmly 
connected to, yet different from, potential individual harm. It also affects all those 
who are not directly interacting with or subjected to the decision-making process 
of the specific AI system, and hence goes over and beyond any (accumulative) indi-
vidual harm. 

In sum, an overly individualistic focus on the harm raised by AI risks overlooking 
its societal dimension, which should equally be tackled. Importantly, the above 

4. NJCM et. al. and FNV v Staat der Nederlanden, Rechtbank Den Haag, 5 February 2020, 
C-09-550982-HA ZA 18-388, ECLI:NL:RBDHA:2020:865. 
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should not be read as an affirmation that all individual and collective harms raised 
by AI can already be tackled by mere reliance on individual rights. Also with regard 
to these harms, legal gaps in protection exist and merit being addressed (European 
Commission, 2020w; CAHAI, 2020; Smuha, 2020). In this article, however, the focus 
lays on legal protection against AI’s societal harms. 

3.2 AI’s societal harm: common features and concerns 

The three examples referred to above—AI-based facial recognition, AI-based voter 
manipulation, and AI-based public decision-making—concern three different AI ap-
plications impacting (at least) three different societal interests: equality, democra-
cy and the rule of law. It is hence not possible, nor desirable, to reduce AI’s poten-
tial for societal harm to a monolithic concern. Nevertheless, an examination of the 
issues raised by such harm reveals some commonalities that are useful for the pur-
pose of a legal conceptualisation. 

First, in each case, a particular individual harm occurs and is typically safeguarded 
by an accompanying individual remedy for protection against such harm. In the 
first example, an individual’s right to non-discrimination is at play; in the second, 
an individual’s right to data protection; in the third, an individual’s right to good 
administration or a fair trial. Yet the potential breach of the right can often only be 

invoked by the individual concerned, not by a third party. 5 More importantly, the 
individual harm will often remain unnoticed given the opacity of the way in which 
AI systems are designed and operate. This opacity is often also accompanied by a 
lack of transparency of how AI systems are used by the product or service provider. 
As a consequence, it is not only difficult to be aware of the harm, but it may be 
even more difficult to demonstrate it and establish a causal link. I call this the 
knowledge gap problem. Moreover, even if there is awareness, the individual harm 
may be perceived as insignificant, or in any case as too small in proportion to the 
costs that may be involved when challenging it. Hence, the individual is unlikely 
prompted to challenge the problematic practice. I call this the threshold problem. 
Furthermore, as noted above, an individual can also consent to the practice or oth-
erwise acquiesce, hence seemingly waiving the opportunity to invoke a protective 

5. Article 80 of the General Data Protection Regulation, however, establishes a right for data subjects 
to mandate certain organisations to lodge a complaint with the national supervisory authority on 
their behalf. Furthermore, it also allows member states to provide that these organisations—inde-
pendently of a data subject's mandate—have the right to lodge a complaint with the authority if 
they consider that the data subject’s rights under the regulation were infringed. Hence, under this 
scenario, a third (specifically qualified) party could in fact undertake independent action. Neverthe-
less, this third party must still demonstrate that a data subject’s right was infringed. Evidence of in-
dividual harm thus remains a requirement, which complicates matters in case of potential consent 
or lack of knowledge. 
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right in exchange for perceived personal gains—thereby also undermining actions 
by third parties to invoke this right on their behalf. I call this the egocentrism prob-
lem. 

Second, in each case, in addition to individual harm, there is also an instance of so-
cietal harm, as adverse effects occur not only to the individuals directly subjected 
to the AI system, but to society at large too. In the third example, the integrity of 
the justice system is an interest shared not only by individuals appearing before a 
court, but also to those who never set a foot therein. This societal harm concerns a 
different interest than the individual harm. The harm suffered by an individual 
who faces discrimination, manipulation or an unjust judicial or administrative deci-
sion, is different than the societal harm of the unequal treatment of citizens, elec-
toral interference, or erosion of the rule of law. Nevertheless, the current legal 
framework primarily focuses on legal remedies for the individuals directly subject-
ed to the practice, rather than to ‘society’. 

Third, differently than individual or collective harm, societal harm will often mani-
fest itself at a subsequent stage only, namely over the longer term rather than in 
the immediate period following the AI system’s use. This gap in time—especially 
when combined with the opacity of the AI systems functioning and use—not only 
complicates the identification of the harm itself, but also of the causal link be-
tween the harm and the AI-related practice. An additional obstacle in this regard 
concerns the ‘virtual’ nature of the harm. In contrast with, for instance, the harm 
caused by a massive oil leak or burning forest, the societal harm that can arise 
from the use of certain AI applications is not as tangible, visible, measurable or 
predictable—which renders the demonstration of both individual harm and of col-
lective harm challenging. 

Fourth, societal harm typically does not arise from a single occurrence of the prob-
lematic AI practice. Instead, it is often the widespread, repetitive or accumulative 
character of the practice that can render it harmful from a societal perspective 
(Kernohan, 1993). This raises further obstacles. Thus, it may be challenging to in-
stil a sense of responsibility in those who instigate a certain practice, if it is only 
the accumulative effect of their action together with the action of other actors that 
causes the harm (Kutz, 2000). Moreover, this phenomenon also gives rise to the 
difficulty of the many hands-problem (Thompson, 1980; van de Poel et al., 2012; 
Yeung, 2019a). Besides the accumulative effects raised by a certain type of con-
duct, also the opacity of different types of (interacting) conduct by many hands can 
contribute to the harm and to the difficulty of identifying and addressing it (Nis-
senbaum, 1996). 
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In the context of the wide-spread use of AI systems, not one but three levels of 
this problem come to mind. First, at the level of the AI system, multiple compo-
nents developed and operated by multiple actors can interact with each other and 
cause harm, without it being clear which component or interaction is the direct 
contributor thereof. Second, at the level of the organisation or institution deploy-
ing the system (whether in the public or private sector), different individuals may 
contribute to a process in many different ways, whereby the resulting practice can 
cause harm. Last, this issue manifests itself at the level of the network of organisa-
tions and institutions that deploy the problematic AI application. The scale of 
these networks and their potential interconnectivity and interplay renders the 
identification of the problematic cause virtually impossible—even more so if there 
isn’t necessarily one problematic cause. A broadened perspective of AI-enabled 
harm is hence not only required at the suffering side, but also at the causing side 
of the harm. 

Finally, as was already alluded to above, the societal harm that can arise from the 
mentioned AI applications is not easily expressible in current human rights dis-
course (Yeung, 2019a). While a particular human right may well be impacted, a 
one-on-one relationship between such right and the societal harm in question can 
be lacking. This is related to the fact that many human rights embody an individu-
alistic perspective of harm. As Karen Yeung however clarifies, what is at stake is 
the destabilisation “of the social and moral foundations for flourishing democratic so-
cieties” which enable the protection of human rights and freedoms in the first 
place (Yeung, 2019a). Hence, our intuitive recourse to the legal remedies provided 
by human rights law in the context of AI’s harms will only offer partial solace. Fur-
thermore, even this partial solace is on shaky grounds, in light of what I denoted 
above as the knowledge gap problem, the threshold problem, and the egocentrism 
problem. 

By no means does this imply that human rights have become obsolete in this 
field—quite the contrary. As argued elsewhere, an overly individualistic interpreta-
tion of human rights overlooks the fact that most human rights also have a clear 
societal dimension, not least because their protection can be considered a societal 
good (Smuha, 2020). Moreover, in some cases, individual human rights have been 
successfully invoked to tackle societal challenges, such as for instance in the 2019 

Dutch Urgenda case 6. However, since in these cases a demonstration of individual 
harm is typically still required, this will not be a uniformly accepted or comprehen-

6. Staat der Nederlanden v Stichting Urgenda, Hoge Raad, 20 December 2019, 19/00135, 
ECLI:NL:HR:2019:2006. 
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sive solution. Accordingly, while human rights remain both an essential normative 
framework and important legal safeguard against AI-enabled harm, relying on 
their private enforcement may be insufficient (van der Sloot & van Schendel, 
2021). Policymakers assessing AI’s risks should hence broaden their perspectives 
as concerns both the analysis of harms and the analysis of legal gaps and reme-
dies. While this shift is starting to take place as regards privacy—which an increas-
ing number of scholars convincingly argued should be conceptualised in broader 
terms, as not just an individual but also a societal good (Lane et al., 2014; Cohen, 
2019; Véliz, 2020; Bamberger & Mayse, 2020; Viljoen, 2020)—it must be applied to 
the wider range of societal interests that can be adversely impacted by the use of 
AI. 

This broadened analysis is not only needed to better understand AI’s impact on so-
ciety. Instead, policymakers should also draw thereon when assessing the legal 
gaps in the current legislative framework and identifying measures to tackle those 
gaps. Given its specific features, addressing societal harm may require different 
measures than addressing individual or collective harm. Legal remedies that hinge 
solely on (collectives of) individuals who may or may not be able to challenge po-
tential right infringements will not always provide sufficient protection when soci-
etal interests are at stake, hence leading to a legal protection gap. Countering so-
cietal harm will also require ‘societal’ means of intervention to safeguard the un-
derlying societal infrastructure enabling human rights, democracy and the rule of 
law. Given the EU’s intentions to address some of the adverse effects generated by 
AI, in what follows, I take a closer look at what role EU law can play in tackling 
this legal protection gap. 

4. Countering societal harm: environmental law as a 
case study 

To answer the above question, I argue that inspiration can be drawn from a legal 
domain that is specifically aimed at protecting a societal interest: (EU) environ-
mental law. While a polluting practice or activity —whether undertaken by a public 
or private actor—is liable to cause individual harm, the interest to secure a clean 
and healthy environment is one that is shared by society at large. An individual 
living in city A might be unaware of, choose to ignore, or be indifferent to the pol-
luting practice. Yet the adverse effects that will ensue from the practice are likely 
to go over and above the individual or collective level, as it can give rise to harm 
also for people living in city B, country C and region D, and to future generations. 

Since a number of similarities exist between environmental harm and the societal 
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harms described above 7, the solutions provided by EU environmental law could 
be explored by analogy. Indeed, just as in the examples of societal harm raised by 
the use of AI, a period of time may lapse between a polluting practice and the tan-
gible manifestation of the environmental harm. Moreover, in many cases, a single 
instance of the polluting practice can be relatively benign, yet it may be the accu-
mulative or systemic nature of the practice that causes the environmental harm at 
the societal level. In addition, access to an effective legal remedy by individuals 
may be challenging when relying on individual rights, especially when individual 
harm is insignificant, difficult to demonstrate or unknown. 

Early on, however, environmental harm has been recognised as affecting a societal 
interest rather than a (mere) individual one. In other words: since the protection of 
the environment is important for society at large, it should not solely hinge upon 
the ability or willingness of individuals to go to court. As a consequence, mecha-
nisms have gradually been adopted in this area to enable ‘societal’ types of inter-

vention. 8 These mechanisms typically do not warrant the demonstration of indi-
vidual harm or the breach of an individual’s right, but can be invoked in the inter-
est of society. Moreover, given the acknowledgment that the interest is of societal 
importance, the protection provided is often focused on harm prevention ex ante 
rather than mere mitigation or redress ex post. Accordingly, a closer look at some 
of the mechanisms adopted in the context of environmental law could concretise 
what a shift in mindset from a mere individualistic to a societal interest perspec-
tive looks like. 

Just like matters relating to the internal market, the EU’s environmental policy is a 
shared competence between the Union and member states (O’Gorman, 2013; van 
Calster & Reins, 2017). It addresses a diverse range of issues falling under environ-
mental protection, from water pollution and sustainable energy to air quality. The 
first EU environmental intervention was primarily driven by an internal market log-
ic: if member states maintain different environmental standards for products and 
services, this can constitute an obstacle to trade within the EU single market. Fur-
thermore, the transboundary nature of the harm heightened the need for cross-
border action. Interestingly for our analogy, at that time, EU primary law did not 
contain an explicit legal basis for environmental policy and the Union instead re-

7. It can also be pointed out that a healthy environment is one of the societal interests that can be 
adversely affected by the use of data-driven AI systems, given the considerable energy consump-
tion they entail (Hao, 2019; Strubell et al., 2019). 

8. Some even argue that EU environmental law focuses too much on the societal dimension of the 
harm, and would benefit from the recognition of an individual right to environment (O’Gorman, 
2013). 
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lied on its general ‘internal market functioning’ competence (Langlet & Mahmoudi, 
2016). Such a legal basis was only created at a later stage, in the margin of subse-
quent Treaty revisions (currently reflected in Article 11 and Articles 191-193 

TFEU). EU environmental law is also heavily influenced by international law. 9 

My aim here is not to comprehensively discuss the numerous environmental direc-
tives and regulations that the EU adopted over the past decades, nor to argue that 
environmental law is a perfect model for (AI) regulation. Instead, I merely want to 
draw attention to the fact that the understanding of a problem as one that affects 
a societal interest also shapes its legal mechanisms. Here below I discuss three ex-
amples of protection mechanisms that merit attention. 

First, rather than relying on private enforcement only 10, environmental law has 
also enshrined several public oversight mechanisms to ensure that the actions of 
public and private actors alike do not adversely impact the environment. Such 
public oversight has for instance taken the shape of verifying compliance with the 
environmental standards adopted over the years through various legislative instru-
ments. One of the core merits of these standards concerns the creation of metrics 
and benchmarking of environmental performance, thereby ensuring common im-
pact measuring methods across Europe. Environmental aspects have also been in-
tegrated into European technical standardisation more broadly (European Commis-
sion, 2004). In addition, an important oversight mechanism was introduced 

through the obligation to conduct an environmental impact assessment (EIA) 11. 
Such assessment must be undertaken for all programmes and projects that are 
likely to have significant effects on the environment and is meant to ensure that 
the implications on the societal interest of a clean environment are taken into ac-
count before a decision is taken (Langlet & Mahmoudi, 2016). An essential ele-
ment of the assessment is public participation. This participation does not hinge 
on the risk of individual harm, but is meant to protect the interests of society at 
large. Besides raising broader awareness of the issues at stake, this process also 

9. For instance, and of relevance to the discussion on access to justice for societal interests, the UN-
ECE Convention on Access to Information, Public Participation in Decision-making and Access to 
Justice in Environmental Matters (Aarhus Convention), signed on 25 June 1998, had a substantial 
impact on EU environmental law. 

10. As raised above, the fact that individual rights do not provide comprehensive protection against en-
vironmental harm does not diminish their importance—and the importance of private enforcement 
mechanisms—to tackle such harm (see e.g. Burgers, 2020). Also in the context of AI, public enforce-
ment should be seen as complementary to (rather than substituting) private enforcement (see in 
this regard also Kaminski, 2019). 

11. In this regard, two directives are of particular importance, namely Directive 2011/92/EU, known as 
the “Environmental Impact Assessment” (EIA) Directive, and Directive 2001/42/EC, known as the 
“Strategic Environmental Assessment” (SEA) Directive. 
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enhances both the transparency and accountability of decision-making processes 
(O’Faircheallaigh, 2010). 

Second, public monitoring mechanisms have been put in place, for instance 
through the establishment of the European Environmental Agency (EEA). The 
agency’s task is to provide independent information on the environment for all 
those developing, adopting, implementing and evaluating environmental poli-
cy—as well as to society at large. It works closely together with national environ-
mental agencies and environmental ministries, and with the European environ-

ment information and observation network (Eionet). 12 Such public monitoring not 
only ensures that potential adverse effects on the environment are kept track of, 
but it also contributes to narrowing the knowledge gap, in light of the fact that 
most members of society—including public bodies—often lack the expertise to 
make such an analysis by themselves. 

Third, a number of procedural rights were introduced with a clear ‘societal’ dimen-
sion, as they can be relied upon by all members of society without the need to 
demonstrate (a risk of) individual harm (Anton & Shelton, 2011; van Calster & 
Reins, 2017). Three of these—introduced through the respective three pillars of the 
Aarhus convention—can be pointed out in particular. First, everyone has the right 
to access environmental information held by public authorities, without a need to 
justify the access request (Krämer, 2012; Madrid, 2020). This includes information 
not only on the state of the environment, but also on policies or actions that were 
taken. In addition, public authorities are required to actively disseminate such in-
formation. Second, a right to public participation in environmental decision-mak-
ing was established. Public authorities have an obligation to ensure that members 
of society can comment on environment-related decisions—such as the approval of 
projects or plans that can affect the environment—and these comments must be 
taken into account by the decision-maker. Information must also be provided of 
the final decision taken, including the reasons or justification—hence ensuring ac-
countability and opening the door to challengeability. Third, an ‘access to justice’ 
right was created (Poncelet, 2012; Hadjiyianni, 2021), which provides all members 
of society with the right to challenge public decisions that were made without re-
specting the two other rights, or without complying with environmental law more 

generally. 13 Since this right can also be invoked by those who are indirectly im-

12. Besides the 27 EU member states, Eionet also counts Iceland, Liechtenstein, Norway, Switzerland, 
Turkey and the six West Balkan countries. 

13. While this right has been established in theory, in practice it can however be noted that various ju-
risdictions - including the European Union itself - did not fully implement it, raising quite some 
criticism (Hadjiyianni, 2021). See also the findings and recommendations of the UN committee 
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pacted by the potentially harmful actions, they can be considered as societal rights. 

5. Lessons for EU policymakers 

Given the parallels identified between environmental harm and (other) harms po-
tentially caused by the use of AI systems, policymakers aiming to address the legal 
protection gap arising from the overreliance on individual remedies can draw in-
spiration from the above mechanisms. These mechanisms exemplify how the in-
clusion of societal remedies can complement individual routes for redress and 
thereby broaden and strengthen the protection of societal interests. When trans-
lated to the context of AI, the following lessons can be drawn. 

First, for those AI-applications that can adversely affect societal interests, EU poli-
cymakers should consider the introduction of public oversight and enforcement 
mechanisms. Rather than solely relying on those individuals who are able and 
willing to go to court and challenge an infringement of their individual rights, the 
onus can be shifted to developers and deployers of AI systems to comply with cer-
tain obligations that are subjected to public scrutiny (Yeung, 2019a). Mandatory 
obligations should not merely reiterate the need to comply with human rights, but 
should introduce specific process or outcome-oriented standards tailored to the 
societal interest at stake (van der Sloot & van Schendel, 2021). Moreover, they 
should allow organisations to demonstrate compliance with these standards, for 
instance through audits and certifications—without losing out of sight the limita-
tions of algorithmic auditing (Burrell, 2016; Ananny & Crawford, 2016; Galdon 
Clavell et al., 2020). Public enforcement can take various forms, from a centralised 
to a decentralised approach, and at national or EU level—or a hybrid set-up. The 
sensitivity of the societal interest at stake, the expertise and resources required for 
effective oversight, and the legal basis that will be relied upon, are all factors that 

will influence the enforcement mechanism’s shape. 14 

overseeing compliance with the Aarhus Convention, published in 2017, concluding that the EU did 
not fully comply with its obligations on access to justice, accessible at: https://unece.org/fileadmin/
DAM/env/pp/compliance/CC-57/ece.mp.pp.c.1.2017.7.e.pdf. 

14. It can be noted that, to some extent, inspiration can also be drawn from the GDPR (Kaminski, 
2019). Despite its predominantly individualistic focus as described above, the GDPR does not en-
tirely lay the onus on the individual, but sets out a number of mechanisms for public oversight (for 
instance by virtue of the role assigned to national data protection authorities) and for accountabili-
ty (for instance by virtue of transparency obligations upon personal data controllers and proces-
sors) (Hoofnagle et al., 2019). While the individual, collective and societal risks raised by AI can cer-
tainly not be reduced to a personal data protection problem, the GDPR currently does function as 
one of the most relevant pieces of legislation to regulate AI (Hänold, 2018; Wrigley, 2018), and 
could provide further lessons in this context. 
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An additional element to consider concerns the introduction of mandatory ex ante 
impact assessments —modelled to the existing environmental impact assessments 
or data protection impact assessments—for AI applications that can affect societal 
interests. Importantly, this assessment should not only focus on the impact of the 
AI system’s use on human rights, but also on broader societal interests such as 
democracy and the rule of law (CAHAI, 2020). AI developers and deployers would 
hence need to anticipate the potential societal harm their systems can generate as 
well as rationalise and justify their system’s design choices in light of those risks. 
For transparency and accountability purposes, the impact assessments should be 
rendered public. Policymakers could provide further guidance as regards the as-
sessment’s format, scope and methodology. Furthermore, where AI projects can 
have a considerable impact on societal interests—especially in the public sector, 
but potentially also in private settings that have de facto become part of the public 
sphere—societal participation in the assessment process should be foreseen, anal-
ogously to the way this right exists in environmental impact assessments. 

Concretely, a public administration that considers implementing an AI system in its 
public decision-making processes would be required to conduct a human rights, 
democracy and rule of law impact assessment prior to designing or procuring the 
system. This assessment would be published, for instance on the administration’s 
website, and all interested stakeholders would be able to provide feedback on the 
assessment to ensure its comprehensiveness. When ultimately greenlighted, the 
system would need to be designed in a way that adheres to certain standards and 
obligations, for instance in terms of documentation and logging, verification of un-
just bias, or accuracy and robustness. Finally, once deployed, the system should be 
regularly evaluated, independently auditable, and the necessary information to 
carry out such audits - or at the very least the outcomes of the independent audi-
tor’s report—should be made available to the public. 

Second, EU policymakers should consider establishing a public monitoring mecha-
nism—for instance by mandating an existing or new agency—to map and gather 
information on the potential adverse effects of AI systems on specific societal in-
terests. Just like the European environmental agency is providing information 
about the state of the environment, there is a need to assess and disseminate in-
dependent and impartial information about the impact of AI systems on various 
societal interests—and in particular on society’s normative and institutional infra-
structure—both in the short and in the longer term. This information can not only 
help bridge the knowledge gap stemming from information asymmetries between 
AI deployers and AI affectees, but it can also inform the public on how the accu-
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mulative and systematic deployment of certain AI systems might affect societal in-
terests. In turn, societal actors—from policymakers to civil society organisa-
tions—can use this information to raise awareness of the issues at stake, improve 
policies, and assess whether the protective measures adopted achieve their objec-
tives. 

Importantly, monitoring mechanisms will need to rely on specific metrics and cri-
teria to measure and assess potential (adverse) effects of certain uses of AI. Yet ob-
taining these metrics can be a challenge when it concerns more abstract interests 
such as the rule of law or societal freedom. Given that AI’s societal harms often 
manifest themselves in an intangible manner, they herein diverge from typical en-
vironmental harms (like oil spills or air pollution) which can more easily be mea-
sured and monitored. This is also relevant when setting compliance standards, 
which require verifiable criteria. That said, even ‘abstract’ interests like the rule of 
law can be broken down into more concrete elements that each have an effect on 
its overall vitality. Inspiration can, for instance, be drawn from the World Justice 
Project’s Rule of Law Index (World Justice Project, 2020) or the European Commis-
sion’s first Rule of Law Report (European Commission, 2020b), in which the rule of 
law situation in various countries is assessed based on their respective systems 
and policies. Establishing appropriate frameworks and methodologies to map and 
evaluate the impact of AI systems on specific societal interests could be an impor-
tant task for any future monitoring entity, and constitute a useful input for evi-
dence-based AI policies. 

Third, EU policymakers should consider strengthening procedural societal rights in 
the context of AI. These could include a right to access information held by public 
authorities on publicly used AI systems, without a need to justify the access re-
quest. As indicated above, such rights should go beyond existing access to docu-
ment rights and ideally also enable citizens, researchers, civil society organisa-
tions, media and other interested parties to audit the system, all the while respect-
ing applicable privacy laws and justifiable public interest exceptions like national 
security. Certain pieces of information could also be required to be made available 
proactively. Importantly, given the public sector’s heavy reliance on private actors 
as regards AI systems and their underlying data, this right should also apply when 
AI systems are procured from private actors (Crawford & Schultz, 2019). In addi-
tion, a right to societal participation in public decision-making on AI-related pro-
jects could be established. For instance, when a public authority considers procur-
ing, developing or deploying an AI system for a public service in a manner that 
risks affecting a societal interest, members of society could be given the opportu-
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nity to comment on this project and to receive information—and a justifica-
tion—about the decision taken. This will not only enhance accountability for the 
use of AI systems in public services, but can also help ensure that the potential ad-
verse impacts on society are more comprehensively anticipated and mitigated 
through stakeholder participation. Last, a societal ‘access to justice’ right could be 
introduced, providing all members of society—without the need to demonstrate in-
dividual or collective harm —the right to challenge public decisions that were 
made without completing a comprehensive impact assessment, complying with 
societal participation rights, or adhering to the laws and standards applying to the 
use of AI systems more generally. 

Finally, it should be explored whether these societal rights could also be rendered 
applicable when AI systems are not deployed by public authorities, but in private 

settings where their use nevertheless significantly affects a societal interest. 15 

Certainly, the legitimate interests of private commercial actors, such as business 
secrets or intellectual property rights, should be respected. Simultaneously, how-
ever, an argument can be made for the introduction of societal information, partic-
ipation and justice rights also in those situations where AI systems are used in a de 
facto public environment—such as social media platforms that became part of the 

public sphere—and hence shape society’s infrastructure. 16 

It can be noted that these mechanisms need not be established through one 
catch-all AI regulation. AI’s (societal) harms are manifold and can manifest them-
selves differently in specific contexts. Depending on the interest and domain at 
stake, mechanisms to counter them might require a tailored approach that comple-

15. Evidently, if the existence of a potential adverse impact on a societal interest dictates the applica-
bility of the above rights, an adequate delineation of ‘societal interests’ becomes pressing. There is 
no sui generis definition of a ‘societal interest’ under European Union law. Nevertheless, primary EU 
legislation does offer some clues about the societal interests that the EU legal order upholds. Arti-
cle 2 of the Treaty on European Union (TEU), for instance, lists the European Union’s values, which 
both EU institutions and EU member states must comply with. These concern “respect for human 
dignity, freedom, democracy, equality, the rule of law and respect for human rights, including the 
rights of persons belonging to minorities”, which are “common to the Member States in a society in 
which pluralism, non-discrimination, tolerance, justice, solidarity and equality between women and 
men prevail.” Of course, the fact that the EU Treaties express some of the EU’s societal interests 
does not mean that the Union automatically has the competence to take legal action in this field. 
The Union’s competences are limited to those specifically conferred to it by the member states and 
are exhaustively listed in the Treaties. 

16. The concern for societal harm caused by this type of private actors seems to be one of the main dri-
vers behind the European Commission’s proposed Digital Services Act. See for instance recital 94: 
‘Given the importance of very large online platforms, in view of their reach and impact, their failure to 
comply with the specific obligations applicable to them may affect a substantial number of recipients of 
the services across different Member States and may cause large societal harms, while such failures may 
also be particularly complex to identify and address.’ 
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ments (existing or new) horizontal regulation. The role of existing bodies, institu-
tions and agencies should in this regard also be considered, both as regards rele-
vant sectors and as regards relevant interests. For instance, when it comes to mon-
itoring AI’s impact on societal interests, policymakers would need to assess 
whether the establishment of a new entity that bundles expertise to examine a 
range of interests is warranted, or whether instead reliance on (existing) spe-
cialised entities—from equality bodies and data protection authorities to sectoral 
agencies—is preferred. 

6. The Commission’s proposal for an Artificial 
Intelligence Act: a brief evaluation 

On 21 April 2021, the European Commission published a proposal for an EU regu-
lation on Artificial Intelligence, the so-called Artificial Intelligence Act (European 
Commission, 2021). The proposal has the dual aim of safeguarding individuals’ 
fundamental rights against AI’s adverse effects, as well as harmonising member 
states’ rules to eliminate potential obstacles to trade on the internal market. To 
reach this aim, a new AI-specific legal regime is introduced, complementing rules 
that already apply in a technology-neutral manner (such as, for instance, the 
GDPR). The proposal distinguishes different categories of AI: (1) prohibited appli-
cations, which cannot be deployed unless certain exceptions apply (Title II), (2) 
high-risk AI systems, which need to comply with mandatory requirements prior to 
their placement on the market or their deployment (Title III), (3) applications that 
require transparency measures regardless of their risk-level (Title IV) and (4) appli-
cations that are not considered as high-risk AI systems, but may be subjected to 
voluntary codes of conduct that reflect similar requirements (Title IX). 

Much can be said about the proposed regulation’s strengths and weaknesses, yet it 
goes beyond the scope of this paper to conduct a detailed analysis of whether it 
strikes the right balance and provides adequate protection against the various 
harms that the use of AI systems can raise. However, bearing in mind the three 
types of societal protection mechanisms suggested above to counter AI’s societal 
harm, in what follows, a brief assessment is made of the extent to which the pro-
posal takes these mechanisms into consideration. 

First, the proposal can be commended for introducing a public oversight and en-

forcement framework for high-risk AI applications. 17 This signals that the need for 

17. It can be noted that this is in line with the proposal for a Digital Services Act, which also covers the 
use of certain AI systems on online platforms and which likewise establishes a public oversight 
mechanism, thus recognising the societal interests at stake. Interestingly, in the recitals of this pro-
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adequate safeguards against AI’s risks is a matter of importance to society at large, 
and not only for the potentially harmed individuals or collectives. The proposal 
thus bridges an important protection gap by shifting the burden from individuals 
to independent national supervisory authorities to ensure that a set of essential 
rules are respected. In this regard, the introduction of prohibitions and ex ante re-
quirements in terms of data quality, transparency and accountability for high-risk 
AI systems, the possibility to conduct independent audits, and the threat of sub-
stantive fines are important contributors. Moreover, a publicly accessible EU data-
base of stand-alone high-risk AI systems will be established, managed by the Eu-
ropean Commission, which can increase public transparency. At the same time, 
however, some caveats can be made. 

As of today, many of the proposed requirements—for instance in terms of data 
quality or human oversight—still lack uniform implementation standards, which 
renders it difficult to assess their compliance in a non-arbitrary fashion. This is es-
pecially important considering that enforcement is organised at the national level, 
which raises the risk that different protection standards may be applied by the dif-
ferent national supervisory authorities, and that citizens across the EU may not be 

equally protected 18 (in addition to the risk that not all authorities will be 
equipped with sufficient resources to fulfil their task, reminiscent of the problems 

faced in the context of the GDPR). 19 It can also be questioned whether the list of 
high-risk AI applications is sufficiently comprehensive, and whether some of those 
applications should not rather undergo an ex ante authorisation process by an in-
dependent authority, rather than solely facing the possibility of ex post con-
trol—especially in public contexts. In addition, while conducting a risk assessment 
seems to be required for high-risk AI systems, these assessments are not rendered 
public, nor is there a possibility for society to provide feedback thereon. Only na-
tional authorities seem to be able to request access to the AI systems’ (assess-
ment) documentation. Finally, neither citizens nor civil society organisations are 
granted the right to file a complaint with the national supervisory authority in case 
they suspect non-compliance with the regulation. In other words, the shift from 

posal, explicit use is made of terms like ‘societal harm’, ‘societal risks’ and ‘societal concerns’, albeit 
without precisely defining what is meant therewith. 

18. It can however be noted that a European Artificial Intelligence Board will be established with rep-
resentatives of the national supervisory authorities, which will serve inter alia to “contribute to uni-
form administrative practices in the member states”, as per the proposed Article 58 of the regula-
tion. 

19. Consider in this regard the report published by Access Now in May 2020, in which the lack of ade-
quate resources for certain data protection authorities is highlighted. The report is accessible at: 
https://www.accessnow.org/cms/assets/uploads/2020/05/Two-Years-Under-GDPR.pdf. 
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private to public enforcement might arguably have been taken somewhat too far 
since the regulation appears to rely entirely on national authorities without envis-
aging any role for society. There is, however, no reason why both could not act in a 
complementary or cooperative manner. 

Second, it can be noted that the proposed regulation does not explicitly provide 
for a public monitoring mechanism to map and disseminate independent informa-
tion on the potential (adverse) effects of AI systems on specific societal interests, 
such as equality or the rule of law. The establishment of market surveillance author-
ities is proposed to monitor compliance with the regulation’s requirements, yet at 
first sight these authorities are not meant to research, or collect information on, 
the societal impact that the implementation of AI—for instance in public infra-
structures—could generate over the longer term. And while the aforementioned EU 
database could certainly increase transparency about existing stand-alone high-
risk AI systems, it still does not fit the bill of the second societal protection mecha-
nism outlined in the chapter above. At this stage, it remains to be seen whether 
the proposed European Artificial Intelligence Board – which will be chaired by the 
Commission and composed of the national supervisory authorities as well as the 

European Data Protection Supervisor – could play a role in this regard. 20 

Third, as regards the introduction of procedural rights with a societal dimension, 
the proposed regulation is entirely silent. In fact, the drafters of the proposal seem 
to have been very careful not to establish any new rights in the regulation, and on-
ly impose obligations. This means that, if an individual wishes to challenge the de-
ployment of an AI system that breaches the requirements of the regulation or ad-
versely affects a societal interest, she will still need to prove individual harm. As 
already mentioned above, she will also not be able to lodge a complaint with the 
national supervisory authority to investigate the potentially problematic prac-
tice—unless the national authority decides to provide this possibility on its own 
motion. Besides the lack of an access to justice right, the proposed regulation also 
does not provide for an access to the information right or a right to societal partic-
ipation in public decision-making on AI related projects. 

Finally, and more generally, it is clear that the proposal remains imbued by con-
cerns relating almost exclusively to individual harm, and seems to overlook the 
need for protection against AI’s societal harms. This manifests itself in at least four 
ways: (1) the prohibition of certain manipulative AI practices in Title II are careful-

20. While not explicitly mentioned in the proposal, it can be noted that the European Commission al-
ready announced its intention to establish an expert group that could contribute to the European 
Artificial Intelligence Board’s work. 
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ly delineated so as to require individual harm—and in particular, “physical or psy-

chological harm” 21—thus excluding the prohibition of AI systems that cause soci-
etal harm; (2) as regards the high-risk systems of Title III, their risk is only as-
sessed by looking at the system in an isolated manner, rather than taking into ac-
count the cumulative or long term effects that its widespread, repetitive or sys-
temic use can have; (3) the Commission can only add high-risk AI systems to the 
list of Annex III in case these systems pose “a risk of harm to the health and safety, 

or a risk of adverse impact on fundamental rights” 22, thus excluding risks to societal 
interests; (4) certain AI practices that are highly problematic from a societal point 

of view—such as AI-enabled emotion recognition 23 or the AI-enabled biometric 

categorisation of persons 24—are currently not even considered as high-risk. 

In sum, while the Commission’s proposal constitutes a firm step towards enhanced 
protection against AI’s adverse effects, it does not fully reflect the societal dimen-
sion thereof. Moreover, it does not provide a role for societal actors to challenge 
the way in which AI systems can cause societal harm, whether by ensuring the col-
lection of and access to relevant information, granting the possibility to give feed-
back and participate in public decision-making, or facilitating access to justice. 
One can wonder whether this is not a missed opportunity, given the importance of 
the interests at stake. At the same time, as mentioned previously, mechanisms to 
counter AI’s societal interests need not be tackled in a single regulation, but may 
well be established or strengthened through various actions. Moreover, it should 
be kept in mind that this proposal is subject to change, as both the European Par-
liament and the Council of the European Union will now have the opportunity to 

propose alterations. 25 In other words, there is still scope for further improvement, 
and it can be hoped that EU policymakers will place the societal dimension of AI’s 
harm more prominently on their radar. 

21. See in this regard Article 5(1)(a) and (b) of the proposal. 

22. See in this regard Article 7 of the proposed regulation. 

23. The only exception concerns AI systems intended to be used by public authorities “as polygraphs 
and similar tools or to detect the emotional state of a natural person” either in the context of migra-
tion, asylum and border control management, or in the context of law enforcement. See in this re-
gard Annex III, point 6(b) and 7(a). 

24. The insertion of “biometric categorisation of natural persons” in the title of Annex III, point 1, does 
appear to indicate that the Commission could include such systems as ‘high-risk’ upon a revision of 
this Annex at a later stage, if this inclusion can be justified pursuant to Article 7 of the proposal. 

25. The proposed regulation, relying on articles 16 and 114 of the Treaty of the Functioning of the Eu-
ropean Union as its legal basis, will in principle need to be adopted through the ordinary legisla-
tive procedure. 
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7. Conclusions 

The development and use of AI applications risks not only causing individual and 
collective harm, but also societal harm—or wrongful setbacks to societal interests. 
The societal impact of AI systems is increasingly acknowledged, yet the fact that it 
cannot always be equated with the sum of individual harms often still remains 
overlooked. As a consequence, policymakers aiming to analyse legal gaps in the 
legislative framework applicable to AI systems and other data-driven technologies 
often fail to account for this discrepancy, and thereby also pay insufficient atten-
tion to the legal protection gap arising from an overreliance on individual reme-
dies to safeguard adversely affected societal interests. 

I argued above that, even in those circumstances when a specific human right 
could be invoked in a context where societal harm ensues—for instance because 
an individual’s right to data protection or right to non-discrimination has been in-
fringed—there is still a risk that this opportunity runs aground. First, the individual 
may not know that a right was infringed, as many AI systems operate in a non-
transparent manner (the knowledge gap problem). Second, the individual could be 
aware of and opposed to the practice, but the individual harm may be dispropor-
tionately small compared to the effort and resources it would take to challenge 
the practice in court—even if the societal harm arising therefrom may be signifi-
cant (the threshold problem). Third, the individual may have consented to the use of 
her personal data or to the use of the AI system, for instance in exchange for a par-
ticular service, and might be unaware of—or unbothered by—the fact that this ac-
tion may subsequently cause societal harm (the egocentrism problem). 

To bridge the legal protection gap that leaves societal interests vulnerable to AI-
enabled harm, I argue that policymakers should shift their perspective from an in-
dividualistic one to a societal one, by recognising the societal interests threatened 
by the use of AI as sui generis interests. This means that AI’s adverse effects on so-
cietal interests should not only be included in AI-related harm analyses, but also 
in proposals for new legislation. Such legislation could help counter societal harm 
more effectively by introducing legal remedies with a societal dimension. Drawing 
on the domain of environmental law, which aims to protect one of the most recog-
nised societal interests, several such mechanisms were identified. While the Euro-
pean Commission’s proposal for an AI regulation seems to head into the right di-
rection by introducing a public oversight structure for certain AI applications, the 
proposal does not incorporate the proposed societal mechanisms to bridge the le-
gal protection gap as regards AI’s societal harm and could benefit from further im-
provement. 
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To conclude this article, five caveats merit being spelled out at this stage, and can 
at the same time be read as a future research agenda. First, it has been stressed 
that a very diverse set of societal interests can be adversely impacted by the use of 
AI systems. Hence, a one-size-fits-all approach to tackle AI’s societal harms is un-
likely to succeed. While some mechanisms can contribute to the protection of sev-
eral societal interests, other interests may require more tailored solutions. 

Second, it should be borne in mind that AI systems are but one technology 
amongst many others, and that the societal harm their use might generate will not 
always be unique to their features. Indeed, many societal risks are not specific to 
AI, and it may be counterproductive to treat them as such (Smuha, 2021). As a con-
sequence, in some instances, introducing societal remedies that are not necessarily 
AI-specific—while nevertheless covering the harm they raise—could be more effec-
tive. 

Third, the above overview of environmental legislation only focused on three types 
of legal mechanisms and should not be understood as an exhaustive parallel; oth-
er mechanisms could also provide inspiration. At the same time, the broad nature 
of the above overview also means it did not contain an analysis of how these 
mechanisms fall short, yet it is certainly not argued that they are infallible, nor is it 
argued that the analogy between AI’s societal harm and environmental harm al-

ways stands. 26 Instead, my primary aim is drawing attention to their underlying 
societal logic. 

Fourth, the specific shape and scope of potentially new legal mechanisms, as well 
as the feasibility of introducing them at the EU level, will rely on the legal basis 
that can be invoked—which will in turn also determine if they can withstand the 
subsidiarity and proportionality test. As noted above, at this stage, it remains to be 
seen whether the legal basis that the Commission’s regulatory proposal for AI re-
lies on, is in fact appropriate to counter AI’s societal impact beyond interests relat-
ed to personal data protection issues or internal market issues. 

Last, the role of EU member states—and their potential desires to maintain juris-
dictional competence to assess and address AI’s impact on societal interests—will 
also need to be considered. Although, in principle, all member states adhere to the 
values set out in Article 2 TEU, in practice, their cultural and political interpreta-
tions of these values can at times diverge. The degree of this divergence will be an 

26. Consider, for instance, the difference in terms of tangibility between societal harms raised by AI and 
societal harms of environmental nature—and hence also in terms of measurability, quantifiability 
and verifiability. 
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important factor in the process to adopt EU-wide policies in this domain. 

Regardless of these caveats, societal interests will not be adequately protected as 
long as policymakers do not look beyond the individual when analysing the short-
comings of the current legal framework. They should hence shift their perspective 
by including an assessment of AI’s potential to cause societal harm, and ensure ef-
fective governance mechanisms to tackle it. This paper aims to contribute to such 
assessment. 
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