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Abstract: The public sphere needs an ‘ecosystem of trust’ which could set out objectives of re-usage 
of data for the common good while protecting individual rights. This study analyses the emerging 
models of data governance through the lenses of science and technology studies (STS), critical data 
studies (CDS), and institutional economics, investigating which data governance model creates 
conditions for data stewardship guided by European values and rights. We critically examine two 
prominent, yet highly arguable, paradigms related to data, asserting that the systemic level of data 
assemblage must be re-conceptualised to reject the data-as-a-commodity view and take public 
interest into consideration. For data stewardship to achieve its goals, it is necessary to consider the 
inherent properties of data as commons, in the sense of a common-pool resources (CPR) 
framework. Therefore, we point towards public data commons as the model that is best suited to 
secure European rights and values while increasing data sharing at the same time. The design of 
such public data commons is the challenge of our time. 
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This paper is part of Governing “European values” inside data flows, a special issue of 
Internet Policy Review guest-edited by Kristina Irion, Mira Burri, Ans Kolk, Stefania Milan. 

1. Introduction 

Once only a grim reality envisioned by alarmists, the struggle over data has be-
come a daily challenge and a leading topic in contemporary public debate. This 
struggle encompasses both personal data, which can be used to identify a person, 

as well as non-personal data 1. The proposal of a digitally inclusive society 2 is un-
der threat from unrestrained, highly disruptive developments in the fields of data 
extraction, algorithmic profiling, and the training of artificial intelligence (AI) on 
troves of big data (Isin & Ruppert, 2015). This new digital economy is described in 
a variety of ways: as a cognitive capitalism, where a systematic process of privati-
sation of information in different forms allows for maximisation of profits 
(Bauwens et al., 2019; Fumagalli et al., 2019), as a data colonialism, in which data 
is used to subjugate and transform social relations (Couldry & Mejias, 2019), or as 
a form of surveillance capitalism, in which various technological apparatuses mon-
itor humans and try to predict and control human behaviour for the sake of profit 
(Zuboff, 2019). Regardless of the theoretical approach, the key assumption that 
current data mining practices are failing individuals and society remains at the 
heart of the problem. 

A stark example of governance failures is the collaboration between Alphabet’s 
DeepMind Health and Royal Free NHS Foundation Trust (Powles & Hodson, 2017; 
Winter & Davidson, 2019). Details about 1.6 million patients have been provided 
with inadequate efforts to secure data protection and usage clarity, thus resulting 
in a (legally ambiguous) violation of contextual integrity (Nissenbaum, 2010). Yet 
another consequence was significant value leakage to a private company, Google, 
which has become the largest collector of health and patient data worldwide. In 
this respect, one can speculate that Google bought DeepMind to get to the NHS 
data, and not just for its programming and development skills (Nemitz & Pfeffer, 
2020). 

On the other hand, an insufficient level of data sharing remains a key challenge for 
innovative organisations, especially when the data of private actors is examined in 

1. In this paper, the term data includes both of these categories, with differentiation as necessary. 

2. Understood as a society in which public interest guides usage of data and allows for the emergence 
of equal digital citizens. See, Isin & Rupper, 2015. 
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areas linked to provisioning of public services (Hofheinz & Osimo, 2017). Accord-
ing to Mitchell and Brynjolfsson (2017), new types of public-private partnerships 
should be installed, including tools to incentivise the collection of data for use in 
the public interest. The pooling of such data is still rare in public administrations 
or trustworthy intermediaries, which fails to capture value for public benefit. Simi-
larly, the debate on how to “unlock private data for good” begins with creating 
conditions for access to private data, in order to achieve legitimate public policy 
goals (Alemanno, 2018). 

Although efforts are made to disrupt the highly intrusive processes of data mining 
and datafication, these efforts have largely consisted of bottom-up activism, un-
likely to scale and stabilise in an arrangement that leverages the digital economy 
for public purposes (Beraldo & Milan, 2019). Therefore, the public sphere needs an 
‘ecosystem of trust’ (Mulgan & Straub, 2019), which could achieve objectives such 
as citizen empowerment, improvement of public welfare, or re-usage of data for 
the common good; all while safeguarding individual rights. Such governance is 
most notably the aim of the European Union (EU), seeking to align the develop-
ment of technology with a set of core values constitutive for European society. Pri-
or efforts to regulate transnational data flows exposed the insufficient scope of 
the European legal regime compared to Brussels’ normative objectives. Hence the 
growing necessity for a comprehensive data governance framework, effectively en-
forcing European values and rights, where they apply, even beyond the EU territory. 

In light of the context framed above, the key research question posed by this paper 
is: which data governance model creates conditions for data stewardship guided 
by European values and rights? The analysis is largely informed by science and 
technology studies (STS), critical data studies (CDS) and institutional economics, 
specifically common-pool resources (CPR) theory. A constitutionalist perspective 
has been adopted with regards to European rights and values. 

The article begins with an overview of current challenges in the European legal 
system with regards to data. Subsequently, it presents four data governance mod-
els conceptualised through a data infrastructure lens and critically examines two 
prominent, yet highly arguable, paradigms related to data. The following section 
scrutinises the current understanding of data commons and their stewardship, ar-
guing that public data commons are best positioned to secure European values 
and rights, while increasing data sharing. Given a strong legal mandate for such a 
model, whether it succeeds depends largely on mechanisms governing access/ex-
cludability and power asymmetries of participating actors. The conclusion sum-
marises the results and opens space for further investigation. 
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The article aims to contribute not only to academic discussions, but also to con-
temporary policy considerations. It is especially relevant in the context of the Eu-
ropean quest for technological sovereignty and considering the impact of data-dri-
ven technologies (such as AI) on human rights (Council of the European Union, 
2020; European Commission, 2020a). The digital indeed has a constitutive role in 
the current phase of European integration, which the European Commission has 
reaffirmed with its Data Strategy (European Commission, 2020b) and the subse-
quent proposal of Data Governance Act (European Commission, 2020c). We invite 
scholars to study the conditions, tools and design principles which will aid in the 
establishment of common European data spaces and comprehensive data-sharing 
framework which serve the public interest. 

2. European rights and values in the context of data 

2.1. Constitutive values and rights of the European Union 

Present primary and secondary law in the EU provide a rich texture of rights and 
values for data, as well as balances between them. Many of the past and present 
discussions on the ethics of AI or digital charters of rights seem to reinvent the 
wheel as to basic rights and values. It is sometimes conveniently ignored that in 
the constitutional and legal history of Europe the values and rights on which there 
is consensus have been identified and set down in a binding way, in processes 

which carry higher legitimacy than any of the present debates on ethics in AI. 3 

Thus, the challenge today is not to re-invent catalogues of values and potential 
rights, but to actualise and make operational the rights and values which have al-
ready been laid down in the rich texture of European Law—from anti-discrimina-

tion acquis to data protection. 4 

However, European rights and values are not limited to individual rights. Indeed, 
the values of European constitutionalism, most notably the triad of human rights, 
rule of law, and democratic procedures, encompass collective rights and guaran-
tees of institutions. Article 2 of the Treaty on EU also acknowledges values that re-
fer to economic conditions and societal relations, such as equality, solidarity, and 
tolerance (European Union, 1992/2002). Both individual and collective rights, as 

3. For example, compare initiatives such as the Charter of Digital Rights championed by the Por-
tuguese Presidency in the Council of the EU to the Charter of Fundamental Rights of the European 
Union. 

4. See the Presidency Conclusions on the Charter of Fundamental Rights in the context of Artificial In-
telligence and Digital Change (Council of the European Union, 2020, p. 3): “We want to ensure that 
the design, development, deployment and use of new technologies uphold and promote our com-
mon values and the fundamental rights guaranteed by the EU Charter of Fundamental Rights”. 
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well as institutions, erode in a regime where regulators fail to act in the public in-
terest by enforcing the law as it stands (Nemitz, 2018). In this context, it is critical 
to understand how these rights and values are balanced within the data economy, 
with data protection as the benchmark. 

The protection of personal data and, therefore, of data belonging to identified or 
identifiable individuals, has often been labelled a priori as overriding and this ap-
proach can be read as a consequence of the fact that an imbalance exists between 
the power of entities (whether business entities or not) that process and have ac-
cess to large amounts of personal data, and the power of the individuals to whom 
that personal data belongs to control their information (European Union Agency 
for Fundamental Rights, 2018). However, it must be recognised that the fundamen-
tal rights to privacy and protection of personal data are not absolute rights and 
can be restricted by law under certain conditions. Both the European Court of Hu-
man Rights and the Court of Justice of the European Union (CJEU) have consistent-
ly held that a balance of the fundamental rights to privacy and protection of per-
sonal data with other rights is necessary in the application and interpretation of 
Article 8 ECHR and Articles 7 and 8 of the EU Charter of Fundamental Rights 
(Court of Justice of the European Union, 2008, 2011; European Court of Human 
Rights, 2012). 

2.2. The challenges of balance and enforcement 

A balance must be struck between these fundamental rights and other EU values, 
human rights, and public and private interests, to ensure basic rights such as social 
rights, freedom of expression, freedom of the press, or freedom of access to infor-
mation. By way of example, the GDPR (General Data Protection Regulation) explic-
itly requires EU member states to reconcile by law the right to the protection of 
personal data with the right to freedom of expression and information, including 
for journalistic, academic, artistic, or literary purposes. 

Specifically, it asks to “adopt legislative measures which lay down the exemptions 
and derogations necessary for the purpose of balancing those fundamental rights” 
(see Recital 153 GDPR). However, nothing stands in the way of the same legislator, 
in full respect of the Charter of Fundamental Rights and the Treaties, adjusting this 
balance in later legislation. In this context, the European Data Protection Supervi-
sor (EDPS) has issued several opinions (Wiewiórowski, 2019), including on initia-
tives aimed at broadening the sharing of information for law enforcement purpos-
es. 
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Furthermore, the GDPR states that the protection of personal data cannot be a jus-
tification for restricting the free movement of personal data within the Union (see 
Art. 1(3) GDPR). This also represents the result of a balancing act, although justi-
fied by the consistent level of data protection achieved in the EU internal market. 

The CJEU, as a rule, does not consider the economic interest of a data controller to 
prevail over the interest of the individual data subject in data protection. It is 
worth mentioning for this purpose the Google Spain (Court of Justice of the Euro-
pean Union, 2014) case, where the interest of a private individual was considered 
to have a content about him de-indexed by Google, which prevailed over the eco-
nomic interest that the operator of such an engine had in processing, and the in-
terest of the public in general, given that neither the person nor the information in 
question were of public interest. In the Manni case (Court of Justice of the Euro-
pean Union, 2017), the CJEU had to balance the EU rules on data protection and 
Mr. Manni’s commercial interest in removing information related to the bankruptcy 
of his former company from the commercial register. In this case, the CJEU estab-
lished that the public interest in accessing the information prevailed over Manni’s 
right to obtain the erasure of the data. 

Although the terms for balancing rights and values in Europe predate the data 
economy, the shortcomings in the enforcement of existing individual and collec-
tive rights are today’s biggest weakness in the data economy. The logic of data 
protection would be to enforce the rules with the strictest rigour against those 
who collect and process most personal data, given that the risk of non-compliance 
rises with the amount of data collected, and the complexity of processing involved. 
It is also plain that central tenants of today’s data economy have been described as 
illegal in detail, without effective enforcement having been taken to reinstall the 
law. Today’s reality is that the Data Protection Authorities (DPA) have not yet given 
themselves rational common parameters for prioritising their interventions, such 
as, for example, a principle to investigate first ex officio the collectors of the 
biggest amount of personal data, as with the amount of personal data collected 
the need for full compliance with GDPR becomes ever more important in the pub-
lic interest. 

In the efforts of shaping novel data ordering in the EU, more focus is therefore 
needed to create and sustain infrastructure for effective rights enforcement. It is 
evident now that even a small set of values may need many rights and institutions. 
Since there are already conflicting approaches to regulatory design in the Euro-
pean digital market (Ó Fathaigh & van Hoboken, 2019), it is necessary to critically 
examine the proposed data governance models in the light of properties of data 

6 Internet Policy Review 10(3) | 2021



themselves. 

3. Critical discussion of data governance models 

3.1. Four models for data governance 

The rising popularity of data governance is closely connected with the growing 
recognition of the value of data. Only a decade ago, data governance was under-
stood as control over and the management of data (DAMA International, 2009), 
with an understanding that it is primarily an internal, company task, centred on co-
herence and clarity of information. More recent definitions of data governance in-
corporate numerous elements outside strict control, and tend to embrace a more 
holistic approach, defining data governance as a cross-functional framework, with 
specified rights, obligations, and formalised procedures for their application (Abra-
ham et al., 2019). Thus, instead of guiding a single company or organisation, data 
governance encompasses the entirety of transnational and trans-organisational 
data flows, from the macro-level of nation-states to the micro-level of citizens. 

The paradigm shift in governance from market to inter-organisational, networked 
organisations has been observed to be taking place across different types of eco-

nomic resources 5; with a dimension related to multi-stakeholder engagement 
(Jemielniak & Przegalińska, 2020). Although data silos formed by a few technology 
companies are still the prevalent mode of data governance, with the profit motive 
clearly being the dominant rationale in data flows, there are pioneering attempts 
at creating collaborative governance regimes with public interest in mind. 

Following Micheli et al. (2020), we identify four distinct models of data gover-

nance encompassing the plurality of both proposed and piloted options 6. These 

models are comprised of: 1) personal data sovereignty 7, where data owners con-
trol data as personal object and individually decide on selling their information, 2) 
data collaboratives, which encourage businesses to establish partnerships and ex-
change data, 3) data cooperatives, which empower individuals to voluntarily pool 

5. Especially with the emergence of such trends as collaborative consumption, peer production, plat-
form cooperativism and crowd sharing, as well as introduction of participatory governance schemes 
in municipalities across the world. 

6. We adopt different terms, closer to existing literature than those found in Micheli et al. (2020). We 
use data collaboratives instead of data sharing pools, as found in e.g., Verhulst et al. (2020). More-
over, we opt for public data commons in place of public data trusts because we find that in terms of 
their properties data are commons; see further discussion. 

7. The term sovereignty here denotes rather personal autonomy than sovereignty of a state actor. Self-
sovereign identity is a notion traced back to libertarian and cypherpunk ideas of the early internet 
era, thus it refers to independence and self-determination outside the state (Barlow, 1996). 
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data for mutual benefit, 4) and public data commons, which rely on public actors 
to aggregate and steward citizen and commercial data (Micheli et al., 2020). 

Despite their varying characteristics, the emerging models of data governance can 
be juxtaposed and assessed based on their main differences and similarities. The 
models outlined by Micheli et al. (2020), guided by analytical parameters (dimen-
sions) inspired by Mulgan and Straub (2019), demonstrate that the dimensions of 
governance mechanisms and governance goals are actually derivatives of other 
two dimensions: specifically, stakeholder control and value allocation (see Table 1). 

TABLE 1: Analytical matrix of data governance models 

STAKEHOLDER CONTROL / GOVERNANCE 
MECHANISMS 

INDIVIDUAL / 
RIGHTS-BASED 

INSTITUTIONAL / 
TRUST-BASED 

VALUE ALLOCATION / 
GOVERNANCE GOALS 

PRIVATE / GROWTH-
DRIVEN 

Personal data 
sovereignty 

Data collaboratives 

PUBLIC / WELFARE-
DRIVEN 

Data cooperatives Public data commons 

Governance mechanisms are closely intertwined with the type of stakeholders en-
gaged in decision-making (Borrás & Edler, 2014), as data subjects have different 
mechanisms for exercising control than data controllers. For example, legal instru-
ments may secure individual rights and claims to power over data; GDPR rights be-
ing a prime example (Calzada, 2019). Data subjects therefore maintain individual 
control based on data-related rights, whereas data controllers establish trust-
based mechanisms like contractual arrangements and processes (e.g., monitoring, 
verification of access), which rely on and support the credibility of the engaged in-
stitutions. 

Since governance goals—the value-based objectives for creating governance 
schemes (Winter & Davidson, 2019)—find their realisation in the final distribution 
of gains from data sharing, the outcome is in fact an economic value allocation for 
the benefit of either a specific agent, or a broadly defined public interest. The pub-
lic interest might, and often will, benefit the individual agent in the long-term, so 
the dialectical tension is rather again about balancing the order of values rather 
than choosing winners. 

As data can be used multiple times and by varying actors, it may theoretically be 
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possible to combine models to some extent. One should also consider that the 
processing of data leads to the creation of new data (OECD, 2019) and to a better 
understanding of the original data holder or data producer of added value of new 
uses of data. This may in turn inspire a learning process allowing the original 
holder or producer of the data to make better use of the data, to his/her own bene-
fit too. 

3.2. Critique of two paradigms in data governance 

Yet the four data governance models do not seem equally capable of fostering da-
ta sharing while securing important values and rights. To provide a more nuanced 
description, the complex socio-technical ecosystem in which data is produced, col-
lected, and processed is examined. The analysis draws largely from STS and CDS, 
which investigate infrastructure not merely as a positivist and value-free, objective 
materialisation of scientific progress (Iliadis & Russo, 2016), but as heterogeneous, 
closely interlinked data assemblages (ecosystems), consisting of, ‘technological, 
political, social, and economic apparatuses’, governing production and circulation 
of data (Kitchin & Lauriault, 2014). The previous approach often tended to either 
be naive techno-determinism, characterised by Shoshana Zuboff (2015) as “the 
idea that technology must not be impeded if society is to prosper”, or a particular 
agenda made opaque by pseudoscientific claims and declarations of ethical prac-
tices (Levy & Johns, 2016). However, the ubiquity of data in contemporary society 
requires going beyond some of the valid, yet narrow perspectives that dominated 
the landscape of the discussion until now. Two lines of critique seem especially 
promising and well-grounded in existing literature from various disciplines, en-
compassing STS, CDS and institutional economics. 

3.2.1. Data-as-a-commodity 

First, the idea that data are commodities is dubious, to say the very least. Ontolog-
ically speaking, data are digital reflections of the existing reality, not autonomous 
things-in-themselves (thinking in Kantian terms, existing independently of obser-
vation). Rather, data “are already embedded in the social”, since increasingly “every 
aspect of the world is rendered in a new symbolic dimension” (Zuboff, 2015). 
Scholars are increasingly calling to attention that the commodification of data, 
“dematerializes it from the facts or processes or so-called natural person from 
which it is derived” (Käll, 2020, p. 3). The same principle holds for data collected 
from objects, spaces, or nature. Data, as mere technology-based recording of reali-
ty, may misrepresent, oversimplify, or distort it. Nevertheless, digital systems rely 
on input to function. 
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The rights-based approach currently fails to secure the integrity of both personal 
and non-personal data, and the data ecosystem that produces it. Certainly, a 
broader consideration cannot overlook the fact that every system requires repro-
ducibility if it is to survive; especially human society and social reproduction (Fed-
erici, 2012). There needs to exist the industry or nature to produce industrial data 
and non-personal data, and often non-personal data is very reliant on social repro-
duction of workers operating machines, while nature data is reliant on being cap-
tured by economic or public actors. 

By commodifying data, it is possible to distance it from individuals, processes, and 
material conditions required for its production, hence dis-embedding data from 
wider social relations and values (Jessop, 2007). That, in turn, allows control over 
fictitious property, and extraction of value for profit; critical to the continuous ex-
pansion of capital to new territories (Hardt & Negri, 2017). This concept was evi-
dent to Dan Schiller in 1988, when he assessed that in capitalist logic, the value of 
information “stems uniquely from its transformation into a commodity - a resource 
socially revalued and redefined through progressive historical application of wage 
labour and the market” (Schiller, 1988, p. 41). 

The real subsumption of existing production and consumption in the market 
sphere, mediated by novel technologies, is closely followed by a colonising move 
to capture the data and value from spheres of life which remain non-commodified, 
starting with nature and progressing into the most inner lives of humans; their 
dreams, emotions, and experiences (Couldry & Mejias, 2019; Zuboff, 2019). It is 
Polanyi’s “Great Transformation” occurring again, this time on digital platforms and 
led by cognitive capitalists to “rewire the flows of data and ultimately money and 
power” (Kenney et al., 2020). The rights-based approach aims to protect from the 
perils of data misuse, but it does not break from the fictitious commodity form of 
data. 

Creating and enclosing virtual networks, digital spaces, and data producing tech-
nological apparatuses has serious consequences for social relations, as it funda-
mentally distorts and reshapes the needs of commercial success (Fuchs, 2016). 
Consequently, the governance goal of an empowered individual results in self-
commodification, and the noble aim of sharing market conditions “effectively 
transforms the social context of what used to be a favour and turns it into some-
thing to be bought or sold” (Jemielniak & Przegalińska, 2020). Data governance 
founded on the premise of widespread, market-based treatment of data as a com-
modity could, “lead to another form of the tyranny of fine print” (Kerry & Morris Jr, 
2019), where any online transaction would involve the sale of data (e.g., about the 
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transaction). 

In the long term it is argued that in the presence of externalities which reveal rele-
vant information about other data owners, there will typically be a depression of 
prices, as leakage or sales of data by some users allows for inferences about others 
(through statistical analysis/machine learning), thus diminishing the cost of further 
surveillance (Acemoglu et al., 2019). Data access and sharing for public interest 
are still marginal in the EU digital marketplace, and that should be incentivised 
(IDC & Open Evidence, 2017; Kerber, 2017). Open data represents a negligible seg-
ment in the data realm (Blackman & Forge, 2017). However, even an increase in 
competition and open data sharing would not redress the problem of the exces-
sively low price and oversharing of data, and only the presence of a mediator 
(third-party authority) would improve efficiency. 

This mediator (data intermediary) introduces mechanisms of trust in data gover-
nance. Instead of relying on personal discipline and consent, which in fact might 
be considered a “victimisation discourse” that individualises systemic problems 
(Janssen et al., 2020), institutional control bases on trust in the institution to rep-
resent data subjects’ rights and aims. It is not our assertion that rights are unnec-
essary, but that for governance they are inadequate alone. Moving away from the 
practices of data-as-a-commodity requires complementary efforts to find systemic 
solutions not on an individual, but societal level. 

3.2.2. Neglect of public interest 

Second, public interest is a commonly missed part of the equation, with the strug-
gle not between choices of data protection versus profit, but between different pri-
vate allocations of value, and public, collective gains. Championing data protection 
has undoubtedly led to the establishment of individual rights to data in the EU, 
and increased social awareness of infringements committed by digital platforms 
(Rossi, 2018). However, data protection is insufficient as an overarching gover-
nance aim because of the negative consequences of different data governance 
models, as well as of positive network or spillover effects, which may be much 
wider than privacy alone. 

There exist intersecting interests in personal data, many of which fall into the cat-
egory of public interest, involving, for example, security, medical, financial, and en-
vironmental issues (Kerry & Morris Jr, 2019). When examining the relationship be-
tween personal data protection and public interest needs, some argue that the lat-
ter should always prevail. The GDPR provides for legal grounds and derogations 
from the protection of individual rights, under certain conditions, in the event of 
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the performance of a public interest task. It entrusts EU member states with the 
responsibility of determining several public interest strands, and laying down the 
legal basis for usage of personal data in the public interest. It is also very specific 
on occasion, for example, when it comes to health and the clear priority given to 
use of personal data, even without consent, to avoid pandemics like that of 
COVID-19 at present. 

While interest limiting the right to data protection needs to be laid down in law 
for a balanced approach (Borgesius et al., 2015), the current non-uniform scenario, 
with different member states laying down public interest laws, hinders a unified 
approach at the EU level. The outcome is neither the uniformity of protection of 
fundamental rights in the EU, nor a good functioning of the internal market. Al-
though not preventing the free flow of data within the EU internal market, such 
national variations surely do not help, rather they may sometimes push the data 
controller (being that entity determining the purposes and means of the process-
ing) to confine the processing within the territory of a specific member state(s). 
However, one could deem a certain amount of pluralism in data governance as not 
negative per se or actually desirable if it reflects the inherent characteristics of the 
specific interests at stake. Consequently, in some cases, such as relating to data 
protection at the workplace and its relation to labour law, and on the relationship 
between the freedom of the press and data protection, the GDPR explicitly allows 
for a certain degree of variation, as an exception to the general rule of harmonisa-
tion being the core condition for both a functioning internal digital market and a 
level playing field for all as regards protection of fundamental rights. 

Although the EU’s position is to allow the processing of personal data in the public 
interest, considering the need to monitor the pandemic and its spread, the GDPR 
also points out that the member states have the autonomy to maintain or intro-
duce national provisions to further specify the application of the rules governing 
the processing of personal data, when in the performance of a task carried out in 
the public interest. 

In summary, it is clear in European law that important public interests can be 
placed above data protection. This is only possible provided that it is done in the 
form of parliamentary law, and in a way that is necessary in a democratic society 
as well as proportionate to the public interest pursued. There is always a need for 
a legal basis (EU or member state law) that precisely meets a public interest objec-
tive, that is proportionate to the legitimate aim being pursued, and that details 
specific provisions to adapt the application of the GDPR rules. 
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Moreover, it has become evident that even issues linked to data protection are not 
solely about data protection itself. As mentioned above, single players may have 
control over data sets with an enormous value, from a public policy goals point of 
view (Alemanno, 2018)—control without any duty to ensure access or sharing for 
public interest. Furthermore, in the case of dominant players, abusive conducts 
may be carried out through the exploitation of personal data collected. In this 
sense, one may recall the case involving Facebook in Germany—convicted by the 
Bundeskartellamt (federal antitrust office) of abuse of dominant position, as it made 
the use of its social networking service conditional on users granting broad per-
mission to collect and process their personal data (Bundeskartellamt, 2019). 

The protection of personal data may be seen as an obstacle to data sharing 
(Zoboli, 2020). First, the application of GDPR to any data sharing operation with 
mixed databases entails a direct obligation to secure GDPR rights in the process of 
data sharing, and substantially inhibits companies from starting data sharing ini-
tiatives. In practical terms, this means that, to share data, all the obligations of da-
ta controllers and processors, and the rights of data subjects, should be fulfilled. In 
practice, however, company data governance techniques are now so sophisticated 
and supported by tools of automation, which allow the precise separation of per-
sonal and non-personal data, and beyond that, the identification and follow up on 
rights and privileges granted or acquired for every piece of data. 

Both the company that shares the data and the one that receives it must have a le-
gal basis for the processing of personal data and must ensure an adequate level of 
security throughout the overall data set, in compliance with Article 5 (f) of the 
GDPR. In addition, data protection or data security might need to be invoked by 
controllers as means of restricting access for other stakeholders, with the aim of 
protecting an organisation’s competitive advantage of asymmetrical access to data 
(Calo, 2017). 

There are proposals to make access to data mandatory where it constitutes a barri-
er to market entry, while fully respecting the GDPR (BEUC, 2020). Acting in the 
public interest requires an intervention in the complex socio-technical ecosystem, 
shaping it to explicitly increase the scope and quality of public services acting in 
accordance with European values, and to reinforce welfare-driven data sharing 
(Zygmuntowski, 2018). The ambition to fuel AI development, and other data-based 
innovation, will remain unsatisfied if private interest of data controllers is priori-
tised over public interest; and this is true for both personal and non-personal data. 

In this context, the concept of “reverse-PSI” plays a role, that is, granting public 
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sector bodies access to reuse privately held data (Poullet, 2020). This would thus 
be the mirror image of the Public Sector Information regulation—currently embod-
ied in the Open Data Directive—which governs the access to and reuse of public 
data. A statement in this direction has been made by the Expert Group on Busi-
ness-to-Government Data Sharing appointed by the Commission, whose report 
moves in the direction of defining a strategy to increase the sharing of data col-
lected by the private sector for the benefit of public authorities (High-Level Expert 
Group on Business-to-Government Data Sharing, 2020). 

Moreover, one of the key findings of the Furman Review on competition in digital 
markets is that ex ante rules bring advantages, such as clarifying procedures (Fur-
man et al., 2019), which emphasise the need to expand the set of by-design princi-
ples. This is primarily because an ex ante regime specifies what can and cannot be 
done, what directly impacts the architecture of digital systems, leading to different 
design of data flows and governance mechanisms. Thus, the regulatory interest 
evolves from data access solutions (both horizontal and sectoral) to data gover-
nance systems with new institutions (Kerber, 2020). An example of such a gover-
nance tool is algorithmic impact assessment, proposed by various stakeholders to 
condition access to data and its algorithmic processing on creation of value 
aligned with public interest (Nemitz, 2018). 

At the EU level, there is a shift towards an ex ante regulatory approach that seems 
to be underpinned by the EU Digital Package and, specifically, by the proposals for 
the Digital Services Act (DSA, European Commission, 2020d) and the Digital Mar-
kets Act (DMA, European Commission, 2020e) published last December 2020. More 
specifically, the DSA aims to introduce proportionate and balanced rules to better 
regulate the digital ecosystem, and its core is the provision of an innovative frame-
work for transparency and liability for online platforms. Whereas the DMA address-
es economic imbalances and unfair trade practices that may be implemented by 
online platforms acting as gatekeepers. This regulation is the consequence of the 
assumption that large online platforms can control important platform ecosystems 
in the digital economy, allowing them to leverage their advantages, including ac-
cess to huge amounts of data (European Commission, 2020a). 

In summary, the critique of both the individualistic, rights-based approach, and the 
critique of the growth-driven, strictly private value allocation, point to the necessi-
ty of institutional and trust-based mechanisms with a public interest focus, with 
the aim to enhance common welfare in practical concordance with the protection 
of the fundamental rights of individuals. 
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4. Towards public data commons 

4.1. Characteristics of data commons 

The systemic level of data assemblage must be re-conceptualised, putting more 
emphasis on institutional solutions with public interest in mind. For the purpose of 
governance, the most dire questions of value, goals, stakeholder control, and 
mechanisms of enforcement suggest that, “it is useful to think less about data as a 
commodity to be bought and sold, and more as a shared asset or common good” 
(Bass, 2020, n.p.). This claim can be interpreted two-fold, as Purtova (2021) points 
out: as a normative claim (commons vs siloes) or in the sense of a common-pool 
resources (CPR) framework. Discussing inherent properties of data and data as-
semblage, we opt for the latter. 

There is renewed interest in studies on CPR, partly because the insights are applic-
able to novel challenges related to digital data (Bollier & Helfrich, 2012). The ten-
sions between public value and appropriation have been deeply studied by Elinor 
Ostrom, who defined CPR as resources which have a high level of subtractability 
(rival consumption may threaten them), and a low level of excludability (difficulty 
in limiting consumption) (Ostrom, 1990). Although due to their replicative nature 
data would seem to be a pure public good (Mitchell & Brynjolfsson, 2017), it is in-
creasingly viewed as commons that should be governed collectively, thus unlock-
ing the different uses and values of data for different stakeholders while protect-
ing their rights (Coyle et al., 2020). 

When Hess and Ostrom discussed knowledge commons, they pointed to techno-
logical progress as the facilitator of the ability to exploit the commons. Their ex-
planation is that the “ability to capture the previously uncapturable creates a fun-
damental change in the nature of the resource, with the resource being converted 
from a non-rivalrous, non-exclusionary public good into a common-pool resource 
that needs to be managed, monitored, and protected, to ensure sustainability and 
preservation” (Hess & Ostrom, 2007). What was once true for knowledge and the 
possibility to capture it (e.g., via intellectual property rights), became true as well 
for data with the expansion of surveillance apparatuses. 

Subtractability is thus reinterpreted to mean not only depletion of physical re-
sources but such conditions where overconsumption endangers sustainability of 
the commons. It emerges once the data ecosystem expands from the periphery of 
our socio-economic system, coming to its very fore. Capturing and processing data 
leads to far-reaching consequences for the very data subjects that produce data. 
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When rights are harmed by misuse, trust in digital systems declines. Similarly, 
overconsumption by dominant actors is no longer non-distortionary, since it affects 
the distribution of data-related gains (e.g., innovation surplus, business insights) 
and leads to market capture. Although data consumption is not a rival per se, the 
outcomes contribute to rivalry in a capitalist economy. 

If the usage of data commons is uncontrolled, in particular if no stewardship val-
ues are provided within the governance model, it will ultimately result in problems 
such as reinstated enclosure of data, or disempowerment of individuals, vis-à-vis 
digital companies (Purtova, 2017). Those negative externalities diminish the gen-
eral sustainability of the data ecosystem. Data commons does not physically de-
plete, but is “threatened by undersupply, inadequate legal frameworks, pollution, 
lack of quality or findability” (de Rosnay & Stalder, 2020). Purtova’s (2021) claim 
that “one’s "enjoyment" of data does not lead to its deterioration or depletion” does 
not consider far reaching consequences if the data processor enjoys the data in an 
unsustainable manner. 

It is not collective management or sharing itself that constitutes data as CPR, but 
the nature of data. Contrary to the calls for “moving beyond one-size-fits-all solu-
tions” (Carballa Smichowski, 2019), trial and error scrutiny of different data gover-
nance models allows for moving towards the solution that takes the characteristics 
of data into account. 

4.2. Governance of data commons 

Commons-based peer production mediated by digital technologies has been stud-
ied and championed for many years now as an alternative mode of production 
(Bauwens et al., 2019; Benkler, 2006; Kostakis & Bauwens, 2014), although the 
problems of long-term, sustainable governance, value allocation, and data flows, 
as well as risks associated with the power of corporate actors co-opting open ac-
cess commons, have not been well considered (Bauwens & Niaros, 2017; Papadim-
itropoulos, 2018). Bodó (2020) claims that the successes of corporate, extractive 
practices are actually “the failure of the commons-based peer production move-
ment, because it refused to think about value”. Indeed, while Wikipedia is still be-
ing held out as a prime model of public interest related peer production, other 
ecosystems of peer production like Github, bought by Microsoft, Red Hat, bought 
by IBM, and SSRN, bought by Reed Elsevier (now RELX) have become part of the 
ever more private profit dominated digital ecosystem. Wikipedia, created with sub-
stantial funding from the big digital corporates and their staff, is spared, to main-
tain a fading historic dream, namely the claim that freedom from democracy made 
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legislative rules plus technology will lead to the best public interest solutions, em-
bodied in its most poetic form in the Declaration of the Independence of Cyber-
space by John Perry Barlow. 

Digital commons scholars point out that for a commons to reproduce both its ob-
jects (data) and subjectivities (trust, mutual aid), it has to interact with the market 
system outside the commons value circuit itself (De Angelis, 2017). However, over-
sharing or leakage of data to for-profit companies increases the risk of value ex-
traction and drives the negative feedback loop, where top talents are attracted on-
ly to those companies and innovation happens for the sake of a limited customer 
group (or shareholders only) instead of common good (Weber, 2017). The cost bur-
den for accessing data commons must be pertinent to the possibilities of a given 
actor, and relevant to the true aims of data usage. 

A fine line between stewarding CPR in public interest and governance models pro-
tecting the dominant power needs be recognised. Data protection, for instance, 
and rules of access to data must be addressed in a way that allows access for 
smaller and more agile entities as well, instead of creating a silo that again would 
conform to procedures of the biggest industry players. Similar to other CPR gover-
nance schemes, data commons are not synonymous with unrestricted, open access, 
but in order to remain sustainable they might be bound by specific rules in regard 
to who and for what aims to benefit from sharing (Hess & Ostrom, 2007). Design-
ing rules for who, why and with what consequences gets excluded is thus central 
to considerations on data commons (Prainsack, 2019). Access and exclusion are in-
tertwined here and designing both cannot be void of addressing power asymme-
tries which undermine sustainability. 

For those reasons, the notion of data stewardship gained considerable attention 
lately, departing from a strictly technical understanding towards a definition that 
encompasses sustainable, responsible management oriented towards improving 
people’s lives and securing public interest (Verhulst et al., 2020). Balancing em-
bedded values with the ability to control data usage is difficult but carries the pos-
sibility of deployment of a repeatable framework utilising automated decision-
making systems and protocols (O’Hara, 2019). 

Successful cases of data sharing in research communities in the sciences were to a 
large extent governed according to CPR principles, in contrast with a few cases rid-
den with conflict (Fisher & Fortmann, 2010). Where data sharing caused consider-
able conflict between data producers and users, it was due to lack of mechanisms 
predicted by theory: unclear appropriation rules and boundaries, low impact on 
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collective-choice arrangements, and recognition of rights to organise. Web-based 
data commons repositories also employ a variety of control policies and tools, 
guided by commons theory (Eschenfelder & Johnson, 2014). Those cases show that 
stewarding data commons is both effective and sustainable; yet scaling such solu-
tions means changing the scope from narrow, industry-limited to societal and thus 
public. 

4.3. Designing public data commons 

To solve the data governance conundrum, we argue for institutional, trust-based 
mechanisms and welfare-driven value allocation. Taking into account the charac-
teristics of data commons, this requires an intervention to establish public data 
commons, defined as a trusted data sharing space established in the public inter-
est. Primarily, this includes safeguarding (or even advancing) European values and 
rights by active participation of public actors in stewarding data. 

Mariana Mazzucato rightly asks: “why (should) the public’s data not be owned by a 
public repository that sells the data to the tech giants, rather than vice versa?” 
(Mazzucato, 2019, n.p.). Indeed, there is a growing body of literature calling for 
digital public infrastructure, such as public platforms or data spaces (Bass et al., 
2018; Hall & Pesenti, 2017; Morozov & Bria, 2018), mindful of natural monopolies, 
and network effects on digital platforms (Belleflamme & Peitz, 2016). Public data 
commons unwind the corporate extraction of data by creating capacity in the pub-
lic sector to shape socially beneficial AI, and regain technological sovereignty 
(Zygmuntowski, 2020). Enforcing interoperability might be one of the ways to en-
courage data sharing with the public data commons; several countries have al-
ready adopted obligatory data sharing mandates, departing from voluntary mea-
sures (Zoboli, 2020). In line with the reverse-PSI approach mentioned, for example, 
in France, private actors are obliged to open specific categories of data in their 
possession under certain conditions (See Loi du 7 octobre 2016 pour une république 
numérique, Art.17 and following). In particular, the common element of these cate-
gories of data is that they are of public interestand include, for instance, data gen-
erated in the context of procurement or commercial data for the development of 
official statistics. 

It is however essential not to undermine the possibilities of data sharing, knowl-
edge spillovers and re-utilisation of data by different societal actors. Instead of 
monopolising data for other means, the role of the public sector is to be the facili-
tator and custodian, setting out governance rules, objectives and enforcing them, 
while inviting or mandating different data ecosystem stakeholders and granting 
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them participatory mechanisms. Collaborative governance acts as a systemic feed-
back loop, preventing the dominant organisation—and this can be a public actor, 
albeit in the present will often be a private actor—from rigging the system so that 
it continues with “business as usual” at the expense of other stakeholders (Susha 
& Gil-Garcia, 2019). 

Based on the considerations discussed in this article, such governance should be 
based on a set of principles such as European values and rights, embedding them 
to guide rules of access/excludability and discrete choices on architecture design. 
Data-related rights would find their way as functionalities of public data commons 
interfaces or procedures. Their execution would not be at the mercy of data con-
trollers, but a public service initiated by the commons on behalf of the data sub-
ject. In this sense, public data commons resembles the proposals of data trusts 
(Hardinges et al., 2019; O’Hara, 2019), yet the scope and main governance goal is 
much more universal given the role of public administration. Those considerations 
are summarised in Table 2, where we also point to technological, legal, and insti-
tutional solutions to main challenges of public data commons. Figure 1 is the pro-
posal for governance design of public data commons which leverages those find-
ings. 

TABLE 2: Overview of public data commons characteristics 

ISSUE DESIGN CHOICE KEY PROBLEM 
OSTROM 

PRINCIPLES 
POSSIBLE 

SOLUTIONS 

PRIVACY 
Data protection 
by design 

Secure 
computing 
Preventing data 
leakage 

1. Clearly defined 
boundaries 

‘Move algorithm 
to data’: Open 
Algorithms 
(OPAL) principles 
(Hardjono & 
Pentland, 2017) 
Differential 
privacy 
Federated 
storage & 
learning 

VALUE 
Public welfare-
driven allocation 

Benefits 
decoupled from 
public interest 

2. Congruence 
between benefits 
and costs 

Funding mission-
oriented 
innovation 
(Mazzucato, 
2018) 
Licences 
granting returns 
to the public 

“Ostrom principles” refer to Ostrom (1990). 
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ISSUE DESIGN CHOICE KEY PROBLEM 
OSTROM 

PRINCIPLES 
POSSIBLE 

SOLUTIONS 

CONTROL 
Trust-based 
institutional 
mechanisms 

Power 
asymmetry 
between 
stakeholders 

3. Collective-
choice 
arrangements 

Collaborative 
governance 
empowering data 
stakeholders 
Consensus 
building for 
strategic 
decisions 

ACCESS & 
EXCLUSION 

Accountability to 
preserve data 
commons 

Detecting 
malicious intent 
Appropriate 
sanctions 

4. Monitoring 
5. Graduated 
sanctions 

Algorithmic 
impact 
assessment 
Monitoring and 
auditing access 
Graduated fining 
& denylisting 
violators 

“Ostrom principles” refer to Ostrom (1990). 

FIGURE 1: Governance design of public data commons 

It is understandable that personal data sovereignty, data pods and self-determina-
tion leveraging data seems to champion digital emancipation. It is the promise of 
conscious, active citizens effectively bargaining on the markets while leveraging 
their rights to stay in control over data governance. However, data ownership 
means little if the owned property is sold on uneven terms, in a world of growing 
inequalities. Indeed, “decentralising processing does not necessarily imply decen-
tralising power” (Janssen et al., 2020). To mitigate this potential problem, propos-
als of countermeasures have been developed, such as Jaron Lanier’s data labour 
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unions (Arrieta-Ibarra et al., 2018), multi-client privacy administrators (Betkier, 
2019), and consent champions (Ruhaak, 2020). This approach, combining personal 
data sovereignty with institutional mediation, still does not question the commod-
ification of data and its social impact, but merely finds ways to secure more equi-
table distribution and control in a strictly market environment (Morozov, 2015). 

Establishment of public data commons requires ambitious cooperation on the part 
of regulators, civil society, and businesses willing to benefit from the new data 
governance regime. It is unlikely that we can get only value allocation or stake-
holder control right without drastic losses to the other. Inadequate effort in coop-
erating on value allocation to the public results in a deadlock between stakehold-
ers lacking trust to set common standards, procedures, and exchanging valuable 
data, as it is observed currently (European Commission, 2018; Mitchell & Brynjolfs-
son, 2017). Conversely, too low cooperation to secure trust-based mechanisms for 
institutions prevents data cooperatives from scaling up to meaningfully boost uni-
versal welfare and offer a significant alternative to monopolistic data practices 
(Sandoval, 2020). 

Public data commons are a model yet to be further explored, but one that might 
better inform how to structure common European data spaces (European Commis-
sion, 2018) or build a federated collaboration between national data repositories 
stewarded by EU member states. Similarly, the Data Governance Act aims to unlock 
the value of data while protecting individual rights. Unfortunately, these actions so 
far fall short of ambitions because they overemphasise private value creation and 
cling to the usual governance model of strictly market competition (between pro-
posed data intermediaries). We believe that balancing value creation and data 
stewardship requires creating institutions, setting standards, and then inviting da-
ta stakeholders to collaboratively govern. This differs very much from the ex post 
logic of ordering existing actors. 

Public data commons could act entrepreneurially, leveraging their role as digital 
utilities operators to ensure equal terms and protection of rights in data flows, but 
also serve as enablers of innovation and custodians of public interest performance 
monitoring. Such a scenario will not happen without sufficient public infrastruc-
ture, democratic oversight and expansion of governance using new legal tools and 
drawing from experiences of institution-setting of the past (Sadowski et al., 2021). 
This amounts to a systemic change that is more often called for; one that recognis-
es the need to rejuvenate the European welfare state by thorough digitalisation, 
expansion of fundamental rights and increased collaboration. It remains to be 
hoped that the orientation for public interest outlined above will find its way into 
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a new set of European rules for good data governance, based on the rule of law, on 
fundamental rights and on the primacy of democracy. 

5. Conclusion 

In the search for a distinctively European understanding of technological sover-
eignty, encompassing both citizens’ rights and technological artefacts that “tackle 
real (not only commercial) problems based on open codes” (Calzada, 2019, n.p.), 
there is a need for a more inclusive, broad governance design, addressing data 
across sectors and regulatory instruments. Given the fluidity of data, its replicabili-
ty, and its own multipurpose nature, the thinking of the past will not serve public 
policy purposes anymore. If the same data can be used at the same time for a wide 
variety of purposes, both private and public, only a systematic view of all elements 
of governance will make optimised policy-making possible. Treating data as mere 
commodities or neglecting public interest has severe shortcomings, so the data 
governance of the future must consider that data are digital commons produced in 
an ecosystem that requires sustainability to thrive. 

This highly complex system will only work with an elaborate set of rules, without 
which an increased concentration of power and a rise of societal disasters, brought 
about by current data extraction, will be seen. We argue that public data commons 
which leverage multi-stakeholder, collaborative governance policies, will increase 
data sharing, while safeguarding European rights and values, in the triangle be-
tween individual rights, economic growth and innovation, and public interest, as 
enshrined in European Primary and Secondary law. 

We hope that more scholars will join in the effort to study the design principles, 
tools, and conditions for data commons to be stewarded in the public interest, 
since it is the challenge of our time. It is a natural and necessary extension of ex-
isting legal protections in the digital age, establishing institutions for European 
society venturing into the XXIst century. 
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