
Guerard, John Baynard; Thomakos, Dimitrios D.; Kyriazi, Foteini

Article
Automatic time series modeling and forecasting: a replication case
study of forecasting real GDP, the unemployment rate and the impact
of leading economic indicators

Cogent Economics & Finance

Provided in Cooperation with:
Taylor & Francis Group

Suggested Citation: Guerard, John Baynard; Thomakos, Dimitrios D.; Kyriazi, Foteini (2020) :
Automatic time series modeling and forecasting: a replication case study of forecasting real GDP,
the unemployment rate and the impact of leading economic indicators, Cogent Economics &
Finance, ISSN 2332-2039, Taylor & Francis, Abingdon, Vol. 8, Iss. 1, pp. 1-20,
https://doi.org/10.1080/23322039.2020.1759483

This Version is available at:
https://hdl.handle.net/10419/245313

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

  https://creativecommons.org/licenses/by/4.0/

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://doi.org/10.1080/23322039.2020.1759483%0A
https://hdl.handle.net/10419/245313
https://creativecommons.org/licenses/by/4.0/
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=oaef20

Cogent Economics & Finance

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/oaef20

Automatic time series modeling and forecasting:
A replication case study of forecasting real GDP,
the unemployment rate and the impact of leading
economic indicators

John Guerard, Dimitrios Thomakos & Foteini Kyriazi |

To cite this article: John Guerard, Dimitrios Thomakos & Foteini Kyriazi | (2020) Automatic
time series modeling and forecasting: A replication case study of forecasting real GDP, the
unemployment rate and the impact of leading economic indicators, Cogent Economics & Finance,
8:1, 1759483, DOI: 10.1080/23322039.2020.1759483

To link to this article:  https://doi.org/10.1080/23322039.2020.1759483

© 2020 The Author(s). This open access
article is distributed under a Creative
Commons Attribution (CC-BY) 4.0 license.

Published online: 12 May 2020.

Submit your article to this journal 

Article views: 1022

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=oaef20
https://www.tandfonline.com/loi/oaef20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/23322039.2020.1759483
https://doi.org/10.1080/23322039.2020.1759483
https://www.tandfonline.com/action/authorSubmission?journalCode=oaef20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=oaef20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/23322039.2020.1759483
https://www.tandfonline.com/doi/mlt/10.1080/23322039.2020.1759483
http://crossmark.crossref.org/dialog/?doi=10.1080/23322039.2020.1759483&domain=pdf&date_stamp=2020-05-12
http://crossmark.crossref.org/dialog/?doi=10.1080/23322039.2020.1759483&domain=pdf&date_stamp=2020-05-12


ECONOMETRICS | RESEARCH ARTICLE

Automatic time series modeling and forecasting:
A replication case study of forecasting real GDP,
the unemployment rate and the impact of
leading economic indicators
John Guerard1*, Dimitrios Thomakos2 and Foteini Kyriazi2

Abstract: We test and report on time series modelling and forecasting using several
US. Leading economic indicators (LEI) as an input to forecasting real US. GDP and
the unemployment rate. These time series have been addressed before, but our
results are more statistically significant using more recently developed time series
modelling techniques and software. In this replication case study, we apply the
Hendry and Doornik automatic time series PC-Give (AutoMetrics) methodology to
the well-studied macroeconomic series, US. real GDP and the unemployment rate.
The Autometrics system substantially reduces regression sum of squares measures
relative to traditional variations on the random walk with drift model. The LEI are a
statistically significant input to real GDP. A similar conclusion is found for the impact
of the LEI and weekly unemployment claims series leading the unemployment rate
series. We tested the forecasting ability of best univariate and best bivariate models
over 60- and 120-period rolling windows and report considerable forecast error
reductions. The adaptive averaging autoregressive model forecast ADA-AR and the
adaptive learning forecast, ADL, produced the smallest root-mean-square errors
and lowest mean absolute errors. Our results are greatly supportive of the signifi-
cance for modeling and forecasting of the suggested input variables and they imply
considerable improvements over all traditional benchmarks.

Keywords: adaptive learning forecasting automatic time series modelling; forecasting;
leading indicators
JEL classifications: C32; C50; C51; C53

1. Introduction
We test and report on time series modelling and forecasting using several US. Leading economic
indicators (LEI) as an input to forecasting US. real GDP and the unemployment rate. These time
series have been addressed before, but our results are more statistically significant using more
recently developed time series modelling techniques and software. Montgomery, Zarnowitz, Tsay
and Tiao (Montgomery et al., 1998) modelled the US. unemployment rate as a function of the
weekly unemployment claims time series, 1948–1993. A similar conclusion is found for the impact
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of the LEI and weekly unemployment claims series leading the unemployment rate series. We
employ the automatic time series modelling and forecasting of Hendry and Doornik (2014) and
Doornik and Hendry (2015) where its emphasis on structural breaks is very relevant for modelling
the MZTT unemployment rate data. We report statistically significant breaks in these data, 1959
to 1993 and 1959 to the present. The time series of the U.S. unemployment rate, the leading
economic indicator and unemployment claims are shown in Figure 1. We tested univariate and
best bivariate models over 60- and 120-period rolling windows and report highly significant
forecast error reductions. The adaptive averaging autoregressive model ADA-AR and the adaptive
learning forecast, ADL, produced the smallest root-mean-square errors and lowest mean absolute
errors.

As an introductory example, let us consider the US. real GDP as can be represented by an
autoregressive integrated moving average (ARIMA) model. The data are differenced to create a
process that has a (finite) mean and variance that do not change over time and the covariance
between data points of two series depends upon the distance between the data points, not on the
time itself—a transformation to stationarity. Thus, it is assumed that the raw data, with or without
a logarithmic transformation, form an integrated (non-stationary) process, and the characteristics
of such a process can be concisely be modelled as follows:

φ Bð Þ 1� Bð ÞdXt ¼ θ Bð Þεt (1)

where ϕ(B) and θ(B) are the autoregressive and moving average polynomials in the backward
operator B, of orders p and q, εt is a white noise error term and d is an integer representing the
order of the data differencing. In economic time series, a first-difference of the data is normally

Figure 1. Time series plot of
leading indicator, unemploy-
ment rate and unemployment
claims.
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performed.1 The application of the differencing operator, d, produces a stationary autoregressive
moving average ARMA(p, q) model when all parameters are constant across time. Many economic
series can be modelled with a simple subset of the class of ARIMA(p, d, q) models, particularly the
random walk with drift and a moving average term such as below:

ΔXt ¼ μþ εt þ θεt�1: (2)

This model of economic time series behaviour is not new and can be traced back to the works of
Box and Jenkins (1970), Granger and Newbold (1977), and Nelson and Plossner (1982).

One can find, examine and download the real Gross Domestic Product from the St. Louis Federal
Reserve bank database, FRED, as we do, or The Conference Board Business Cycle database. The
data are downloaded from the first quarter of 1959 to the second quarter of 2018. An ARIMA(1, 1,
0) model is cursory estimated as an illustration and the results provided are2

ΔXt ¼ 0:0053 7:62ð Þ þ 0:2922 4:62ð ÞΔXt�1 (3)

where the parentheses indicate the corresponding (absolute values of the) t-statistics of the
estimated parameters. This model’s fit, measured by its residual sum of squares (RSS), is 0.0145.

Our analysis is composed of six sections. The first section is the introduction to our replication
study of the US. unemployment rate. The second section is a brief discussion of David Hendry and
his colleagues’ research into automatic time series model selection. The third section presents
evidence regarding automatic time series modelling of US. real GDP using the leading economic
indicators, LEI, time series. The fourth section presents evidence regarding automatic time series
modelling the US. unemployment rate with the LEI time series. The fifth section of our analysis
presents adaptive learning forecasting results of the US. unemployment rate as a function of LEI.

The sixth section is the conclusion. We report that the US. LEI time series continues to be
statistically significant in forecasting US. real GDP. We report that the weekly unemployment claims
time series studied in the seminal Montgomery et al. (1998) study continues to be highly statistically

Figure 2. Coefficient estimates,
120-month rolling window, VAR
(AIC) model, composite leading
indicator.
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significant in modelling the US. unemployment rate. Moreover, we report that newer methodologies,
the Autometrics time series software and adaptive learning forecasting offer additional statistical
association regarding the relationship among LEI, the monthly unemployment claims and the
unemployment rate. We replicate the seminal study and extend the analysis to 2018. LEI and one
of its components, the unemployment claims time series, lead the unemployment rate.

2. Automatic time series model selection
Automatic time series models have recently been discussed in Hendry (1986), Krolzig and Hendry
(2001), and Hendry & Krolzig (2005), Hendry and Nielsen (2007), Castle et al. (2013), and Hendry
and Doornik (2014) and implemented in the Autometrics software.3 Hendry sets the tone for
automatic modelling by contrasting how statistically—based his PC-Give and Autometrics work
in contrast to the “data mining” and “garbage in, garbage out” routines, citing their forecasting
efficiency and performance. If one starts with a large number of predictors, or candidate expla-
natory variables, say n, then the general model can be written:

yt ¼ ∑n
i¼1 γiZit þ ut (4)

The (conditional) data generating processes are assumed to be given by

yt ¼ ∑n
i¼1 βiZ ið Þ;t þ �t (5)

where �t ffi IN 0; σ2e
� �

for any n ≤ N.

One must select the relevant regressors where βj�0in (5). Hendry and his colleagues refer to
Equation (4) as the most general, statistical model that can be postulated, given the availability of
data and previous empirical and theoretical research as the general unrestricted model (GUM). The
Hendry general-to-specific modelling process is referred to as Gets. One seeks to identify all
relevant variables, the relevant lag structure and cointegrating relations, forming near orthogonal
variables, Z. The general unrestricted model, GUM, with s lags of all variables can then be written:

yt ¼ ∑n
i¼1 ∑

s
j¼0 βi;jxi;t�j þ∑n

i¼1 ∑
s
j¼0 ki;jzi;t�j þ∑s

j¼1 θjyt�j þ∑T
i¼1 δi1 i¼tf g þ et; (6)

whereεt ~IN 0; σ2e
� �

. Furthermore, outliers and shifts for T observations can be modelled with satura-
tion variables, see Doornik and Hendry (2015) and Hendry and Doornik (2014, Chapters 7, 14).

Automatic modelling seeks to eliminate irrelevant variables; variables with insignificant esti-
mated coefficients; lag-length reductions; and reducing saturation variables (for each observation);
the nonlinearity of the principal components; and combinations of “small effects” represented by
principal components.4 One can consider the orthogonal regressor case in which one ranks the
variables by their t-statistics, highest to lowest and defines m to be the smallest, but statistically
significant t-statistic, t2m, and discards all variables with t-statistics below the m largest t-values.
One must be reminded that every test statistic has a distribution occurring in different samples by
the specification of Equations (5) and (6). We seek to select a model of the form:

yt ¼ ∑m
r¼1 δrZ rf g;t þ nt (7)

where Z rf g;t is a subset of the initialN variables, and thatmodelmay differ fromeither the one postulated
in (4), (5), (6) or (7) depending on which variables remain at the end of the selection process.5 One
progresses from the general unrestricted model to the “final” model in (7) by establishing that model
residuals are approximately normal, homoscedastic and independent. Model reduction proceeds by tree
searches of insignificant variables. The last, non-rejected model is referred to as the terminal equation.
Selected model regressors have coefficients that are large relative to their estimated standard errors;
since the estimators obtained by the initial model (5) are unbiased, the selected estimators are upward-
biased conditional on retaining Z jð Þ;t. The unselected variableswill have downward-biased estimators. By

omitting irrelevant variables, the selection model does not “overfit” the model and the relevant
(retained) variables have estimated standard errors close to those from fitting Equation (7).
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The automatic time series modelling program (PCGets) or (Autometrics) is efficient, but Hendry and
Nielsen (2007) state that the largest selection bias can arise from strongly correlated regressors.
Autometrics deals with outliers and breaks in its automatic time series modelling. The regression sum
of squares, RSS, rises as the outlier criteria shrink. Autometrics apply can indicator-indicator satura-
tion (IIS) variables, step-indicator saturation (SIS) variables, differenced IIS (DIIS) and trend satura-
tion (TIS) to all marginal models where there are significant indicators. The step-indicator saturation
(SIS) variables are generalized IIS variables with higher statistical power to detect location shifts. One
can include outlier detection indicators (impulse-indicator saturation, I, and step-indicator saturation,
S) in the Autometrics analysis of the LEI component effectiveness estimates.6 For now, we present in
the table the application of the automatic time series modelling procedure of the OxMetrics system to
estimate a more adequate model for real GDP, the expansion of the model in (3) but with the
inclusion of time indicator variables; the raw results of the program are presented below:

ΔXt ¼ 0:0052 8:15ð Þ þ 0:3012 5:23ð ÞΔXt�1 þ 0:0249 3:48ð ÞIt:44 þ 0:0317 4:49ð ÞIt:77 � 0:0269 3:81ð ÞIt:85
� 0:0254 3:58ð ÞIt:199; (8)

where the indicator variables indicate the sample point shift (e.g., t:44 indicates a break at sample
point 44) and the RSS now drops to 0.0115 compared to 0.0145 of the ARIMA(1, 1, 0) model.7 It is
important to note that in this model neither the initial estimates of the drift and autoregressive
term change (compared to Equation (3)) and all terms are automatically significant.

Hendry and his colleagues stress a major source of non-stationarity is due to structural breaks;
changes in the parameters generating the data, see Hendry and Nielsen (2007) and Castle et al.
(2013), among many others. They argue that location shifts, shifts in the coefficients of determi-
nistic terms such as long-run means, trends and growth rates can generate such non-stationarity.

We will now illustrate this using the raw, not differenced, data on real GDP and Autometrics. In
Table 1 that follows (we use a table to illustrate the results so that the reader can view the
relevant statistics) we present the initial results for the simple AR(1) model for real GDP and
another one from the application of Autometrics (model I) using many indicator variables that
capture such structural breaks. Note the implications for residual diagnostics, as the inclusion of
the indicator functions makes the model congruent and consistent with the assumptions behind
the general-to-specific approach. The results are highly illustrative. First, as expected, a simple AR
(1) model simply produces the well-known result that first differencing of the series is suggested
and that anything else that remains after differencing must be modelled separately.

Table 1. Autometrics analysis of levels of real GDP data

Plain AR(1) model Autometrics
model I

Autometrics
model II

Lagged real GDP 1.004
(significant at 1%)

0.619
(significant at 1%)

1.006
(significant at 1%)

Lagged real GDP partial
R2

99.9% 56.8% 99.9%

Number of indicators 0 30
(all significant at 1%)

28
(9 significant at 5%,
10 significant at 10%

RSS 591.309 168.732 195.091

AR 1–2 test (p-value) 0.00 0.17 0.64

Normality test (p-value) 0.00 0.23 0.01

Heteroscedasticity test
(p-value)

0.00 0.14 0.32
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There is a clear presence of autocorrelation, heteroscedasticity and non-normality in the resi-
duals. However, passing the series to Autometrics and using indicator functions we find, not only a
major reduction in the residual sum of squares but other interesting results: first, the relative
contribution of the lagged real GDP drops from 99.9% on the simple AR(1) model to a reasonable
56.8% in the Autometrics model and, moreover, note the serious reduction in the estimates
magnitude: once structural breaks have been accounted for the memory of the series drops
from a value of unity (unit root non-stationarity) to a value of 0.62 well within the confines of
autoregressive stationarity—thus the non-stationary components are essentially the shifts that
are being captured by the indicator functions (all of which are highly significant). It is also
interesting to note that there are at least two indicator functions that have a partial R2 above
25%, meaning that they do capture a significant part of the variability of the series. Finally, it is
evident that modelling the structural breaks removed the autocorrelation, heteroscedasticity and
non-stationarity as can be seen by the increased p-values of all relevant tests in the table.

The perceptive reader will ask whether there is a unique model that can be used to capture the
salient features of the levels data via an automated procedure; the answer would be yes if all
possible indicators are included—but often times this will be difficult due to degrees of freedom
constraints. Thus, we illustrate the change in results if we use more initial indicators than in Table
1, namely all possible IIS, SIS, DIIS and TIS variables. The reader is referred to Doornik (2009),
Doornik and Hendry (2013, 2015) for the AutoMetrics estimation procedures and saturation vari-
able modeling with Ox Metrics. The results are summarized in the second Autometrics model of
Table 1, model II. It is clear that this second model provides reductions in the p-values for
autocorrelation and heteroscedasticity at the cost of non-normality in the residuals and a higher
RSS value. The reader could have used robust regression, as shown in Dhrymes (2017) and
Maronna et al., (2019) to estimate traditional regression models. Furthermore, we can see that
the estimate of the lagged value of real GDP is essentially unity, which suggests a difference-based
model should be used here. The extend on which such trade-off on the p-values is useful it is
debatable and the results indicate that some a priori considerations should be given to the type of
indicators one uses.

3. Automatic time series modelling of real GDP using leading economic indicators (LEI)
The composite indexes of leading (LEI), coincident and lagging indicators produced by The
Conference Board are summary statistics for the US. economy. Wesley Clair Mitchell of Columbia
University constructed the indicators in 1913 to serve as a barometer of economic activity. The
leading indicator series was developed to turn upward before aggregate economic activity
increased, and decrease before aggregate economic activity diminished. Historically, the cyclical
turning points in the leading index have occurred before those in aggregate economic activity,
cyclical turning points in the coincident index have occurred at about the same time as those in
aggregate economic activity, and cyclical turning points in the lagging index generally have
occurred after those in aggregate economic activity.

The Conference Board’s components of the composite leading index for the year 2002 reflected
the work and variables shown in Zarnowitz (1992) list, which continued work of the Mitchell (1913),
Burns and Mitchell (1946), and Moore (1961).8 The Conference Board composite index of leading
economic indicators, LEI, is an equally weighted index in which its components are standardized to
produce constant variances.9 Let us now examine the effectiveness of changes in the LEI to be
statistically associated with future changes (growth) in real GDP over the 1959-2018Q1 period. The
present (September 2016) 10 components of The Conference Board Leading Economic Index® for
the US. include

(1) Average weekly hours, manufacturing

(2) Average weekly initial claims for unemployment insurance

(3) Manufacturers’ new orders, consumer goods and materials

Guerard et al., Cogent Economics & Finance (2020), 8: 1759483
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(4) ISM® Index of New Orders

(5) Manufacturers’ new orders, nondefense capital goods excluding aircraft orders

(6) Building permits, new private housing units

(7) Stock prices, 500 common stocks

(8) Leading Credit Index™

(9) Interest rate spread, 10-year Treasury bonds less federal funds

(10) Average consumer expectations for business conditions.

A database of the monthly leading economic indicators is merged with the quarterly FRED
database for the real GDP growth previously analyzed. We test the hypothesis that the changes
LEI lead real GDP growth. One can examine whether real GDP growth is statistically associated
with contemporaneous and one through four-quarter lags in the LEI, denoted by Lt below.10 The
results on Equation (9) show that none of the four lags is significant while the estimation of the
first lag of the real GDP growth remains robust:

ΔXt ¼ �0:0002 0:07ð Þ þ 0:2792 4:40ð ÞΔXt�1 � 10:473 0:55ð ÞΔLt�1 þ 5:359 0:27ð ÞΔLt�2

� 19:64 1:00ð ÞΔLt�3 � 8:885 0:47ð ÞΔLt�4 (9)

and there is a rise in the RSS compared to the model with indicator variables but (naturally) a
decrease in the RSS compared to the ARIMA(1, 1, 0) model, at 0.0136. However, once outliers are
allowed to enter and accounted for in the model via the automatic modelling approach we find
that the 3-period lag of the leading economic indicator becomes strongly significant as follows:

ΔXt ¼ 0:1647 3:16ð ÞΔXt�1 þ 6:7523 5:23ð ÞΔLt�3 þ It (10)

and we can see that the estimate of the first lag of the real GDP is reduced to about half and the
third lag of the leading indicator becomes highly significant; we omit the many indicator terms
that we put collectively at the vector It; all estimates are as expected highly significant and the RSS
now drops to 0.0075 (again, a rather natural result because of the presence of more indicator
variables—but what is important to understand now is that the RSS decrease is obtained by a
coherent and congruent statistical approach).11 Automatic time series modelling using
Autometrics of the OxMetrics system via sequential least squares regression analysis is useful in
reducing the residual sum of squares and improving the fit of the models considered. Although of
limited presence in the above equation, The Conference Board LEI and its components are
potential barometers of future economic growth, based on their potential on modelling and
forecasting—which we also discuss at the forecasting section of the paper.

We repeat the analysis of Table 1 for the levels of real GDP while now including four lags of
the leading indicator variable and, then, we repeat the Autometrics exercise that we performed
before with the inclusion of additional indicators. The results are given in Table 2 and are again
very illuminating and similar to Table 1, with two major differences. First, observe that the
reduction in RSS in very small by the inclusion of the lagged LEI (which is significant never-
theless) and that lagged LEI contribute an additional relative 3.31% in explaining the variability
of the level of real GDP; furthermore, note that the presence of the LEI removes heteroscedas-
ticity. Second, when we turn to the Autometrics, the LEI is no longer a remaining variable and
although the results are as before (as in Table 1); note that we have 27 instead of 30 indicator
functions and the order of elimination now removed some indicators and created heterosce-
dasticity. Some discretion, therefore, is indeed advised and we could possibly envision re-
introducing the LEI in the final Autometrics model. This goes, however, beyond our scope and
we do not discuss it any further. However, as we did with the comparison of Autometrics models
in Table 1 we again consider additional indicators in another attempt to model the levels of the
real GDP with the LEI present and, furthermore, to reduce the clear presence of heteroscedas-
ticity that appears in Autometrics model I of Table 2.
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The same kind of qualitative results as in Table 1 appears in model II of Autometrics in Table 3.
That is, we find again a trade-off in terms of the statistics for heteroscedasticity and the rest of the
results vis-à-vis Autometrics model I. There is higher persistence for the two lags of real GDP in
model II, less significant indicator, higher RSS compared to model I but also a marked absence of
heteroscedasticity. If we combine the results of Tables 1 and 2 we can actually draw a practical
conclusion: it appears that, for the levels of real GDP, the source of heteroscedasticity is on the
presence of particular kinds of breaks that are captured by the indicators of model II—this,
however, comes at a cost to other statistics such as the RSS and the increased p-values on
autocorrelation and normality. The final model choice probably should be made on some addi-
tional considerations or a different search procedure might be tried otherwise.

4. Automatic time series modelling of the unemployment rate using leading economic
indicators (LEI)
Another widely studied time series is the (US) unemployment rate. Montgomery, Zarnowitz, Tsay
and Tiao (Montgomery et al., 1998) modelled the quarterly unemployment rate for the 1948 to
1993 period and reached several very interesting conclusions. Among the conclusions, the unem-
ployment rate contained no consistent trend, and in times of rising unemployment, the weekly
unemployment insurance claims, UIC, were a useful input—however unemployment claims were
not useful over the entire 1948–1993 time period. MZTT suggested that although future models
could build upon asymmetric modelling analysis, long-run models had to forecast stable, slowing
declining periods of unemployment. To set up the stage for our later discussion we first consider an
ordinary least squares regression model for the 1959–1993 time period, i.e., the original period of
the MZTT analysis, with changes in unemployment, denoted as ΔΧt, and the differenced log-weekly
unemployment claims data, denoted as ΔLt, with nine lags of unemployment claims, one reports
results that are clearly consistent with the explanatory power of unemployment claims for the
change in unemployment. Our results appear in Equation (11):

Table 2. Autometrics analysis of levels real GDP data, LEI included

AR(1) Model +
leading indicator lags

Autometrics
model I

Autometrics
model II

Lagged real GDP, lag 1 0.9942
(significant at 1%)

0.7010
(significant at 1%)

1.3574
(significant at 1%)

Lagged real GDP, lag 1,
partial R2

99.7% 67.2% 77.2%

Lagged real GDP, lag 2 n.a. n.a. −0.3615
(significant at 1%)

Lagged real GDP, lag 2,
partial R2

n.a. n.a. 19.7%

Contemporaneous LEI n.a. n.a. 1.3572
(significant at 5%)

Contemporaneous LEI
partial R2

n.a. n.a. 3.51%

Lagged LEI, lag 1 2.1675
(significant at 1%)

n.a. n.a.

Lagged LEI partial R2 3.31% n.a. n.a.

Number of indicators 0 27
(all significant at 1%)

21
(7 significant at 5%,
8 significant at 10%)

RSS 552.914 184.280 237.785

AR 1–2 test (p-value) 0.00 0.36 0.07

Normality test (p-value) 0.00 0.24 0.08

Heteroscedasticity test
(p-value)

0.16 0.01 0.47
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ΔXt ¼ �0:2035 3:93ð ÞΔXt�1 þ 1:0578 6:64ð ÞΔLt�1 þ 0:9123 5:87ð ÞΔLt�2 þ 0:6485 4:19ð ÞΔLt�3

þ 0:4676 3:08ð ÞΔLt�4 þ 0:5806 3:83ð ÞΔLt�5 þ 0:3427 2:25ð ÞΔLt�6 þ 0:5687 3:76ð ÞΔLt�7

þ 0:1514 0:99ð ÞΔLt�8 þ 0:6129 4:08ð ÞΔLt�9 (11)

where the fit of the model is with an RSS of 11.17 and with an R-squared of 26.3%. All explanatory
variables are highly significant, save the eighth lag. A similar set of results is produced if we consider a
robust regression estimation approach, and they are available upon request. The estimation results of
Equation (11) are supporting the MZTT argument on the usefulness of the unemployment claims and,
in general, are supporting the notion that the explanatory variable can act as a possible predictor of the
changes in unemployment.

We next take another look at the MZTT data and update the analysis for the 1959–October 2018,
using The Conference Board LEI data, which contains weekly unemployment claims as a compo-
nent to its leading economic indicators. As above, we difference the unemployment rate, the
leading economic indicator and the and weekly unemployment insurance claims for the analysis;
in the equations below we keep the same notation as in Equation (11). We first estimate an ARIMA
(1,1,0) model for the unemployment rate for 1959–1994, the same model we estimated for the
real GDP growth and the results are below:

ΔXt ¼ �0:0017 0:21ð Þ þ 0:0807 1:79ð ÞΔXt�1 (12)

where the fit of the model is indicated by an RSS of 15.98. We then proceed to use the automatic time
series approach and include explanatory variables and indicator functions. As before we report the
variables that have economic interpretation on the right-hand side:

ΔXt ¼ �0:2654 6:40ð ÞΔXt�1 þ 0:002 5:52ð ÞΔLt�1 þ 0:002 5:66ð ÞΔLt�2 � 0:0016 4:54ð ÞΔLt�3

þ 0:001 3:15ð ÞΔLt�4 þ 0:0013 4:09ð ÞΔLt�6 þ 0:0012 4:09ð ÞΔLt�9 þ It (13)

where all the estimates are highly significant and the RSS drops to 9.12, as again expected, and
where we can make two interesting observations: first, note that the autoregressive parameter
turns negative and about of the same magnitude as the autoregressive parameter on the real GDP
equation; second, the estimates of the lags of the weekly unemployment claims (now taking the
place of the leading indicator) are almost all of the same size and always positive—the interpreta-
tion is straightforward and economically plausible: a rise in any of the past quarters in the
unemployment claims leads to an expected rise in unemployment in the future and the total
(cumulative) effect of unemployment claims is about 0.009 as the sum of the estimated coeffi-
cients. The negative sign of the autoregressive parameter indicates the stronger cyclical charac-
teristics of the unemployment series, compared to those of the real GDP growth. Switching now to
the post-1994 period, and re-estimating the above two equations for the 1994–2018 time period
and find that, post-publication, the relationship is still maintained as follows, first for the ARIMA
(1,1,0) model:

ΔXt ¼ �0:0088 0:55ð Þ � 0:1275 1:37ð ÞΔXt�1 (14)

where we can see that the autoregressive parameter becomes negative and less significant (the
RSS here being 3.40 so the fit here is much better). The corresponding results from the use of the
automatic procedure using the weekly unemployment claims are given below:

ΔXt ¼ �0:3603 4:18ð ÞΔXt�1 þ 0:0025 2:67ð ÞΔLt�2 þ 0:005 5:18ð ÞΔLt�3 þ 0:0021 2:08ð ÞΔLt�4

þ 0:003 3:00ð ÞΔLt�5 þ 0:0031 3:18ð ÞΔLt�6 þ 0:0029 3:07ð ÞΔ� 0:0021 2:65ð ÞΔLt�10 þ It; (15)

where now the total impact from the leading indicator variable is higher to 0.0165 and the
autoregressive parameter remains again significant and negative—the RSS is now even lower
at 1.99.
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A similar set of results, statistically and conceptually, is obtained when we substitute the weekly
unemployment claims with the composite leading indicator, still being in the post-MZTT publica-
tion period, of after 1994 to 2018, and are as follows:

ΔXt ¼ 0:0045 2:59ð Þ � 0:2259 2:90ð ÞΔXt�1 � 0:1813 2:65ð ÞΔLt�2 � 0:1892 2:58ð ÞΔLt�3 þ It; (16)

and the fit of the model is with an RSS of 2.03 (almost identical with that of the model above with the
unemployment claims), with the estimates in front of the leading indicator being now (as expected)
negative and again of about the same size—the differences in magnitude with the weekly unemploy-
ment claims are in the units of measurement, the unemployment claims being measured in a real-life
measure of thousands of unemployed (check). Finally, we re-estimate the two equations of the weekly
unemployment claims and the composite leading indicator for the whole sample period from 1959 to
2018 and the results obtained verify the previous ones, as to that both variables lead unemployment.

As in the case of the real GDP series, we next use Autometrics on the raw, not differenced, data, on the
unemployment rate series.We collect our results on Tables 3a and3b, in a similar fashion to Tables 1 and
2. Here we prepare two tables due to the number ofmodels that wewill have to consider: the first group
ofmodels is in Table 3a and the second group ofmodels is in Table 3b. Starting off with Table 3awe have
four models, the plain AR(1) model, an AR(1) model with indicator functions only, and then the AR(1)
model with indicators plus theweekly claims and the LEI components (separately).We report the search
results of Autometrics in the table and we can see immediately some very interesting results. First, note
that a simple autoregression does not capture the cyclical variability of the level of unemployment as
expected, with a low estimate of persistence and a relatively low R2. The RSS is large, and there are
autocorrelation, heteroscedasticity and non-normality in the residuals. Adding indicators in this first
modelwe find, as before in the caseof the real GDP series, that theRSS is greatly reduced, autocorrelation
disappears asdoesheteroskedasticity, butnot non-normality—note thatwehavea total of 47 significant
indicators. Adding to this last model, the weekly claims we can obtain even further RSS reduction, at the
expense of about 20 more indicators but the weekly claims add explanatory power (although at about
the 10% partial R2); thus, Autometrics does capture the empirical finding of weekly claims being a
reasonable explanatory variable for the unemployment rate. Note that the normality test indicates
now some improvement although we have a deterioration to the p-values of autocorrelation and
heteroscedasticity (that nevertheless remain into the close to 5% to 10% territory).

Finally, the fourth model we examine contains the LEI lags in addition to the variables of the
second model, but not the unemployment claims. The number of indicator variables increases to
65, all significant, and we can clearly see that the lags of the LEI variable not only are statistically
significant, but they have a relatively high contribution, by their partial R2; the first lag of the LEI
has a 30% contribution alone in explaining unemployment rate variability. This last model has the
lowest RSS and its residual diagnostic tests easily pass, except the one for normality—this lack of
normality in the level’s residuals persists across all four models.

To address this problem of lack of normality with the residuals in the results of Table 3a, we now
turn to adding more indicators in the Autometrics analysis and prepare a second group of models
which is based on the extended sample from 1959 to 2018—of course this not directly comparable
with the previous results that start from 1994 but still is a useful exercise to understand the impact
of both structural breaks in particular periods of the sample, to check the consistency of the
Autometrics approach and to see the differences between the two sets of models.

The results are quite encouraging in three respects: first, we again confirm our earlier qualitative
assessment on the analysis of the levels real GDP data from the use of additional indicators; second, in
these results we do not see the trade-off among statistics as the performance of these new models
(albeit on a different sample) has improved overall; third (possibly of themost practical significance), we
see that formodelling the unemployment rate at its level the inclusion of all variables, lags of unemploy-
ment, lags of LEI and of weekly claims plus the indicators results in the most coherent model of all. The

Guerard et al., Cogent Economics & Finance (2020), 8: 1759483
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reader should take note that, in contrast, to the analysis of the levels of real GDP data, here the inclusion
of other variables and indicators reduces all the time the persistence of the lag of unemployment which
clearly indicates that the explanatory variables (LEI and claims) work and that the indicators do capture
the cyclical shifts of unemployment that evolve along the business cycle.12 We end this section by a
summary table that shows the performance statistics of the Autometricsmodels compared to the fixed-
regressor models with no additional indicators (which we have not presented in detail). The reader can
easily see the improvements offered by the Autometrics approach.

5. Forecasting the unemployment series with leading indicators and adaptive learning
Our analysis so far evolved around the idea that automatic time series modelling can help to
both uncover the underlying relationships that economics presume exist among variable of
interest to practitioners and to account for the subtle nuances that come from the presence of
outliers and structural breaks. However, once a practitioner is satisfied that the relationship
under consideration is there one is tempted (if not usually required) to produce a forecast
about the future path of the series that enters as the dependent variable. Thus, a forecasting
exercise is certainly the natural next step and, it might be argued, is possible more straightfor-
ward to benchmark. With the latter statement, we mean something well understood in the
literature of forecasting: an explanatory variable that has a significant presence in the fit of a
model should usually help in reducing the mean-squared measure of out-of-sample forecasts
even when the model used is relatively simpler to the model used for the in-sample fit. In this
section, we present results of a rolling window forecasting exercise where we illustrate the
practical usefulness of our previous analysis across two themes: first, we show that the
inclusion of either of our two previous leading indicator (see Figure 3) variables (the composite
leading indicator and the weekly unemployment claims) is useful in providing either on-par
performance or performance enhancements compared to standard benchmarks (in the context
of linear forecasting models as linear were the in-sample fit models before); second, we show
that the use of adaptive learning forecasting, a new method recently proposed by Kyriazi et al.
(2019), helps to improve even more the forecasting enhancements of the first theme (see
Figures 4 and 5). Our forecasting exercise is structured in a simple, and practically relevant,
fashion: we use the monthly unemployment data and two rolling windows of 60 and
120 months and a number of standard models, univariate and bivariate, to evaluate the
forecasting performance on the unemployment series. The forecasts are computed on models
based on the differenced data and then the differencing operation is reversed for the forecast
evaluation against the actual values of the unemployment rate.

Figure 3. P-values of coefficient
estimates, 120-month rolling
window, VAR(AIC) model, LEI.
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We summarize our results in Table 5 and evaluate the forecasts with their (root)-mean-squared
error, mean absolute error and the test statistics of the Mincer–Zarnowitz evaluating regression.13

For easier readability we provide results for the best univariate and best bivariate models (in terms
of their root-mean-squared error rankings relative to the naïve benchmark), the adaptive aver-
aging autoregressive model ADA-AR—which is not included in the individual model ranking—as
well as the best adaptive learning forecast ADL—the latter is computed by the combination of the
best two models (which might be different if the best two models are not the top univariate and
top bivariate that we report, e.g., we might have that two univariate models are the top ones). The
results from the table tell a consistent story all along. Let us point out the salient points of our
forecasting exercise:

Figure 4. Coefficient estimates,
120-month rolling window, VAR
(AIC) model, weekly unemploy-
ment claims.

Figure 5. P-values of coefficient
estimates, 120-month rolling
window, VAR(AIC) model, weekly
unemployment claims.
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(i) All models easily beat the no-change, naïve, benchmark, by about 25% to 30%, so that the
unemployment rate is clearly forecastable.

(ii) The autoregressive models are extremely tough to beat, by a wide margin, within the class
of linear models.

(iii) Autoregressive adaptive averaging tends to work and occasionally improve forecast effi-
ciency but cannot solely be relied upon, especially on the presence of bivariate models and
adaptive learning forecasts.

(iv) The impact of the bivariate models, that account for the explanatory variables, is clearly
present in the larger rolling window—not an unsurprising result as the estimation of
parameters requires a relatively larger sample.14 In the appendix, we provide the plots of
the rolling window estimates, and associated p-values, from the VAR(AIC) model using the
120-month rolling window: we can that the correct signs are present in the estimates and
that the p-values indicate the explanatory power of the associated variables, the composite
leading indicator and the weekly unemployment claims—we note that the results of the
plots tally very well with the results from the forecasting exercise in that the relationship is
stronger with the weekly unemployment claims than with the leading indicator.

(v) The composite leading indicator tends to produce more efficient forecasts in terms of larger
pF values, even though the weekly unemployment claims tend to produce slightly better
forecasting performance.

(vi) The adaptive learning forecast provides RMSE improvements in all cases but one (where is
one par with the best model) as it was designed to do, and thus is the top-performing
forecast in the table—whose efficiency is either better overall or better from the worst of its
two component forecasts. It would be interesting to see how adaptive learning performs if
the input models that the method uses have one or more of the non-linear models used by
the MZTT study.

6. Conclusion
In our replication study, we applied the Hendry and Doornik automatic time series PC-Give
(OxMetrics) methodology to several well-studied macroeconomic series, real GDP and the unem-
ployment rate. We report that the OxMetrics and Autometrics systems substantially reduce
regression sum of squares measures relative to a traditional variation on the random walk with
drift model. The modelling process of including the leading economic indicator in forecasting real
GDP has been addressed before, but our results are more statistically significant. A similar conclu-
sion is found for the impact of the LEI and weekly unemployment claims series leading the
unemployment rate series. We complemented the OxMetrics analysis with an application of the
rolling window forecasting analysis which produced additional validation of the LEI and unemploy-
ment claims series and the unemployment time series. We provided results for the best univariate
and best bivariate models, in terms of their root-mean-squared error rankings relative to the naïve
benchmark, and the adaptive averaging autoregressive model ADA-AR and the adaptive learning
forecast, ADL, produced the smallest root-mean-square errors and lowest mean absolute errors.

We report that the variables studied in a seminal study of the unemployment rate continue to be
highly statistically significant. Moreover, we report that newer methodologies, the Autometrics
time series software and adaptive learning forecasting offer additional statistical association
regarding the relationship among LEI, the monthly unemployment claims, and the unemployment
rate. We replicate the seminal study and extend the analysis to 2018. The use of a post -publica-
tion time series study avoids the question of arbitrarily determining in-sample and post-sample
modeling and forecasting as studied by Granger and Newbold (1977), Granger (2001), Ashley
(2003) and Thomakos and Guerard (2004). Increases in LEI and one of its components, the
unemployment claims time series, precede a reduction in the unemployment rate. Why are
these results important? The unemployment rate is at a 50-year low in the U. S. What reduces
unemployment? Increasing economic activity drives down unemployment. The leading economic
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indicators were created by Mitchell (1913) to be a barometer of economic activity. The LEI time
series and its underlying methodology have evolved through the research of Burns and Mitchell
(1946), Moore (1961), and Zarnowitz (1992). The LEI time series, and one of its components, weekly
employment claims, is statistically significant in forecasting the unemployment rate.

In summary, we report on the statistically significant impact of the LEI and weekly unemploy-
ment claims time series on real GDP and the unemployment rate series. The MZTT variable
relationships are confirmed, in-sample and post-publication.
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Notes
1. Box and Jenkins, Time Series Analysis. Chapter 6; C.

W.J. Granger and Paul Newbold, Forecasting
Economic Time Series. Second Edition (New York:
Academic Press, 1986), pp. 109–110, 115–117, 206.

2. The US. real GDP series was estimated as a random
walk with drift (RWD) series for the 1963–2002
period, see Guerard (2004) and the RWD model is
adequate as the general form for 1959-2018Q2,
with the notable exception of outliers in the 2008–
2009 period. An alternative to an ARIMA(0, 1, 1) is
an ARIMA(1, 1, 0), suggested by Zarnowitz (1992)
and used by Guerard (2001, 2004). In Equation (3)
and in all subsequent analysis we have that ΔXt
reflects changes in logarithms and thus the differ-
ence is growth rates.

3. Automatic time series modelling has advocated
since the early days of Box and Jenkins (1970).
Reilly (1980), with the Autobox System, pioneered
early automatic time series model implementation.
Tsay (1988) identified outliers, level shifts and var-
iance change models that were implemented in
PC-SCA. SCA was used in modelling time series in
Montgomery et al. (1998). Guerard (1990) used
both Autobox and SCA systems to model the
monthly NYSE stock volume series, January 1965
to December 1987. SCA correctly identified the
introduction of the DOT (trading) system as a level
shift in March 1976 and the market crash of

October 1987 as an additive outlier. Autobox iden-
tified October 1987 as a pulse variable.

4. Doornik and Hendry (2013) remind the reader that
the data generation process (DGP) is impossible to
model, and the best solution that one can achieve
is estimated the models to reflect the local DGP,
through reduction, described above. The utomatic
Gets algorithm reduces GUM to nest LGDP, the
locally relevant variables. Congruency, in which the
LGDP has the same shape and size as the GUM; or,
models reflect the local DGP.

5. In the selection process, one tests the null hypoth-
esis that the parameter in front of a variable is
zero. The relevant t-statistic from a two-sided test
is used.

6. The use of saturation variables avoids the issue of
forcing a unit root to capture the shifts, leading to
an upward-biased estimate of the lagged depen-
dent variable coefficient. The authors are indebted
to Jenny Castle for her comments on the applica-
tion of saturation variables, which she observes
addresses this very well.

7. The Impulse-Indicator variables in (8) are examples
of the “small effects” reported in Castle et al.
(2013).

8. Geoffrey Moore passed in 2000. Pami Dua edited a
collection of papers to honor Moore, entitled
Business Cycles and Economic Growth (Oxford
University Press, New York). The reader is referred
to papers in the volume by Victor Zarnowitz, John
Guerard, Lawrence Klein, and S. Ozmucur, and D.
Ivanova and Kajal Lahiri. The Conference Board
index of leading indicators was composed of the
following variables in 2001; Average weekly hours
(mfg.); Average weekly initial claims for unem-
ployment insurance; Manufacturers’ new orders for
consumer goods and materials; Vendor perfor-
mance; Manufacturers’ new orders of non-defense
capital goods; Building permits of new private
housing units; Index of stock prices; Money supply;
Interest rate spread; and the Index of consumer
expectations.

9. The reader is referred to Zarnowitz (1992) for his
seminal development of underlying economic
assumption and theory of the LEI and business
cycles. Thomakos and Guerard (2004) reported
that the US. leading indicators lead real GDP, as
one should expect, and the transfer function model
produced lower forecast errors than the univariate
model, and a naive benchmark, the no-change
model. The model forecast errors are not statisti-
cally different (the t-value of the paired differences
of the univariate and TF models is 0.91). The mul-
tiple regression models indicate statistical signifi-
cance in the US. composite index of leading
economic indicators for the 1978-March 2002 per-
iod. One does not find that the transfer function
model forecast errors are (statistically) significantly
lower than the univariate ARIMA model (RWD)
errors in a rolling one-period-ahead analysis.
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10. Guerard (2001, 2004) found four quarters of lead of
the LEI with regard to real GDP.

11. See Dhrymes (2017) for an earlier analysis of the
traditional OLS, robust regression, Autometrics
analysis of the unemployment rate and LEI and
weekly unemployment claims time series, with all
breaks identified.

12. The referees asked about the testing of nonlinear
time series models. In a separate research project,
the authors have worked with Rong Chen, see Tsay
and Chen (2019), to test seasonal ARIMA, threshold
autoregressive models (TAR), seasonal threshold
autoregressive models (STAR), and Markov
Switching Models (MCM) on the MZTT 1959–2018
data. The initial results substantiate the statistical
significance of (only) the SARIMA and transfer
function using both LEI and unemployment claims
time series models in the out-of-sample, post-
publication. We feel confident that our modelling is
robust and statistically significant.

13. For details on the evaluation approach of these
tables see Kyriazi et al. (2019).

14. In the interest of completion on the performance
of the bivariate models, and given that only two
appear (BMA and VAR(AIC)) we report the evalua-
tion values for the BMA on the 120-month rolling
window for the composite leading indicator
(RMSE = 0.754, MAE = 0.760, d0 = 0.112, d1 = 0.981
and pF = 0.001) and for the VAR(AIC) for the 60-
month rolling window for the weekly unemploy-
ment claims VAR(p) (RMSE = 0.769, MAE = 0.785,
d0 = 0.182, d1 = 0.969 and pF = 0.000).
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