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#### Abstract

The sum of a random number of independent and identically distributed random vectors has a distribution which is not analytically tractable, in the general case. The problem has been addressed by means of asymptotic approximations embedding the number of summands in a stochastically increasing sequence. Another approach relies on fitting flexible and tractable parametric, multivariate distributions, as for example finite mixtures. In this paper we investigate both approaches within the framework of Edgeworth expansions. We derive a general formula for the fourth-order cumulants of the random sum of independent and identically distributed random vectors and show that the above mentioned asymptotic approach does not necessarily lead to valid asymptotic normal approximations. We address the problem by means of Edgeworth expansions. Both theoretical and empirical results suggest that mixtures of two multivariate normal distributions with proportional covariance matrices satisfactorily fit data generated from random sums


[^1]where the counting random variable and the random summands are Poisson and multivariate skew-normal, respectively.
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## 1. Introduction

Let $\left\{\mathbf{x}_{i}, i \in \mathbb{N}\right\}$ be a sequence of independent and identically distributed (i.i.d.) $d$-dimensional random vectors. Also, let $N$ be a random variable independent of the sequence whose support is the set of nonnegative integers. Furthermore, let $\mathbf{s}=\mathbf{x}_{1}+\ldots+\mathbf{x}_{N}$ be the sum of the first $N$ components of the sequence, with the convention that $\mathbf{s}$ is the $d$-dimensional null vector when $N=0$. We refer to $\mathbf{s}$ as to the random sum of $\left\{\mathbf{x}_{i}, i \in \mathbb{N}\right\}$ with aggregating variable $N$. The distributions of $\mathbf{s}, N$ and $\mathbf{x}_{i}$ are the compound, primary and secondary distributions, respectively ([23]). Random sums occur in many research fields, including physics, biology, reliability, queuing and finance ([14], [18], [19]). One such application is in actuarial science where such a compound distribution has been mainly studied as a claim model, where the random vector $\mathbf{s}, \mathbf{x}_{i}$ and $N$ are represented as the aggregated claim, the $i$-th claim size and the claim counts, respectively ([1]). However, analytic expressions for compound distributions are available only for certain types of primary and secondary distributions ([7, Chapter 13]) and an approximation is required for a general case ([23]).

Asymptotic methods are often used to approximate the compound distributions, when the aggregating variable is expected to be high enough. Following an argument similar to the one used in central limit theorems, the aggregating variable is embedded in a sequence of stochastically increasing random variables. More precisely, let $\left\{N_{q}, q \in \mathbb{N}\right\}$ be a stochastically increasing sequence of random variables independent of $\left\{\mathbf{x}_{i}, i \in \mathbb{N}\right\}$, whose support is the set of nonnegative integers. Also, let $\boldsymbol{\mu}_{q}$ and $\boldsymbol{\Sigma}_{q}$ be the mean vector and the positive definite covariance matrix of the $q$-th element $\mathbf{s}_{q}$ of the sequence $\left\{\mathbf{s}_{q}=\mathbf{x}_{1}+\ldots+\mathbf{x}_{N_{q}}, q \in \mathbb{N}\right\}$. Finally, let $\left\{\mathbf{z}_{q}=\boldsymbol{\Sigma}_{q}^{-1 / 2}\left(\mathbf{s}_{q}-\boldsymbol{\mu}_{q}\right), q \in \mathbb{N}\right\}$ be the associated sequence of standardized random
vectors, where $\boldsymbol{\Sigma}_{q}^{-1 / 2}$ is the positive definite and symmetric square root of the inverse of $\boldsymbol{\Sigma}_{q}$. Conditions for the convergence of $\left\{\mathbf{z}_{q}, q \in \mathbb{N}\right\}$ to a standard normal distribution have been given in the univariate case in the pioneering work of [35]. In [19], the authors focused on geometric summation which leads to geometric stable distributions. In [10], the tail behaviour has been investigated when the secondary distribution is multivariate subexponential.

Alternatively, the compound distributions can be approximated by properly chosen parametric distributions, as it is often done in actuarial sciences. There have been many proposals for fitting univariate compund distributions with parametric ones (see [8]). For example, multivariate compound distributions have been approximated with skew-normal distributions and their generalizations (see, [6], [11]). Unfortunately, the information matrix of the distribution in [6] is singular under normality, thus preventing the use of standard likelihood-based methods for testing the hypothesis of normality ([13]), while the skew-normal distribution suffers from the inferential problems discussed in [31]. Multivariate compound distributions have also been approximated with finite mixture distributions ([4]), which may require the estimation of many parameters. For example, a mixture of $k d$-dimensional normal distributions is parametrized by $k\left(d^{2}+3 d+2\right) / 2$ real values, unless some simplifying assumptions are made.

In an interesting thread of research, the compound distributions can also be approximated by means of Edgeworth expansions, which possess several attractive properties ([3], [5] and [15]). The simplest, nontrivial Edgeworth expansion of a compound distribution depends on its first three cumulants, which have a simple analytical form. The third cumulant of a $d$-dimensional vector $\mathbf{y}$ with mean $\boldsymbol{\mu}$ and finite third-order moments is the $d^{2} \times d$ matrix $\mathbf{K}_{3, \mathbf{y}}=\mathbb{E}\left[(\mathbf{y}-\boldsymbol{\mu}) \otimes(\mathbf{y}-\boldsymbol{\mu}) \otimes(\mathbf{y}-\boldsymbol{\mu})^{\mathrm{T}}\right]$, where $\otimes$ stands for the Kronecker product. Let $\nu_{j}$ and $\boldsymbol{\xi}_{j}(j=1,2,3)$ be the $j$-th cumulants of $N$ and $\mathbf{x}_{i}$, so that the first, second and third cumulants of $\mathbf{s}$ are $\mathbb{E}(\mathbf{s})=\nu_{1} \boldsymbol{\xi}_{1}, \operatorname{Var}(\mathbf{s})=\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}$ and

$$
\mathbf{K}_{3, \mathrm{~s}}=\nu_{1} \boldsymbol{\xi}_{3}+\nu_{2}\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2}\right)+\nu_{3} \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}
$$

where $\boldsymbol{\xi}_{2}^{\mathrm{V}}$ is the vector obtained by stacking the columns of the matrix $\boldsymbol{\xi}_{2}$ on top of each other ([27]). Note that the Edgeworth expansions are closely connected to both
asymptotic and parametric approximations. In [38], the author used Edgeworth expansions to show that the approximation of a multivariate normal distribution distribution with another distribution with the same mean vector and covariance matrix, as measured by the Kullback-Leibler divergence, tends to improve when the third cumulants of the latter distribution become negligible. In [26], the author used theoretical as well as empirical arguments based on Edgeworth expansions to show that data generated by a distribution might be satisfactorily fitted by another distribution, as long as the two distributions have the same first three cumulants.

Intuition suggests that the Edgeworth approximation of a given distribution improves when more terms are included in the approximation itself. In particular, a third-order Edgeworth approximation might be improved by including the fourthorder cumulants of the approximated distribution. Inclusion of fourth cumulants is particularly useful when the performance of the chosen statistical method heavily depends on the fourth cumulants of the sampled distribution, as exemplified by the following cases. In [30], the author showed that the performance of a likelihood test based on the erroneous assumption of normality crucially depends on a measure of multivariate kurtosis which is a simple function of fourth cumulants. Fourth cumulants of the sampled distribution impair the performance of widely used likelihood tests on covariance matrices, when normality is assumed ([40]). In [34], the authors addressed preferential sampling in spatial statistics by means of fourth cumulants. In [39], the author stressed the importance of fourth cumulants in the multivariate linear model. In [2], the authors investigated the effect of fourth cumulants on the Fisher discriminant function, and found it to be nonnegligible.

In this paper we derive a general formula for the fourth-order cumulants of the random sum of i.i.d. random vectors and show that the asymptotic approach based on stochastically increasing sequences does not necessarily lead to valid asymptotic normal approximations. We address the problem by means of Edgeworth expansions. Both theoretical and empirical arguments suggest that the distribution of a random sum where the summands and their number are skew-normal and Poisson, is satisfactorily approximated by a mixture of two multivariate normal distributions with proportional covariance matrices.

Sections 2 and 3 contain the theoretical results regarding the fourth cumulant of a multivariate random sum and Mardia's measure of multivariate kurtosis. These results are used in Section 4 to highlight some difficulties in the convergence of multivariate random sums to a multivariate normal distribution, which are addressed in Section 5 by means of Edgeworth expansions. Section 6 and the Appendix contain some concluding remarks and all theorems' proofs.

## 2. Fourth cumulant

Let $\mathbf{x}=\left(x_{1}, \ldots, x_{d}\right)^{\mathrm{T}}$ be a $d$-dimensional random vector with mean vector $\boldsymbol{\mu}=$ $\left(\mu_{1}, \ldots, \mu_{d}\right)^{\mathrm{T}}$ and covariance matrix $\boldsymbol{\Sigma}=\left\{\sigma_{i j}\right\}, i, j=1, \ldots, d$. We assume that the fourth moments of $\mathbf{x}$ are finite, i.e. $\mathbb{E}\left(\left|x_{i} x_{j} x_{h} x_{k}\right|\right)<+\infty$ for $i, j, h, k=1, \ldots, d$. The fourth cumulant $\mathcal{K}_{4}=\left\{\kappa_{i j h k}\right\}$ of $\mathbf{x}$ is the $d$-dimensional, symmetric tensor of order 4 whose elements are the fourth-order derivatives of the cumulant generating function of $\mathbf{x}: \kappa_{i j h k}=\log \mathbb{E}\left[\exp \left(\iota \mathbf{t}^{\mathrm{T}} \mathbf{x}\right)\right] / \partial t_{i} \partial t_{j} \partial t_{h} \partial t_{k}$, where $\iota^{2}=-1$ and $\mathbf{t}=\left(t_{1}, \ldots, t_{d}\right)^{\mathrm{T}}$ is an arbitrary vector of constants. An equivalent representation of $\kappa_{i j h k}$ is

$$
\begin{equation*}
\mathbb{E}\left[\left(x_{i}-\mu_{i}\right)\left(x_{j}-\mu_{j}\right)\left(x_{h}-\mu_{h}\right)\left(x_{k}-\mu_{k}\right)\right]-\sigma_{i j} \sigma_{h k}-\sigma_{i h} \sigma_{j k}-\sigma_{i k} \sigma_{j h} . \tag{2.1}
\end{equation*}
$$

The elements $\kappa_{i j h k}$ might be arranged into the $d^{2} \times d^{2}$ block matrix $\mathbf{K}_{4, \mathbf{x}}=\left\{\tilde{\kappa}_{p q}\right\}$, where $\tilde{\kappa}_{p q}=\log \mathbb{E}\left[\exp \left(\iota \mathbf{t}^{\mathrm{T}} \mathbf{x}\right)\right] / \partial t_{p} \partial t_{q} \partial \mathbf{t} \partial \mathbf{t}^{\mathrm{T}}$ for $p, q=1, \ldots, d$. The matrix $\mathbf{K}_{4, \mathbf{x}}$ is the unfolded version of $\mathcal{K}_{4}$ [32] and can be represented as

$$
\begin{equation*}
\mathbf{K}_{4, \mathbf{x}}=\mathbb{E}\left[\mathbf{y} \otimes \mathbf{y}^{\mathrm{T}} \otimes \mathbf{y} \otimes \mathbf{y}^{\mathrm{T}}\right]-\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)(\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma})-\boldsymbol{\Sigma}^{\mathrm{V}} \boldsymbol{\Sigma}^{\mathrm{VT}} \tag{2.2}
\end{equation*}
$$

where $\mathbf{y}=\mathbf{x}-\boldsymbol{\mu}, \boldsymbol{\Sigma}^{\mathrm{V}}$ is the vectorization of $\boldsymbol{\Sigma}$ and $\mathbf{C}_{d, d}$ is the $d^{2} \times d^{2}$ commutation matrix $([28])$. We refer to the matrix $\mathbf{K}_{4, \mathbf{x}}$ as to the fourth cumulant of $\mathbf{x}$. Some spectral properties of $\mathbf{K}_{4, \mathrm{x}}$ are examined by [24]. Basic properties of the fourth cumulant that can be found in [22] and [25], among others.

In the next theorem, we present the fourth cumulant of the random sum of random vectors $\mathbf{s}$. It is shown that the fourth cumulant of $\mathbf{s}$ can be represented via the first fourth cumulants of the counting random variable $N$ and the random summands $\mathbf{x}_{i}$.

Theorem 2.1. Let $N$ be a nonnegative counting random variable with finite fourth moment. Also, let $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$ be i.i.d. random vectors with finite fourth moment and independent of $N$. Then the fourth cumulant of $\mathbf{s}$ is

$$
\begin{aligned}
\mathbf{K}_{4, \mathrm{~s}}= & \nu_{1} \boldsymbol{\xi}_{4}+\nu_{2}\left[\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right]+\nu_{2}\left(\boldsymbol{\xi}_{3} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{3}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}\right. \\
& \left.+\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{3}+\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{3}^{\mathrm{T}}\right)+\nu_{3}\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}\right. \\
& \left.+\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2}^{\mathrm{VT}} \otimes \boldsymbol{\xi}_{1}+\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2}\right)+\nu_{4}\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right),
\end{aligned}
$$

where $\nu_{j}$ and $\boldsymbol{\xi}_{j}$ denote the $j$-th $(j=1,2,3,4)$ cumulants of $N$ and $\mathbf{x}_{i}$, respectively.
The next corollary is the direct consequence of Theorem 2.1 and considers the fourth cumulant of the random sum of random variables. This result coincides with the formula obtained in [9].

Corollary 2.1. Let $N$ be a nonnegative counting random variable with finite fourth moment. Let $x_{1}, \ldots, x_{N}$ be i.i.d. random variables with a finite fourth moment, independent of $N$. Then the fourth cumulant of $s$ is

$$
\kappa_{4, S}=\nu_{1} \xi_{4}+3 \nu_{2} \xi_{2}^{2}+4 \nu_{2} \xi_{1} \xi_{3}+6 \nu_{3} \xi_{1}^{2} \xi_{2}+\nu_{4} \xi_{1}^{4}
$$

where $\nu_{j}$ and $\xi_{j}$ denote the $j-$ th $(j=1,2,3,4)$ cumulants of $N$ and $x_{i}$, respectively.
When the summands are symmetric random vectors and the number of summands has a symmetric distribution the fourth cumulant of $\mathbf{s}$ has a simpler form. This result is again the direct consequence of Theorem 2.1.

Corollary 2.2. Let $N$ be a nonnegative counting variable with a symmetric distribution. Also, let $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$ be i.i.d. symmetric random vectors with a finite fourth moment, independent of $N$. Then the fourth cumulant of $\mathbf{s}$ is

$$
\mathbf{K}_{4, \mathrm{~s}}=\nu_{1} \boldsymbol{\xi}_{4}+\nu_{2}\left[\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right]+\nu_{4}\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) .
$$

A nonrandom sum of random vectors is just a random sum where the number of summands $N$ is a degenerate random variable: $\mathbb{P}(N=n)=1$. It follows that $\nu_{1}=n, \nu_{2}=\nu_{3}=\nu_{4}=0$ and the fourth cumulant of the random sum is just the product of the first cumulant of the number of summands and the fourth cumulant of a summand: $\mathbf{K}_{4, \mathrm{~s}}=\nu_{1} \boldsymbol{\xi}_{4}$, consistently with ordinary properties of cumulants.

## 3. Mardia's kurtosis

The kurtosis and the excess kurtosis of a random variable $X$ with mean $\mu$, variance $\sigma^{2}$ and finite fourth moment $\mathrm{E}\left(X^{4}\right)$ are often measured by its fourth standardized moment and its fourth standardized cumulant:

$$
\beta_{2}=\mathrm{E}\left[\left(\frac{X-\mu}{\sigma}\right)^{4}\right], \gamma_{2}=\beta_{2}-3
$$

As remarked by [20], the default measures of multivariate kurtosis and multivariate excess kurtosis have been proposed in [29] and [30]. Mardia's kurtosis and Mardia's excess kurtosis of a $d$-dimensional random vector $\mathbf{x}$ with mean $\boldsymbol{\mu}$, non-singular covariance matrix $\boldsymbol{\Sigma}$ and finite fourth-order moments are given by

$$
\beta_{2, d}^{M}(\mathbf{x})=\mathbb{E}\left\{\left[(\mathbf{x}-\boldsymbol{\mu})^{\mathrm{T}} \boldsymbol{\Sigma}^{-1}(\mathbf{x}-\boldsymbol{\mu})\right]^{2}\right\} \quad \text { and } \quad \gamma_{2, d}^{M}(\mathbf{x})=\beta_{2, d}^{M}(\mathbf{x})-d(d+2)
$$

[21] first represented Mardia's measures by means of moment matrices. More precisely, they showed that Mardia's kurtosis and Mardia's excess kurtosis of a random vector are the traces of its fourth standardized moment and its fourth standardized cumulant. Following the moment matrices approach in [21], we represent Mardia's kurtosis and Mardia's kurtosis of a random vector as quadratic forms involving the concentration matrix as well as the fourth central moment and the fourth cumulant. This statement is made more precise in the next theorem.

Lemma 3.1. Let $\boldsymbol{\Sigma}, \overline{\mathbf{M}}_{4, \mathbf{x}}$ and $\mathbf{K}_{4, \mathbf{x}}$ be the variance, the fourth central moment and the fourth cumulant of the d-dimensional random vector $\mathbf{x}$. Then Mardia's kurtosis and Mardia's excess kurtosis are

$$
\beta_{2, d}^{M}(\mathbf{x})=\boldsymbol{\Sigma}^{-\mathrm{VT}} \overline{\mathbf{M}}_{4, \mathbf{x}} \boldsymbol{\Sigma}^{-\mathrm{V}} \quad \text { and } \quad \gamma_{2, d}^{M}(\mathbf{x})=\boldsymbol{\Sigma}^{-\mathrm{VT}} \mathbf{K}_{4, \mathbf{x}} \boldsymbol{\Sigma}^{-\mathrm{V}}
$$

## 4. Asymptotic behaviour

In this section we derive a closed-form expression for the Mardia's kurtosis of the random sums of normal random vectors. It is a simple function of the first four cumulants of the aggregating variable, the Mahalanobis distance of the mean from
the origin and the vector's dimension. We use this result to show that the same standardized random sum might not converge to a normal distribution, even when it is embedded in a sequence of stochastically increasing aggregating variables. For the sake of simplicity, the theorem is stated for random vectors having the identity matrix as the covariance matrix, but it can be straightforwardly generalized to any positive definite covariance matrix.

Theorem 4.1. Let $\nu_{i}$ be the $i$-th cumulant of the nonnegative random variable $N$, for $i=1,2,3,4$. Also, let $\mathbf{s}=\mathbf{x}_{1}+\ldots+\mathbf{x}_{N}$ be a random sum of independent, $d$-dimensional normal random vectors $\mathbf{x}_{i} \sim \mathcal{N}_{d}\left(\boldsymbol{\mu}, \mathbf{I}_{d}\right)$, where $\boldsymbol{\mu} \in \mathbb{R}^{d}$. Then, by letting $q=\nu_{2}\left(\nu_{1}^{2}+\nu_{1} \nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{-1}$ the Mardia's kurtosis of $\mathbf{s}$ is

$$
\begin{aligned}
\beta_{2, d}(\mathbf{s})= & \left(\nu_{2}+\nu_{1}^{2}\right)\left[2\left(\frac{d-1}{\nu_{1}^{2}}+\frac{q^{2}}{\nu_{2}^{2}}\right)+\left(\frac{d}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\right] \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right)\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{2 d-2}{\nu_{1}^{2}}+\frac{5 q^{2}}{\nu_{2}^{2}}\right)+\left(\nu_{4}+3 \nu_{2}^{2}\right) \frac{q^{2}}{\nu_{2}^{2}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2} .
\end{aligned}
$$

Theorem 4.1 provides some insights into the asymptotic behaviour of random sums. Let $\left\{N_{q}, q \in \mathbb{N}\right\}$ be a stochastically increasing sequence of random variables whose support is the set of nonnegative integers and are independent of $\left\{\mathbf{x}_{i} \sim \mathcal{N}_{d}(\boldsymbol{\xi}, \boldsymbol{\Psi})\right\}$, where $i \in \mathbb{N}, \boldsymbol{\xi} \in \mathbb{R}^{d}, \boldsymbol{\Psi} \in \mathbb{R}^{d} \times \mathbb{R}^{d}, \boldsymbol{\Psi}=\boldsymbol{\Psi}^{\mathrm{T}}>0$. Also, let $\boldsymbol{\mu}_{q}$ and $\boldsymbol{\Sigma}_{q}$ be the mean vector and the positive definite covariance matrix of the $q$-th element $\mathbf{s}_{q}$ in the sequence $\left\{\mathbf{s}_{q}=\mathbf{x}_{1}+\ldots+\mathbf{x}_{N_{q}}, q \in \mathbb{N}\right\}$. Finally, let $\left\{\mathbf{z}_{q}=\boldsymbol{\Sigma}_{q}^{-1 / 2}\left(\mathbf{s}_{q}-\boldsymbol{\mu}_{q}\right), q \in \mathbb{N}\right\}$ be the associated sequence of standardized random vectors, where $\boldsymbol{\Sigma}_{q}^{-1 / 2}$ is the positive definite and symmetric square root of the inverse of $\boldsymbol{\Sigma}_{q}$. A necessary, but not sufficient condition for the convergence of $\left\{\mathbf{z}_{q}, q \in \mathbb{N}\right\}$ to a standard normal distribution is the convergence of the sequence of Mardia's kurtosis $\left\{\beta_{2, d}\left(s_{q}\right)\right\}$ to $d(d+2)$, that is the Mardia's kurtosis of a $d$-dimensional normal vector with positive definite covariance matrix. This condition is fullfilled if $\boldsymbol{\xi}$ is a null vector. The following corollary shows that $\left\{\beta_{2, d}\left(s_{q}\right)\right\}$ might not converge to $d(d+2)$ if $\boldsymbol{\xi}$ is not a null vector, thus highlighting some differences between the convergence of random and nonrandom sums.

Corollary 4.1. Let $\left\{\mathbf{x}_{i} \sim \mathcal{N}_{d}\left(\boldsymbol{\mu} \neq \mathbf{0}_{d}, \mathbf{I}_{d}\right)\right\}$ and $\left\{a_{i}\right\}$ be a random sequence of mutually independent random vectors and a strictly increasing sequence of positive integers, for $i=1,2, \ldots$ Also, let $\beta_{2, d}(\mathbf{w})$ be the Mardia's kurtosis of a ddimensional random vector $\mathbf{w}$. Finally, let $\left\{N_{i}=Y+a_{i}\right\}$ and $\left\{M_{i}=a_{i} Y\right\}$, where $P(Y=1)=P(Y=2)=0.5$. Then

$$
\lim _{i \longrightarrow+\infty} \beta_{2, d}\left(\mathbf{x}_{1}+\ldots+\mathbf{x}_{N_{i}}\right)=d(d+2) \text { and } \lim _{i \longrightarrow+\infty} \beta_{2, d}\left(\mathbf{x}_{1}+\ldots+\mathbf{x}_{M_{i}}\right)=+\infty
$$

## 5. Edgeworth expansions

When the normal approximation to a given distribution is not satisfactory we can improve it by means of Edgeworth expansions. We can approximate either the characteristic function or the probability density function of a random vector by means of its moments or cumulants ([22]). In particular, from Corollary 2.1.5.1 and Theorem 2.1.7 of [22], the cumulant generating function and characteristic function of $\mathbf{s}$ can be expressed as

$$
\psi_{\mathbf{s}}(\mathbf{t})=\sum_{k=1}^{n} \frac{\iota^{k}}{k!}\left(\mathbf{t}^{\mathrm{T}}\right)^{\otimes k} \mathbf{K}_{k, \mathbf{s}}^{\mathrm{VT}}+r_{n} \quad \text { and } \quad \varphi_{\mathbf{s}}(\mathbf{t})=1+\sum_{k=1}^{n} \frac{\iota^{k}}{k!}\left(\mathbf{t}^{\mathrm{T}}\right)^{\otimes k} \mathbf{M}_{k, \mathbf{s}}^{\mathrm{VT}}+r_{n}
$$

where $\mathbf{t}^{\otimes k}$ stands for $\mathbf{t} \otimes \mathbf{t} \otimes \cdots \otimes \mathbf{t}$, and $r_{n}$ is the remainder term. The density function of $\mathbf{s}$ can be expressed as

$$
f_{\mathbf{s}}(\mathbf{s})=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} e^{-\iota \mathbf{t}^{\mathrm{T}} \mathbf{s}} \varphi_{\mathbf{s}}(\mathbf{t}) \mathbf{d} \mathbf{t}
$$

Utilizing the Proposition 2.1 of [21] and Theorem 1 of [25], we get the following relation between first four cumulants of $\mathbf{s}$ :

$$
\begin{aligned}
\mathbf{M}_{1, \mathbf{s}}= & \mathbf{K}_{1, \mathbf{s}}, \\
\mathbf{M}_{2, \mathbf{s}}= & \mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}, \\
\mathbf{M}_{3, \mathbf{s}}= & \mathbf{K}_{3, \mathbf{s}}+\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right) \otimes \mathbf{K}_{1, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \otimes\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right) \\
& +\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right)^{\mathrm{V}} \mathbf{K}_{1, \mathbf{s}}-2 \mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}} \otimes \mathbf{K}_{1, \mathbf{s}}, \\
\mathbf{M}_{4, \mathbf{s}}= & \mathbf{K}_{4, \mathbf{s}}+\left(\mathbf{I}_{d 2}+\mathbf{C}_{p, p}\right)\left[\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right) \otimes\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right)\right] \\
& +\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right)^{\mathrm{V}}\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right)^{\mathrm{VT}} \\
& +\mathbf{M}_{3, \mathbf{s}}^{\mathrm{T}} \otimes \mathbf{K}_{1, \mathbf{s}}+\mathbf{M}_{3, \mathbf{s}} \otimes \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}+\mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}} \otimes \mathbf{M}_{3, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \otimes \mathbf{M}_{3, \mathbf{s}}^{\mathrm{T}} \\
& -\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right) \otimes \mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}-\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right)^{\mathrm{V}} \otimes \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}} \otimes \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}} \\
& -\mathbf{C}_{d, d}\left(\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}} \otimes\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right)\right)-\mathbf{C}_{d, d}\left(\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right) \otimes \mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right) \\
& -\mathbf{K}_{1, \mathbf{s}} \otimes \mathbf{K}_{1, \mathbf{s}} \otimes\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right)^{\mathrm{VT}}-\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}} \otimes\left(\mathbf{K}_{2, \mathbf{s}}+\mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}}\right) \\
& +3 \mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T}} \otimes \mathbf{K}_{1, \mathbf{s}} \mathbf{K}_{1, \mathbf{s}}^{\mathrm{T} .}
\end{aligned}
$$

Since the first three cumulants of $\mathbf{s}$ are known from [27] and the fourth cumulant is delivered in Theorem 2.1, we get the following approximations of the characteristic and density functions
$\varphi_{\mathbf{s}}(\mathbf{t}) \approx 1+\sum_{k=1}^{4} \frac{\iota^{k}}{k!}\left(\mathbf{t}^{\mathrm{T}}\right)^{\otimes k} \mathbf{M}_{k, \mathbf{s}}^{\mathrm{VT}}$ and $f_{\mathbf{s}}(\mathbf{s}) \approx \frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} e^{-\iota \mathbf{t}^{T} \mathbf{s}}\left(1+\sum_{k=1}^{4} \frac{\iota^{k}}{k!}\left(\mathbf{t}^{\mathrm{T}}\right)^{\otimes k} \mathbf{M}_{k, \mathbf{s}}^{\mathrm{VT}}\right) \mathbf{d t}$.
The density function of $\mathbf{s}$ depends on $d$ integrals, therefore, it is more natural to simplify it further. In particular, we consider the Edgeworth expansions which are based on simpler density function, say $f_{\mathbf{y}}(\mathbf{y})$, with finite fourth cumulant. Following Theorem 3.2.1 of [22], we obtain the density function of $\mathbf{s}$ which is stated in the next theorem.

Theorem 5.1. Under the assumption of Theorem 2.1, the density function $f_{\mathbf{s}}(\mathbf{y})$
can be represented via the density function $f_{\mathbf{y}}(\mathbf{y})$ as follows

$$
\begin{aligned}
f_{\mathbf{s}}(\mathbf{y}) \approx & f_{\mathbf{y}}(\mathbf{y})-\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)^{\mathrm{T}} f_{\mathbf{y}}^{1}(\mathbf{y}) \\
& +\frac{1}{2}\left[\mathbf{K}_{2, \mathbf{s}}-\mathbf{K}_{2, \mathbf{y}}+\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)^{\mathrm{T}}\right]^{\mathrm{VT}} f_{\mathbf{y}}^{2 \mathrm{~V}}(\mathbf{y}) \\
& -\frac{1}{6}\left[\left(\mathbf{K}_{3, \mathbf{s}}-\mathbf{K}_{3, \mathbf{y}}\right)^{\mathrm{VT}}+3\left(\mathbf{K}_{2, \mathbf{s}}-\mathbf{K}_{2, \mathbf{y}}\right)^{\mathrm{VT}} \otimes\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)^{\mathrm{T}}\right. \\
& \left.+\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)^{\mathrm{T} \otimes 3}\right] f_{\mathbf{y}}^{3 \mathrm{~V}}(\mathbf{y}) \\
& +\frac{1}{24}\left\{\left(\mathbf{K}_{4, \mathbf{s}}-\mathbf{K}_{4, \mathbf{y}}\right)^{\mathrm{VT}}+\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)^{\mathrm{T} \otimes 4}\right. \\
& +6\left[\left(\mathbf{K}_{2, \mathbf{s}}-\mathbf{K}_{2, \mathbf{y}}\right) \otimes\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)^{\mathrm{T}}\right]^{\mathrm{VT}} \\
& \left.+4\left[\left(\mathbf{K}_{3, \mathbf{s}}-\mathbf{K}_{3, \mathbf{y}}\right) \otimes\left(\mathbf{K}_{1, \mathbf{s}}-\mathbf{K}_{1, \mathbf{y}}\right)^{T}\right]^{\mathrm{VT}}\right\} f_{\mathbf{y}}^{4 \mathrm{~V}}(\mathbf{y}),
\end{aligned}
$$

where $f_{\mathbf{y}}^{k}(\mathbf{y})=\frac{d^{k} f_{\mathbf{y}}(\mathbf{y})}{d \mathbf{y}^{k}}, k=1,2,3,4$.
The above mentioned Edgeworth expansion is based on the density function of $\mathbf{y}$. Usually $\mathbf{y}$ is taken to be normally distributed, i.e. $\mathbf{y} \sim \mathcal{N}_{d}(\mathbf{0}, \boldsymbol{\Sigma})$. The main reason for that is based on the fact that many random statistics can be well approximated by normal distribution in the asymptotic setting. Therefore, the density function of s can be written via the density function of normal distribution by the Edgeworth expansion delivered in Theorem 5.1.

As remarked in [16], Edgeworth expansions might be used to approximate a distribution with a nonnormal one with the same first cumulants. [26] showed that for any random sum with Poisson agregating variable and skew-normal summands there is a mixture of two normal distributions with proportional covariance matrices having its same first three cumulants. These theoretical results suggest that the latter distribution might satisfactorily fit data generated from the former one. In order to empirically assess this conjecture we simulated 100 units from the random sum where the number of summands is Poisson with mean 2 and the summands are i.i.d. skew-normal random vectors with the null vector as the location parameter, the identity matrix as the scatter parameter and the unit vector as the shape parameter: $\mathbf{x}_{i} \sim S N_{d}\left(\mathbf{0}_{d}, \mathbf{I}_{d}, \mathbf{1}_{d}\right)$, for $d=2,3,4,5,6,7,8,9,10$. The pdf of $\mathbf{x}_{i}=\left(x_{i 1}, \ldots, x_{i d}\right)^{\mathrm{T}}$
is

$$
f\left(x_{i 1}, \ldots, x_{i d}\right)=2 \Phi\left(\sum_{j=1}^{d} x_{i j}\right) \prod_{j=1}^{d} \phi\left(x_{i j}\right)
$$

where $\phi(\cdot)$ and $\Phi(\cdot)$ denote the pdf and the cdf of a standard normal distribution, respectively. The simulated data are available as supplementary material to this paper. We used the R package [36] to fit a mixture model using the BIC criterion. For all the nine datasets, the chosen model was the mixture with two normal components and proportional covariance matrices. This empirical result is consistent with the theoretical ones, showing that the first three cumulants of the sampled distributions and this mixture coincide, for an appropriate choice of the parameters. Figure (1) provide further insight into the fitting of the simulated data.


Figure 1: Mixture of two normal distributions with proportional covariance matrices fitting 100 data generated from the bivariate skew-normal distribution with the null vector as the location parameter, the identity matrix as the scale parameter and the unit vector as the shape parameter.

## 6. Concluding remarks

This paper derives the fourth cumulant of a multivariate random sum and highlights some difficulties in the asymptotic approximation of its distribution with a multivariate normal one. The paper addresses the problem by means of Edgeworth expansions. For example, the random sum of i.i.d. skew-normal random vectors with the Poisson distribution as the aggregating variable has the same first three cumulants of a mixture of two normal distributions with proportional covariance matrices, for appropriate choice of parameters. The paper shows that data generated from the former distribution might be satisfactorily fitted by the latter.

It would be interesting to know whether convergence to normality of a multivariate random sum holds for well-known choices of the summands and their number. A first choice could be the random sum of skew-normal random vectors with a Poisson random variable as the aggregating variable. A second choice could be the random sum of asymmetric generalized Laplace random vectors with a negative binomial random variable as the aggregating variable. The third cumulants of both choices have been derived by [27]. We are currently working on the derivation of their fourth cumulants.

In this paper, the fourth cumulant of a multivariate random sum is derived under several assumptions, as for example the aggregating variable and the summands being independent. More general assumptions are discussed in [9] and [27]. In particular, the aggregating mechanism might be modelled by a random vector, rather than by a random variable. At present time, the derivation of the fourth cumulant of a multivariate random sum under these more general assumptions appers to be quite a formidable task.
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## Appendix

Proof of Theorem 2.1. The mean of $\mathbf{s}$ is equal to $\nu_{1} \boldsymbol{\xi}_{1}$. Then the fourth cumulant of $\mathbf{s}$ is given by

$$
\begin{align*}
\mathbf{K}_{4, \mathbf{s}} & =\underbrace{\mathbb{E}\left[\left(\mathbf{s}-\nu_{1} \boldsymbol{\xi}_{1}\right) \otimes\left(\mathbf{s}-\nu_{1} \boldsymbol{\xi}_{1}\right)^{\mathrm{T}} \otimes\left(\mathbf{s}-\nu_{1} \boldsymbol{\xi}_{1}\right) \otimes\left(\mathbf{s}-\nu_{1} \boldsymbol{\xi}_{1}\right)^{\mathrm{T}}\right]}_{\boldsymbol{\Theta}_{1}}  \tag{6.1}\\
& -\underbrace{\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)(\operatorname{Var}[\mathbf{s}] \otimes \operatorname{Var}[\mathbf{s}])}_{\boldsymbol{\Theta}_{2}}-\underbrace{(\operatorname{Var}[\mathbf{s}])^{\mathrm{V}}(\operatorname{Var}[\mathbf{s}])^{\mathrm{VT}}}_{\boldsymbol{\Theta}_{3}} .
\end{align*}
$$

The first component of the expression may be represented as

$$
\Theta_{1}=\mathbb{E}\left[(\mathbf{w}+\mathbf{u}) \otimes(\mathbf{w}+\mathbf{u})^{\mathrm{T}} \otimes(\mathbf{w}+\mathbf{u}) \otimes(\mathbf{w}+\mathbf{u})^{\mathrm{T}}\right]
$$

with $\mathbf{w}=\left(\mathbf{x}_{1}-\boldsymbol{\xi}_{1}\right)+\ldots+\left(\mathbf{x}_{N}-\boldsymbol{\xi}_{1}\right)$ and $\mathbf{u}=\boldsymbol{\xi}_{1}\left(N-\nu_{1}\right)$. Using the standard properties of the Kronecker product [17, Chapter 16] we obtain that

$$
\begin{aligned}
\Theta_{1}= & \mathbb{E}\left[\left(\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}+\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}+\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}+\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right) \otimes\left(\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}+\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}+\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}+\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right)\right] \\
= & \mathbb{E}\left[\left(\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right)+\left(\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right)+\left(\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right)\right. \\
& +\left(\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right)+\left(\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right)+\left(\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right) \\
& +\left(\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right)+\left(\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right)+\left(\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right) \\
& +\left(\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right)+\left(\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right)+\left(\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right) \\
& +\left(\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right)+\left(\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right)+\left(\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right) \\
& \left.+\left(\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right)\right] .
\end{aligned}
$$

Now we apply expectation on each term in the bracket

$$
\begin{aligned}
\Theta_{1}= & \mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right] \\
& +\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right] \\
& +\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right] \\
& +\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right) \\
& +\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]+\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right] \\
& +\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right] .
\end{aligned}
$$

First, we evaluate $\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]$. Since $\left\{\mathbf{x}_{i}\right\}_{i=1}^{N}$ and $N$ are independently distributed we get that

$$
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]=\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right]
$$

where $\mathbf{y}_{i}=\mathbf{x}_{i}-\boldsymbol{\xi}_{1}, i=1, \ldots, n$. Because $\mathbf{y}_{1}, \ldots, \mathbf{y}_{n}$ are independent and identically distributed, it holds that

$$
\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right]=\overline{\mathbf{M}}_{4, \sum_{i=1}^{n} \mathbf{x}_{i} \mid N=n}
$$

By noticing that

$$
\begin{aligned}
\overline{\mathbf{M}}_{4, \sum_{i=1}^{n} x_{i} \mid N=n} & =n \boldsymbol{\xi}_{4}+\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left[\left(n \boldsymbol{\xi}_{2}\right) \otimes\left(n \boldsymbol{\xi}_{2}\right)\right]+\left(n \boldsymbol{\xi}_{2}\right)^{\mathrm{V}}\left(n \boldsymbol{\xi}_{2}\right)^{\mathrm{VT}} \\
& =n \boldsymbol{\xi}_{4}+n^{2}\left[\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right]
\end{aligned}
$$

and by taking expectations over $N$ we obtain that

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]\right] \\
& =\nu_{1} \boldsymbol{\xi}_{4}+\left(\nu_{2}+\nu_{1}^{2}\right)\left[\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right]
\end{aligned}
$$

Next, we evaluate $\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]$ starting from the conditional expectation. Applying the properties of expected values and Kronecker products we get

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right]=\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \mid N=n\right] \\
= & \left(n-\nu_{1}\right) \mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \mid N=n\right] \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} .
\end{aligned}
$$

The above expectation is the third cumulant of the sum $\mathbf{x}_{1}+\ldots+\mathbf{x}_{n}$. The random vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ are independent and identically distributed, so that the third cumulant of their sum equals to the third cumulant of the $i$-th summand $\mathbf{x}_{i}$, multiplied by the number of summands $n$ :

$$
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right]=n\left(n-\nu_{1}\right) \boldsymbol{\xi}_{3} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}
$$

By taking expectations over $N$ we obtain
$\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]=\mathbb{E}\left[\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right]\right]=\mathbb{E}\left[N\left(N-\nu_{1}\right)\right] \boldsymbol{\xi}_{3} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}$.
The expectation in the right-hand side of the above equation is just the variance (that is the second cumulant) of $N$. Hence, we obtain

$$
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]=\nu_{2} \boldsymbol{\xi}_{3} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}
$$

Now we evaluate $\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right]$, starting from the identity
$\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]=\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right]$,
which may be simplified as follows, by remembering that $\mathbf{a} \otimes \mathbf{b}^{T}=\mathbf{b}^{T} \otimes \mathbf{a}$, for any two vectors $\mathbf{a}$ and $\mathbf{b}$ :
$\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]=\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \mid N=n\right]$.
The above expectation is the third cumulant of the $\operatorname{sum} \mathbf{x}_{1}+\ldots+\mathbf{x}_{n}$. An argument similar to the one used before leads to

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]\right]=\mathbb{E}\left[N\left(N-\nu_{1}\right) \boldsymbol{\xi}_{3}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}\right] \\
& =\nu_{2} \boldsymbol{\xi}_{3}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} .
\end{aligned}
$$

Next, we consider the identity,

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \mid N=n\right] \\
& =\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right] \otimes \boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) .
\end{aligned}
$$

The above expectation is the second cumulant of the sum $\mathbf{x}_{1}+\ldots+\mathbf{x}_{n}$, therefore, it leads to

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right]\right]=\mathbb{E}\left[N\left(N-\nu_{1}\right)^{2}\right] \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& =\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}
\end{aligned}
$$

where the last identity follows from the relation between cumulants and moments [37, Chapter 3.12].

In order to evaluate $\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]$, we recall that $\mathbf{w}^{\mathrm{T}} \otimes \mathbf{w}=\mathbf{w}^{\mathrm{T}}=$ $\mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}$ and use arguments similar to the above ones to obtain
$\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]=\mathbb{E}\left[\mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]=\mathbb{E}\left[N\left(N-\nu_{1}\right)\right] \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{3}=\nu_{2} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{3}$.
Next, we consider $\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]$, which can be simplified as

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \mid N=n\right] \\
& =\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \mid N=n\right] \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \\
& \left.=\left(n-\nu_{1}\right)^{2}\left(\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right]\right)\right)^{\mathrm{V}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& =n\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{2}^{\mathrm{V}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}
\end{aligned}
$$

where we have used the fact that for any vector $\mathbf{a}, \mathbf{a} \otimes \mathbf{a}$ is equal to $\left(\mathbf{a a}^{\mathrm{T}}\right)^{\mathrm{V}}$. Now taking expectation over $N$ would lead to

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{w} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right]\right] \\
& =\mathbb{E}\left[N\left(N-\nu_{1}\right)^{2}\right] \boldsymbol{\xi}_{2}^{\mathrm{V}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& =\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{2}^{\mathrm{V}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}
\end{aligned}
$$

Next we consider $\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right]$. Using again the fact that $\mathbf{a} \otimes \mathbf{b}^{\mathrm{T}}=$ $\mathbf{b}^{\mathrm{T}} \otimes \mathbf{a}$, for any two vectors $\mathbf{a}$ and $\mathbf{b}$, we get that

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \mid N=n\right] \\
& =\mathbb{E}\left[\boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \mid N=n\right] \\
& =\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right] \otimes \boldsymbol{\xi}_{1} \\
& =n\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} .
\end{aligned}
$$

Taking expected value over $N$ leads us to

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]\right] \\
& =\mathbb{E}\left[N\left(N-\nu_{1}\right)^{2}\right] \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} \\
& =\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} .
\end{aligned}
$$

We move on to consider $\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right]$. It holds that

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \mid N=n\right] \\
& =\left(n-\nu_{1}\right)^{3} \mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \mid N=n\right] \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}=\mathbf{0} .
\end{aligned}
$$

As a direct consequence, we get that $\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right]=\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]=$ $\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right]=\mathbf{0}$.

Next, we consider $\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]$. It holds that

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right] \\
& =\left(n-\nu_{1}\right) \boldsymbol{\xi}_{1} \otimes \mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right] \\
& =n\left(n-\nu_{1}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{3}^{\mathrm{T}} .
\end{aligned}
$$

Hence, we get

$$
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]=\mathbb{E}\left[N\left(N-\nu_{1}\right)\right] \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{3}^{\mathrm{T}}=\nu_{2} \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{3}^{\mathrm{T}} .
$$

Now we evaluate $\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right]$. We have that

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \mid N=n\right] \\
& =\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1} \otimes \mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \mid N=n\right] \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& =n\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} .
\end{aligned}
$$

Consequently, we obtain

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{u}^{\mathrm{T}} \mid N=n\right]\right] \\
& =\mathbb{E}\left[N\left(N-\nu_{1}\right)^{2}\right] \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& =\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}
\end{aligned}
$$

Next, we consider $\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right]$, starting from

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \mid N=n\right] \\
& =\mathbb{E}\left[\boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \mid N=n\right] \\
& =\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1} \otimes \mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right] \otimes \boldsymbol{\xi}_{1} \\
& =n\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2}^{\mathrm{VT}} \otimes \boldsymbol{\xi}_{1} .
\end{aligned}
$$

With expectation over $N$, we get

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]\right] \\
& =\mathbb{E}\left[N\left(N-\nu_{1}\right)^{2}\right] \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2}^{\mathrm{VT}} \otimes \boldsymbol{\xi}_{1} \\
& =\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2}^{\mathrm{VT}} \otimes \boldsymbol{\xi}_{1} .
\end{aligned}
$$

We move on to evaluate $\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right]$. It holds that

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right] & =\mathbb{E}\left[\boldsymbol{\xi}_{1}\left(n-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(n-\nu_{1}\right) \otimes \sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right] \\
& =\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \mathbb{E}\left[\sum_{i=1}^{n} \mathbf{y}_{i} \otimes \sum_{i=1}^{n} \mathbf{y}_{i}^{\mathrm{T}} \mid N=n\right] \\
& =n\left(n-\nu_{1}\right)^{2} \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} .
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{w} \otimes \mathbf{w}^{\mathrm{T}} \mid N=n\right]\right] \\
& =\mathbb{E}\left[N\left(N-\nu_{1}\right)^{2}\right] \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \\
& =\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} .
\end{aligned}
$$

Next, we consider $\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right]$, that is

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{u} \otimes \mathbf{u}^{\mathrm{T}} \otimes \mathbf{u} \otimes \mathbf{u}^{\mathrm{T}}\right] & =\mathbb{E}\left[\boldsymbol{\xi}_{1}\left(N-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(N-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}\left(N-\nu_{1}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\left(N-\nu_{1}\right)\right] \\
& =\mathbb{E}\left[\left(N-\nu_{1}\right)^{4}\right] \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& =\left(\nu_{4}+3 \nu_{2}^{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}
\end{aligned}
$$

Combining all the terms involved in $\boldsymbol{\Theta}_{1}$, we finally get

$$
\begin{aligned}
\Theta_{1}= & \nu_{1} \boldsymbol{\xi}_{4}+\left(\nu_{2}+\nu_{1}^{2}\right)\left[\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right] \\
& +\nu_{2} \boldsymbol{\xi}_{3} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\nu_{2} \boldsymbol{\xi}_{3}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\nu_{2} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{3}+\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{2}^{\mathrm{V}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}+\mathbf{0}+\nu_{2} \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{3}^{\mathrm{T}} \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2}^{V \mathrm{~T}} \otimes \boldsymbol{\xi}_{1}+\mathbf{0} \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2}+\mathbf{0}+\mathbf{0} \\
& +\left(\nu_{4}+3 \nu_{2}^{2}\right) \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} . \\
= & \nu_{1} \boldsymbol{\xi}_{4}+\left(\nu_{2}+\nu_{1}^{2}\right)\left[\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right] \\
& +\nu_{2}\left[\boldsymbol{\xi}_{3} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{3}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}+\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{3}+\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{3}^{\mathrm{T}}\right] \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right)\left[\boldsymbol{\xi}_{2} \otimes\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)+\left(\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}\right. \\
& \left.+\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right) \otimes \boldsymbol{\xi}_{1}+\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes \boldsymbol{\xi}_{2}\right] \\
& +\left(\nu_{4}+3 \nu_{2}^{2}\right)\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) .
\end{aligned}
$$

Utilizing the results for variance of $s$ already derived in [27], we get that

$$
\begin{aligned}
& \Theta_{2}=\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left[\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)\right], \\
& \Theta_{3}=\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{V}}\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{VT}}
\end{aligned}
$$

Putting all the components of equation (6.1), we finally get the expression as

$$
\begin{aligned}
\mathbf{K}_{4, \mathbf{s}}= & \nu_{1} \boldsymbol{\xi}_{4}+\left(\nu_{2}+\nu_{1}^{2}\right)\left[\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}\right)+\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right] \\
& +\nu_{2}\left[\boldsymbol{\xi}_{3} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{3}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}+\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{3}+\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{3}^{\mathrm{T}}\right] \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right)\left[\boldsymbol{\xi}_{2} \otimes\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)+\left(\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}\right. \\
& \left.+\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}+\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2}^{\mathrm{VT}}\right) \otimes \boldsymbol{\xi}_{1}+\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes \boldsymbol{\xi}_{2}\right] \\
& +\left(\nu_{4}+3 \nu_{2}^{2}\right)\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \\
& -\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)\left[\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)\right] \\
& -\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{V}}\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{VT}}
\end{aligned}
$$

Standard matrix algebra yields the identities

$$
\begin{aligned}
\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \otimes\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)= & \nu_{1}^{2} \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{2}+\nu_{1} \nu_{2} \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}+\nu_{1} \nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \\
& +\nu_{2}^{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{V}}\left(\nu_{1} \boldsymbol{\xi}_{2}+\nu_{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{VT}}= & \nu_{1}^{2} \boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{2}^{\mathrm{VT}}+\nu_{1} \nu_{2} \boldsymbol{\xi}_{2}^{\mathrm{V}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \\
& +\nu_{1} \nu_{2} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2}^{\mathrm{V}}+\nu_{2}^{2} \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}
\end{aligned}
$$

Straightforward application of basic properties of the commutation matrix ([22, p. 80]) yields the identities

$$
\begin{gathered}
\mathbf{C}_{d, d}\left(\boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)=\boldsymbol{\xi}_{1} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}, \mathbf{C}_{d, d}\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2}\right)=\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2} \otimes \boldsymbol{\xi}_{1}, \\
\boldsymbol{\xi}_{2}^{\mathrm{V}} \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}=\boldsymbol{\xi}_{2}^{\mathrm{V}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}=\boldsymbol{\xi}_{2}^{\mathrm{V}} \otimes\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{VT}}=\mathbf{C}_{d, d}\left(\boldsymbol{\xi}_{2}^{\mathrm{V}} \xi_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\right), \\
\left(\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \boldsymbol{\xi}_{2}^{\mathrm{V}}=\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{2}^{\mathrm{V}}=\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{1}^{\mathrm{T}}\right)^{\mathrm{VT}} \otimes \boldsymbol{\xi}_{2}^{\mathrm{V}}=\mathbf{C}_{d, d}\left[\left(\boldsymbol{\xi}_{1}^{\mathrm{T}} \otimes \boldsymbol{\xi}_{1}^{\mathrm{T}}\right) \boldsymbol{\xi}_{2}^{\mathrm{V}}\right] .
\end{gathered}
$$

Putting al above together we obtain the expression for the fourth cumulant stated in the theorem.

Proof of Lemma 3.1. Let $\mathbf{z}=\boldsymbol{\Sigma}^{-1 / 2}(\mathbf{x}-\boldsymbol{\mu})$ be the standardized version of $\mathbf{x}$, where $\boldsymbol{\mu}$ is the mean of $\mathbf{x}$ and $\boldsymbol{\Sigma}^{-1 / 2}$ is the symmetric, positive definite square root of the concentration matrix $\boldsymbol{\Sigma}^{-1}$ :

$$
\boldsymbol{\Sigma}^{-1 / 2}=\boldsymbol{\Sigma}^{-\mathrm{T} / 2}, \boldsymbol{\Sigma}^{-1 / 2}>0, \boldsymbol{\Sigma}^{-1 / 2} \boldsymbol{\Sigma}^{-1 / 2}=\boldsymbol{\Sigma}^{-1}
$$

The Mardia's kurtosis of $\mathbf{x}$ coincides with the trace of the fourth moment of $\mathbf{z}$ [21]:

$$
\beta_{2, d}^{M}(\mathbf{x})=\operatorname{tr}\left[\mathbf{M}_{4, \mathbf{z}}\right]
$$

The trace of the fourth moment $\mathbf{M}_{4, \mathbf{w}}$ of any $d$-dimensional random vector $\mathbf{w}$ admits the representation $\mathbf{I}_{d}^{\mathrm{VT}} \mathbf{M}_{4, \mathrm{w}} \mathbf{I}_{d}^{\mathrm{V}}$, where $\mathbf{I}_{d}$ is the $d$-dimensional identity matrix [24]. Also, the fourth moment of $\mathbf{Q w}$ is

$$
(\mathbf{Q} \otimes \mathbf{Q}) \mathbf{M}_{4, \mathbf{w}}\left(\mathbf{Q}^{\mathrm{T}} \otimes \mathbf{Q}^{\mathrm{T}}\right)
$$

where $\mathbf{Q}$ is a $k \times d$ real matrix [12]. Hence, the fourth moment $\mathbf{M}_{4, \mathbf{z}}$ of $\mathbf{z}$ is a simple function of the fourth moment of $\mathbf{y}=\mathbf{x}-\boldsymbol{\mu}$, i.e. the fourth central moment of $\mathbf{x}$ :

$$
\mathbf{M}_{4, \mathbf{z}}=\left(\boldsymbol{\Sigma}^{-1 / 2} \otimes \boldsymbol{\Sigma}^{-1 / 2}\right) \overline{\mathbf{M}}_{4, \mathbf{x}}\left(\boldsymbol{\Sigma}^{-1 / 2} \otimes \boldsymbol{\Sigma}^{-1 / 2}\right)
$$

We recall a fundamental property of the tensor product and the vectorization operator (see, for example, [33, page 201]):

$$
(\mathbf{A B C})^{\mathrm{V}}=\left(\mathbf{C}^{\mathrm{T}} \otimes \mathbf{A}\right) \mathbf{B}^{\mathrm{V}}
$$

where $\mathbf{A} \in \mathbb{R}^{p} \times \mathbb{R}^{q}, \mathbf{B} \in \mathbb{R}^{q} \times \mathbb{R}^{r}$ and $\mathbf{C} \in \mathbb{R}^{r} \times \mathbb{R}^{s}$. This property and the identity $\boldsymbol{\Sigma}^{-1 / 2} \boldsymbol{\Sigma}^{-1 / 2}=\boldsymbol{\Sigma}^{-1}$ imply

$$
\boldsymbol{\Sigma}^{-\mathrm{V}}=\left(\boldsymbol{\Sigma}^{-1 / 2} \otimes \boldsymbol{\Sigma}^{-1 / 2}\right) \mathbf{I}_{d}^{\mathrm{V}} \quad \text { and } \quad \boldsymbol{\Sigma}^{-\mathrm{VT}}=\mathbf{I}_{d}^{\mathrm{VT}}\left(\boldsymbol{\Sigma}^{-1 / 2} \otimes \boldsymbol{\Sigma}^{-1 / 2}\right)
$$

Hence we have $\beta_{2, d}(\mathbf{x})=\boldsymbol{\Sigma}^{-\mathrm{VT}} \overline{\mathbf{M}}_{4, \mathbf{x}} \boldsymbol{\Sigma}^{-\mathrm{V}}$ and this completes the first part of the proof.

We now prove the second part of the theorem. Let $\boldsymbol{\gamma}_{i}$ and $\boldsymbol{\sigma}_{i}$ be the $i$-th columns of $\boldsymbol{\Sigma}^{-1}$ and $\boldsymbol{\Sigma}$, so that

$$
\boldsymbol{\Sigma}^{-\mathrm{VT}} \boldsymbol{\Sigma}^{\mathrm{V}}=\boldsymbol{\gamma}_{1}^{\mathrm{T}} \boldsymbol{\sigma}_{1}+\cdots+\boldsymbol{\gamma}_{d}^{\mathrm{T}} \boldsymbol{\sigma}_{d}=d
$$

The last equality is a direct consequence of $\boldsymbol{\Sigma}^{-1}$ being the inverse of $\boldsymbol{\Sigma}: \boldsymbol{\gamma}_{1}^{\mathrm{T}} \boldsymbol{\sigma}_{1}=1$ for $i=1, \ldots, d$. The same property of $\boldsymbol{\Sigma}^{-1}$, together with the above mentioned property of the vectorization operator and the tensor product imply

$$
\boldsymbol{\Sigma}^{-\mathrm{VT}}(\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma}) \boldsymbol{\Sigma}^{-\mathrm{V}}=\boldsymbol{\Sigma}^{-\mathrm{VT}}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{-1} \boldsymbol{\Sigma}\right)^{\mathrm{V}}=\boldsymbol{\Sigma}^{-\mathrm{VT}} \boldsymbol{\Sigma}^{\mathrm{V}}=d
$$

We now recall two properties of the commutation matrix $\mathbf{C}_{p, q} \in \mathbb{R}^{p q} \times \mathbb{R}^{p q}[28]$ : $\mathbf{A}^{\mathrm{TV}}=\mathbf{C}_{p, q} \mathbf{A}^{\mathrm{V}}$ for any $p \times q$ matrix $\mathbf{A}$ and $\mathbf{C}_{p, q}^{\mathrm{T}}=\mathbf{C}_{q, p}$. These properties and the symmetry of $\boldsymbol{\Sigma}^{-1}$ imply $\boldsymbol{\Sigma}^{-\mathrm{VT}} \mathbf{C}_{d, d}=\boldsymbol{\Sigma}^{-\mathrm{VT}}$.

The fourth cumulant $\mathbf{K}_{4, \mathbf{x}}$ of $\mathbf{x}$ is a function of its variance $\boldsymbol{\Sigma}$ and its fourth central moment $\overline{\mathbf{M}}_{4, \mathbf{x}}$ :

$$
\mathbf{K}_{4, \mathbf{x}}=\overline{\mathbf{M}}_{4, \mathbf{x}}-\boldsymbol{\Sigma}^{\mathrm{V}} \boldsymbol{\Sigma}^{\mathrm{VT}}-\left(\mathbf{I}_{d^{2}}+\mathbf{C}_{d, d}\right)(\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma}),
$$

where $\mathbf{I}_{d^{2}}$ is the $d^{2}$-dimensional identity matrix (see, for example, Kollo [20]). The identities

$$
\begin{gathered}
\beta_{2, d}(\mathbf{x})=\boldsymbol{\Sigma}^{-\mathrm{VT}} \overline{\mathbf{M}}_{4, \mathbf{x}} \boldsymbol{\Sigma}^{-\mathrm{V}}, \quad \boldsymbol{\Sigma}^{-\mathrm{VT}} \boldsymbol{\Sigma}^{\mathrm{V}}=d, \\
\boldsymbol{\Sigma}^{-\mathrm{VT}} \mathbf{C}_{d, d}=\boldsymbol{\Sigma}^{-\mathrm{VT}} \quad \text { and } \quad \boldsymbol{\Sigma}^{-\mathrm{VT}}(\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma}) \boldsymbol{\Sigma}^{-\mathrm{V}}=d
\end{gathered}
$$

which appear in previous part of the proof lead to

$$
\boldsymbol{\Sigma}^{-\mathrm{VT}} \mathbf{K}_{4, \mathbf{x}} \boldsymbol{\Sigma}^{-\mathrm{V}}=\beta_{2, d}(\mathbf{x})-d(d+2) .
$$

The right-hand side of the identity is just Mardia's excess kurtosis of $\mathbf{x}$ and this completes the proof.

Proof of Theorem 4.1. We first recall some fundamental properties of the Kronecker product and the vectorization operator (see, for example, [33, p. 194-201]): (P1) the Kronecker product is associative: $(\mathbf{A} \otimes \mathbf{B}) \otimes \mathbf{C}=\mathbf{A} \otimes(\mathbf{B} \otimes \mathbf{C})=\mathbf{A} \otimes \mathbf{B} \otimes \mathbf{C}$; $(\mathrm{P} 2)$ if matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and $\mathbf{D}$ are of appropriate size, then $(\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D})=$ $\mathbf{A C} \otimes \mathbf{B D} ;(\mathrm{P} 3) \mathbf{A}=c \mathbf{A}=c \otimes \mathbf{A}=\mathbf{A} \otimes c$, where $c \in \mathbb{R}$ and $\mathbf{A} \in \mathbb{R}^{p} \times \mathbb{R}^{q} ;(\mathrm{P} 4)$ $(\mathbf{A B C})^{V}=\left(\mathbf{C}^{\mathrm{T}} \otimes \mathbf{A}\right) \mathbf{B}^{V}$, where $\mathbf{A} \in \mathbb{R}^{p} \times \mathbb{R}^{q}, \mathbf{B} \in \mathbb{R}^{q} \times \mathbb{R}^{r}$ and $\mathbf{C} \in \mathbb{R}^{r} \times \mathbb{R}^{s} ;(\mathrm{P} 5)$ $\left(\mathbf{a a}^{\mathrm{T}}\right)^{\mathrm{V}}=\left(\mathbf{a} \otimes \mathbf{a}^{\mathrm{T}}\right)^{\mathrm{V}}=\left(\mathbf{a}^{\mathrm{T}} \otimes \mathbf{a}\right)^{\mathrm{V}}=(\mathbf{a} \otimes \mathbf{a})^{\mathrm{V}}=\left(\mathbf{a}^{\mathrm{T}} \otimes \mathbf{a}^{\mathrm{T}}\right)^{\mathrm{V}}=\mathbf{a} \otimes \mathbf{a}$, where $\mathbf{a} \in \mathbb{R}^{p}$.

The variance of $\mathbf{s}$ is $\boldsymbol{\Sigma}=\nu_{1} \mathbf{I}_{d}+\nu_{2} \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}$ (see [27]). By the Sherman-Morrison formula, the inverse of $\boldsymbol{\Sigma}$ is

$$
\boldsymbol{\Sigma}^{-1}=\frac{1}{\nu_{1}} \mathbf{I}_{d}-\frac{\nu_{2} \mathbf{I}_{d} \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \mathbf{I}_{d}}{\nu_{1}^{2}+\nu_{1} \nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \mathbf{I}_{d} \boldsymbol{\mu}}=\frac{1}{\nu_{1}} \mathbf{I}_{d}-q \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} .
$$

The following identities will be used several times in the proof:

$$
\frac{1}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}=\frac{1}{\nu_{1}}-\frac{\nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}}{\nu_{1}^{2}+\nu_{1} \nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}}=\frac{\nu_{1}^{2}+\nu_{1} \nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}-\nu_{1} \nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}}{\nu_{1}^{3}+\nu_{1}^{2} \nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}}=\frac{\nu_{1} q}{\nu_{2}} .
$$

By Theorem 2.1, the fourth central moment of $\mathbf{s}$ is

$$
\begin{array}{r}
\overline{\mathbf{M}}_{4, \mathrm{~s}}=\left(\nu_{2}+\nu_{1}^{2}\right)\left(\mathbf{C}_{d, d}+\mathbf{I}_{d^{2}}+\mathbf{I}_{d}^{\mathrm{V}} \mathbf{I}_{d}^{\mathrm{VT}}\right)+\left(\nu_{3}+\nu_{1} \nu_{2}\right)\left[\mathbf{I}_{d} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}+\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right. \\
\left.+\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}+\boldsymbol{\mu} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}^{\mathrm{T}}+\boldsymbol{\mu} \mathbf{I}_{d}^{\mathrm{VT}} \otimes \boldsymbol{\mu}+\boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d}\right]+\left(\nu_{4}+3 \nu_{2}^{2}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right) .
\end{array}
$$

By Lemma 3.1 the Mardia's kurtosis of $\mathbf{s}$ is
$\beta_{2, d}(\mathbf{s})=\boldsymbol{\Sigma}^{-\mathrm{VT}} \overline{\mathbf{M}}_{4, \mathbf{s}} \boldsymbol{\Sigma}^{-\mathrm{V}}=\left(\nu_{2}+\nu_{1}^{2}\right) Q_{1}+\left(\nu_{3}+\nu_{1} \nu_{2}\right)\left(Q_{2}+2 Q_{3}+2 Q_{4}\right)+\left(\nu_{4}+3 \nu_{2}^{2}\right) Q_{5}$,
where $Q_{1}=\boldsymbol{\Sigma}^{-\mathrm{VT}}\left(\mathbf{C}_{d, d}+\mathbf{I}_{d^{2}}+\mathbf{I}_{d}^{\mathrm{V}} \mathbf{I}_{d}^{\mathrm{VT}}\right) \boldsymbol{\Sigma}^{-\mathrm{V}}, Q_{2}=\boldsymbol{\Sigma}^{-\mathrm{VT}}\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right) \boldsymbol{\Sigma}^{-\mathrm{V}}, Q_{3}=$ $\boldsymbol{\Sigma}^{-\mathrm{VT}}\left(\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \boldsymbol{\Sigma}^{-\mathrm{V}}, Q_{4}=\boldsymbol{\Sigma}^{-\mathrm{VT}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}\right) \boldsymbol{\Sigma}^{-\mathrm{V}}$ and $Q_{5}=\boldsymbol{\Sigma}^{-\mathrm{VT}}\left(\boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right) \boldsymbol{\Sigma}^{-\mathrm{V}}$ might be simplified by means of properties (P1)-(P5).

We first evaluate the quadratic form

$$
Q_{1}=\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{C}_{d, d}+\mathbf{I}_{d^{2}}+\mathbf{I}_{d}^{\mathrm{V}} \mathbf{I}_{d}^{\mathrm{VT}}\right)\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right)
$$

The $d^{2} \times d^{2}$ commutation matrix $\mathbf{C}_{d, d}$ satisfies the identity $\mathbf{C}_{d, d} \mathbf{A}^{\mathrm{V}}=\mathbf{A}^{\mathrm{TV}}$ for any $d \times d$ matrix $\mathbf{A}$ (see [28]), so that

$$
\begin{aligned}
& \left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{C}_{d, d}\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right)=\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{T} \otimes \boldsymbol{\mu}^{T}\right)\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{V}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right) \\
& \quad=\frac{1}{\nu_{1}^{2}} \mathbf{I}_{d}^{\mathrm{VT}} \mathbf{I}_{d}^{\mathrm{V}}-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu})=\frac{d}{\nu_{1}^{2}}-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2} .
\end{aligned}
$$

A little algebra and the identity $v_{1}^{-1}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}=q v_{1} \nu_{2}^{-1}$ yield

$$
\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{C}_{d, d}\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right)=\frac{d-1}{\nu_{1}^{2}}+\left(\frac{1}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}=\frac{d-1}{\nu_{1}^{2}}+\frac{q^{2}}{\nu_{2}^{2}}
$$

In a similar way it can be shown that

$$
\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}} \mathbf{I}_{d}^{\mathrm{VT}}\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right)=\left(\frac{d}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}
$$

thus leading to the simplified expression

$$
Q_{1}=2\left(\frac{d-1}{\nu_{1}^{2}}+\frac{q^{2}}{\nu_{2}^{2}}\right)+\left(\frac{d}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2} .
$$

We now simplify the expression of the quadratic form

$$
Q_{2}=\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right) .
$$

Repeated application of properties (P1)-(P5) yield

$$
\begin{aligned}
Q_{2} & =\frac{1}{\nu_{1}^{2}} \mathbf{I}_{d}^{\mathrm{VT}}\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu})-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}} \\
& =\mathbf{I}_{d}^{\mathrm{VT}} \frac{\boldsymbol{\mu} \otimes \boldsymbol{\mu}}{\nu_{1}^{2}}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\boldsymbol{\mu} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu}) \\
& =\frac{\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}}{\nu_{1}^{2}}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{3}-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}
\end{aligned}
$$

Further application of the identity $v_{1}^{-1}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}=q v_{1} \nu_{2}^{-1}$ yields

$$
Q_{2}=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{1}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}=\frac{\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}}{\left(\nu_{1}+\nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}}=\frac{q^{2}}{\nu_{2}^{2}} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu} .
$$

The following identities allow for a simpler expression of $Q_{3}$ :

$$
\left(\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}}=\left(\boldsymbol{\mu}^{\mathrm{T}} \mathbf{I}_{d} \boldsymbol{\mu} \mathbf{I}_{d}^{\mathrm{VT}}\right)^{\mathrm{V}}=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\mathbf{I}_{d}^{\mathrm{VT}}\right)^{\mathrm{V}}=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right) \mathbf{I}_{d}^{\mathrm{V}}
$$

We can then represent $Q_{3}$ as

$$
\begin{aligned}
& \left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right)=\frac{1}{\nu_{1}^{2}} \mathbf{I}_{d}^{\mathrm{VT}}\left(\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}} \\
& -\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu}) \\
& =\frac{1}{\nu_{1}^{2}} \mathbf{I}_{d}^{\mathrm{VT}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right) \mathbf{I}_{d}^{\mathrm{V}}-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right) \mathbf{I}_{d}^{\mathrm{V}}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\mathbf{I}_{d}^{\mathrm{V}} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu} \otimes \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right) \\
& =\frac{d}{\nu_{1}^{2}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{3}=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left[\frac{d}{\nu_{1}^{2}}-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\right] \\
& =\frac{(d-1)\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)}{\nu_{1}^{2}}+\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left[\frac{1}{\nu_{1}^{2}}-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\right]=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{d-1}{\nu_{1}^{2}}+\frac{q^{2}}{\nu_{2}^{2}}\right) .
\end{aligned}
$$

A simpler expression of $Q_{4}=\left(\nu_{1}^{-1} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}\right)\left(\nu_{1}^{-1} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right)$ might be derived using the identities
$\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}\right) \mathbf{I}_{d}^{\mathrm{V}}=\left[\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu}\right) \mathbf{I}_{d} \boldsymbol{\mu}\right]^{\mathrm{V}}=\left[\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu}\right) \boldsymbol{\mu}\right]^{\mathrm{V}}=\left[\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu}\right)(\boldsymbol{\mu} \otimes 1)\right]^{\mathrm{V}}=\boldsymbol{\mu} \otimes \boldsymbol{\mu}$,
$\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu})=\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu} \otimes\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu}\right) \boldsymbol{\mu}=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\mathbf{I}_{d} \otimes \boldsymbol{\mu}\right)(\boldsymbol{\mu} \otimes 1)=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu})$.
We can then represent $Q_{4}$ as

$$
\begin{aligned}
& \frac{1}{\nu_{1}^{2}} \mathrm{I}_{d}^{\mathrm{T}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}\right) \mathbf{I}_{d}^{\mathrm{V}}-\frac{2 q}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu})+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \mathbf{I}_{d} \otimes \boldsymbol{\mu}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu})= \\
& \frac{1}{\nu_{1}^{2}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}+q^{2}\left(\boldsymbol{\mu}^{T} \boldsymbol{\mu}\right)^{3}=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{1}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}=\frac{\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}}{\left(\nu_{1}+\nu_{2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}}=\frac{q^{2}}{\nu_{2}^{2}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right) .
\end{aligned}
$$

We evaluate $Q_{5}$ in a similar way:

$$
\begin{gathered}
Q_{5}=\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}-q \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\frac{1}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{V}}-q \boldsymbol{\mu} \otimes \boldsymbol{\mu}\right) \\
=\frac{1}{\nu_{1}^{2}} \mathbf{I}_{d}^{\mathrm{VT}}\left(\boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right) \mathbf{I}_{d}^{\mathrm{V}}-\frac{2 q}{\nu_{1}} \mathbf{I}_{d}^{\mathrm{VT}}\left(\boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{T}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu}) \\
+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu}^{\mathrm{T}}\right)\left(\boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\mathrm{T}}\right)(\boldsymbol{\mu} \otimes \boldsymbol{\mu}) \\
=\frac{\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}}{\nu_{1}^{2}}-\frac{2 q}{\nu_{1}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{3}+q^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{4} \\
=\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\left(\frac{1}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}=\frac{q^{2}}{\nu_{2}^{2}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2} .
\end{gathered}
$$

We conclude the proof by reprenting the Mardia's kurtosis of $\mathbf{s}$ by means of the simplified expressions for recalling the definitions of $Q_{1}, Q_{2}, Q_{3}, Q_{4}$ and $Q_{5}$ :

$$
\begin{aligned}
\beta_{2, d}(\mathbf{s})= & \left(\nu_{2}+\nu_{1}^{2}\right)\left[2\left(\frac{d-1}{\nu_{1}^{2}}+\frac{q^{2}}{\nu_{2}^{2}}\right)+\left(\frac{d}{\nu_{1}}-q \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\right] \\
& +\left(\nu_{3}+\nu_{1} \nu_{2}\right)\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{2 d-2}{\nu_{1}^{2}}+\frac{5 q^{2}}{\nu_{2}^{2}}\right)+\left(\nu_{4}+3 \nu_{2}^{2}\right) \frac{q^{2}}{\nu_{2}^{2}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}
\end{aligned}
$$

Proof of Corollary 4.1. We first prove the theorem for $\left\{N_{i}=Y+a_{i}\right\}$. The first four cumulants of $Y$ are $\mathbb{E}(Y)=1.5, \mathbb{E}\left[(Y-1.5)^{2}\right]=0.25, \mathbb{E}\left[(Y-1.5)^{3}\right]=0$ and $\mathbb{E}\left[(Y-1.5)^{4}\right]-3 \mathbb{E}^{2}\left[(Y-1.5)^{2}\right]=-0.125$. As a direct consequence, the first four cumulants of $N_{i}$ are $\nu_{i, 1}=a_{i}+1.5, \nu_{i, 2}=0.25, \nu_{i, 3}=0, \nu_{i, 4}=-0.125$. Let $q_{i}=\nu_{i, 2}\left(\nu_{i, 1}^{2}+\nu_{i, 1} \nu_{i, 2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{-1}$, so that

$$
q_{i}=\frac{1}{4 \nu_{i, 1}^{2}+\nu_{i, 1} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}} \quad \text { and } \quad \lim _{i \longrightarrow+\infty} q_{i} \cdot \nu_{i, 1}^{2}=\frac{1}{4} .
$$

The Mardia's kurtosis $\beta_{2, d}\left(\mathbf{x}_{1}+\ldots+\mathbf{x}_{N_{i}}\right)$ of $\mathbf{x}_{1}+\ldots+\mathbf{x}_{N_{i}}$ is then

$$
\left(0.25+\nu_{i, 1}^{2}\right)\left[2\left(\frac{d-1}{\nu_{i, 1}^{2}}+16 q_{i}^{2}\right)+\left(\frac{d}{\nu_{i, 1}}-q_{i} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\right]+\nu_{i, 1}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{d-1}{2 \nu_{i, 1}^{2}}+20 q_{i}^{2}\right)+q_{i}^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}
$$

The definitions of $q_{i}$ and $\nu_{i, 1}$, together with standard calculus techniques, yield

$$
\lim _{i \longrightarrow+\infty} \beta_{2, d}\left(\mathbf{x}_{1}+\ldots+\mathbf{x}_{N_{i}}\right)=d(d+2) .
$$

We now prove the theorem for $\left\{M_{i}=a_{i} Y\right\}$. The first four cumulants of $M_{i}$ are $\eta_{i, 1}=$ $1.5 a_{i}, \eta_{i, 2}=0.25 a_{i}^{2}, \eta_{i, 3}=0$ and $\eta_{i, 4}=-0.125 a_{i}^{4}$. Let $r_{i}=\eta_{i, 2}\left(\eta_{i, 1}^{2}+\eta_{i, 1} \eta_{i, 2} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{-1}$, so that

$$
r_{i}=\frac{1}{a_{i}\left(2.25+0.375 \cdot \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)} \quad \text { and } \quad \lim _{i \xrightarrow{2}+\infty} q_{i} \cdot \nu_{i, 1}=\frac{5}{3}
$$

By Theorem 4.1, the Mardia's kurtosis of $\mathbf{x}_{1}+\ldots+\mathbf{x}_{M_{i}}$ is

$$
\begin{gathered}
\beta_{2, d}\left(\mathbf{x}_{1}+\ldots+\mathbf{x}_{M_{i}}\right)=\left(\eta_{i, 2}+\eta_{i, 1}^{2}\right)\left[2\left(\frac{d-1}{\eta_{i, 1}^{2}}+\frac{r_{i}^{2}}{\eta_{i, 2}^{2}}\right)+\left(\frac{d}{\eta_{i, 1}}-r_{i} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\right] \\
\quad+\left(\eta_{i, 3}+\eta_{i, 1} \eta_{i, 2}\right)\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{2 d-2}{\eta_{i, 1}^{2}}+\frac{5 r_{i}^{2}}{\eta_{i, 2}^{2}}\right)+\left(\eta_{i, 4}+3 \eta_{i, 2}^{2}\right) \frac{r_{i}^{2}}{\eta_{i, 2}^{2}}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2} .
\end{gathered}
$$

By recalling the definitions of $\eta_{i, 1}, \eta_{i, 2}, \eta_{i, 3}$ and $\eta_{i, 4}$ the Mardia's kurtosis of $\mathbf{x}_{1}+$ $\ldots+\mathbf{x}_{M_{i}}$ might be simplified into

$$
\begin{aligned}
& 2.5\left[2\left(\frac{d-1}{2.25}+\frac{r_{i}^{2}}{0.0625}\right)+\left(\frac{d}{1.5}-\frac{r_{i}}{a_{i}} \boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2}\right]+ \\
& 0.375 a_{i, 1}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)\left(\frac{2 d-2}{2.25}+\frac{5 r_{i}^{2}}{0.0625}\right)+r_{i}^{2}\left(\boldsymbol{\mu}^{\mathrm{T}} \boldsymbol{\mu}\right)^{2} .
\end{aligned}
$$

The assumption $\boldsymbol{\mu} \neq \mathbf{0}_{d}$, the definitions of $r_{i}$ and $\eta_{i, 1}$, together with standard calculus techniques, yield

$$
\lim _{i \longrightarrow+\infty} \beta_{2, d}\left(\mathbf{x}_{1}+\ldots+\mathbf{x}_{M_{i}}\right)=+\infty .
$$
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