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a b s t r a c t

This article presents a non-conventional design approach of high order passive filters incorporated
with distributed energy grid integration systems based on particle swarm optimization (PSO) as one
of multi-objective evolutionary search algorithms. Two topologies of passive grid filters (third order
passive damped LCL-filter and trap filter) are chosen as case studies. The presented grid filter design
is based searching the optimum values of filter passive elements that can optimize an objective
function composed of several terms such as harmonic attenuation factor and size (value) of passive
elements (inductors and capacitors). The employed multi-objective design approach has three main
advantages: (1) The PSO algorithm offers several groups of solutions to the same optimization problem.
Accordingly, the most convenient solution can be chosen based on several factors such as cost of
realization, availability in the market and the corresponding THD of grid current. (2) Multi-objective
design approach is flexible enough to include other factors in the customized objective function to
achieve different design criteria in accordance with new (or updated) versions of grid codes. (3) The
PSO algorithm converges to the optimum solution(s) regardless the initial search values (initial guess).
Consequently, the algorithm does not need any prior knowledge about filter numerical values

The PSO algorithm has been developed in Matlab R⃝, while the overall hardware grid-integration sys-
tem has been modeled and studied using PSIM R⃝ software package. The obtained results demonstrate
the effectiveness of the proposed approach to get practical and applicable values of filter components
that result in good harmonic attenuation and satisfy the related codes of grid integration such as the
IEEE standard 519.

The main contribution of this paper is the utilization of evolutionary optimization technique
to achieve an optimum design of passive grid filters that can optimize simultaneously several
contradictory goals such as achieving the maximum possible harmonic attenuation at the lowest
possible filter size. Compared with conventional design approach, the PSO-based filter design approach
results in lower numerical values of filter components, which leads to considerable reduction in the
size and cost of the passive grid filter. Moreover, grid filter design based on evolutionary search
approach permits accommodation of several design criteria in the customized objective function with
arbitrary weighting factors upon system design requests and new grid codes constrains.
© 2019 The Author. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Grid integration systems with Distributed Energy Resources
(DER) gained increasing importance during the last decade. Sev-
eral schemes have been adopted for single-phase and three-phase
systems. The core power components of typical grid integration
system are the grid-tied inverter and the passive grid filter. In
case of low power residential systems a current controlled two-
level inverter is commonly utilized as a power conditioner, while

E-mail address: mohamed.ahmed.azab@ieee.org.

in case of three-phase DER systems, multilevel inverter is prefer-
able especially for high power applications where the switching
frequency is relatively low. Utilization of such systems, injects
to the electric grid unwanted current harmonics produced by
the inverter that degrade the system performance. Therefore,
many standards such as IEEE-519 and IEEE-1547 have been de-
veloped to restrict the injection of undesired harmonics to the
grid (Jayalath and Hanif, 2018; Anzalchi et al., 2017; Beres, 2016).
Accordingly, in all power ranges, low pass filter is necessary to be
inserted between the grid-tied inverter and the grid in order to
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satisfy the requirements of such related standards (Anzalchi et al.,
2017).

Optimum design of passive filter for grid integration systems
is not a trivial task due to several factors such as possible res-
onance between passive filter and grid impedance (Beres, 2016;
Fang et al., 2017b). Optimum filter design that meets the afore-
mentioned standards at low possible cost is a challenging issue
that cannot be guaranteed by conventional design procedure
with traditional simple first order L-filter (Li et al., 2015). Conse-
quently, high order topologies of passive filter can provide better
harmonic attenuation at lower value of total inductance, which
decreases the size and cost of the filter (Chayjani and Monfared,
2016b).

1.1. Objectives of the article

The main objective of this article is to provide a non-
conventional design approach of high order passive filters (in-
serted between grid-connected inverter and the electric grid)
based on PSO technique. The PSO algorithm (developed in
Matlab R⃝) aims to find the optimum values of passive filter el-
ements that can satisfy some criteria such as maximum possible
harmonic attenuation at minimum possible size of filter elements
(L and C).

The papers aims to apply and study the non-conventional de-
sign approach (based on PSO) on two schemes of passive grid fil-
ters: Passive damped LCL filter (L-RC-L) scheme shown in Fig. 3d
and Trap filter (LLCL) scheme shown in Fig. 3e.

Moreover, the paper assesses and performs qualitative and
quantitative analysis to the PSO obtained solutions of passive fil-
ter by plugging the filter numerical values into a hardware model
of single-phase DER grid integration system developed in PSIM R⃝

simulation package. In addition, comparison with conventional
design approach has been conducted as well.

The rest of the paper is organized as follows. Section 2 ad-
dresses the location and different topologies of passive grid filters.
Section 3 describes the investigated system. Section 4 discusses
the design criteria of passive grid filters. Section 5 presents the
PSO technique. Section 6 investigates the design procedure of
passive grid filter using PSO techniques and presents also the
obtained results. Section 7 demonstrates the comparison with
conventional design approach. Section 8 is the conclusion of
the paper. Section 9 is assigned to references. While Appendix
includes a group of appendices.

2. Passive grid filters

2.1. Location of filter with respect to grid integration system

A typical single-phase DER grid integration system is illus-
trated in Fig. 1, where multiple energy resources (PV and FC)
are connected to a common dc bus of 400 V. Each resource is
incorporated with its own power conditioner (dc–dc converter) to
control the output voltage to the desired value of the dc bus. The
produced energy is injected to the electric grid through single-
phase grid-tied inverter usually working in current controlled
mode (Azab, 2017; Chayjani and Monfared, 2016; Sharma and
Goel, 2017). Due to the harmonics injected from the PWM in-
verter, the passive grid filter is connected between the inverter
outputs and the electric grid to attenuate the high frequency
harmonics injected to the grid and restrict the low order harmon-
ics to permissible level in accordance with the grid codes and
standards such as IEEE-519 standard (Jayalath and Hanif, 2018;
Anzalchi et al., 2017; Beres, 2016; Fang et al., 2017b,c; Li et al.,
2015; Chayjani and Monfared, 2016b).

Fig. 1. Single line diagram of the investigated DER grid integration system.

Fig. 2. Generalized scheme of passive grid filter.

2.2. Generalized scheme of passive grid filter

Many existing schemes of passive filters can be employed
with DER grid integration systems. Each scheme has its distinct
characteristics and features (Beres, 2016; Chayjani and Monfared,
2016; Xu et al., 2014). Fortunately, a passive grid filter can be
represented by a generalized topology as shown in Fig. 2. By con-
figuring the filter impedances (Z1, Z2 and Z3) several topologies
can be achieved. The commonly used schemes in grid integration
systems are L, LR filters and LCL with a damping resistor as
illustrated in Fig. 3.

2.3. Commonly used schemes of passive grid filter

In addition, many other emerging schemes of high order fil-
ters have been reported such as trap filter (Fang et al., 2017b),
LTCL (Fang et al., 2017c) and LCL-LC filters (Li et al., 2015) that
can provide better harmonic attenuation and lower size of filter
components (Fang et al., 2017a). Multi-tuned trap filter is pre-
sented as well in Chayjani and Monfared (2016b) where selected
harmonics are bypassed by the LC-traps and blocked from injec-
tion to the electric grid (Chayjani and Monfared, 2018; Xu et al.,
2014).

According to Fig. 2, the generalized filter transfer functions
(I2/Vconv) and (I2/I1) can be derived by considering the grid filter
as Two-Port Network and determining some Y -model parameters
and h-model Parameters.
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Fig. 3. Different topologies of passive grid filters.

The general formula of I2(s)/Vconv(s) and I2(s)/I1(s) are de-
scribed by Eqs. (1) and (2) respectively. The detailed mathemati-
cal derivation of those equations is presented in Appendix A.1.

Y21 =
I2(s)

Vconv(s)
=

Z3
Z1Z2 + Z2Z3 + Z1Z3

(1)

h21 =
I2(s)
I1(s)

=
Z3

Z2 + Z3
(2)

Different filter topologies can be achieved by configuring the
impedances (Z1, Z2 and Z3) to specific passive elements as sum-
marized in Table 1. The corresponding circuit diagram of such
filter schemes are shown in Fig. 3, while the corresponding filter
transfer functions Y21 and h21 are derived and summarized in
Table 1.

In this article, two filter schemes have been investigated: LCL
with damping resistor (LRCL) and LLCL trap filter.

3. Grid-integrated system under investigation

3.1. Description of the system

A circuit diagram of the investigated system and the inverter
control system are shown in Fig. 4a and b respectively. The
common DC bus of the DER grid integration system is illustrated
in Fig. 4c. The employed single-phase grid-integrated system can
be divided into three major sections:

(1) Distributed energy resources (PV Array, PEM FC, and Bat-
tery Bank) that are connected together through proper
power electronic conditioners (step up dc–dc converters)
forming a common DC bus of 400 V as illustrated in Fig. 4a.

(2) Single-phase grid-tied inverter whose DC inputs are fed
from the DER through the common DC bus.

(3) Passive filter inserted between the inverter and the electric
grid to satisfy grid integration requirements.

The employed DER system is formed by: 5.12 kWP PV array,
4.8 kW PEM FC modules, 120 V/100 AH Battery Bank. Each re-
source is incorporated with a boost dc–dc converter to raise and
control the output voltage of PV array and PEM-FC to 400 V to
form a fixed DC bus voltage. While the battery bank is connected
to the DC bus through a bidirectional converter such that the
battery bank can inject its power to the grid (discharging mode:
dc–dc converter is working in step up mode) or it can be charged
from the PV array or from the PEM FC (charging mode: dc–dc
converter is working in step down mode).

The investigated system represents a typical residential appli-
cation of renewable energy grid-tied system (Xu et al., 2013; Li
et al., 2018b; Azab, 2019, 2018). Details of the items’ specifica-
tions and simulation parameters are presented in Appendix A.3.

The study is conducted on two schemes of grid passive filters
are: LCL filter with a damping resistor (L-RC-L) scheme (Fig. 3d)
and Trap filter (LLCL) scheme (Fig. 3e). The optimum values of
grid filter components determined by the PSO search algorithm
(described later in Section 4) are plugged into the overall system
model illustrated in Fig. 4a and c. The common dc bus voltage
(400 V system) is controlled via three independent power opti-
mizers (dc–dc converters). The dc bus voltage is described by the
following relations:

VDC =
VPV

1 − dpv
(3a)

VDC =
VFC

1 − dfc
(3b)

When the battery bank is injecting power to the dc bus (discharg-
ing mode) the bidirectional dc–dc converter is working in step up
mode (boost converter) such that the dc bus voltage is given also
by Eq. (4a).

VDC =
VBAT

1 − dbat
(4a)

If the battery is charging from the PV or from the FC modules
(charging mode), the bidirectional dc–dc converter is working
in step down mode (buck converter) such that the battery bank
voltage is given by Eq. (4b):

VBAT = dbatVDC (4b)

where VPV is voltage of PV array, VFC is the voltage of FC modules
and VBAT is the dc voltage of the battery bank. As the dc voltage
produced by the DER: PV array, FC modules and Battery bank are
not equal, the corresponding power optimizer (dc–dc converter)
is operating at its own duty cycle whose value is limited between
safe minimum and maximum values [0.2,0.8] such that:

dpv ̸=dfc ̸=dbat (5a)⎧⎨⎩
0 < dpv < 1
0 < dfc < 1
0 < dbat < 1

(5b)

In case of PV array, the duty cycle (dpv) of the PV converter
is generated from a MPPT unit based on the well know method
(P&O). While the duty cycle (dfc) of the FC converter is generated
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Table 1
Transfer functions of different topologies of passive grid filter.

Fig. 4. Configuration of the investigated grid-tied system.

based on a closed loop control of the dc bus voltage using PI

controller. Similarly, the duty cycle (dbat ) is produced from a

closed loop PI controller. The details of MPPT unit and the dc bus

voltage control is out of scope of this article.

3.2. System rating and base values

The system rating is selected based on the assumption that
the investigated grid integration system is intended for residen-
tial applications. Accordingly, the corresponding base values are
calculated. The rated active power to be injected to the grid
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Table 2
System rating and base values.
Parameter Symbol Value

Grid frequency fg 50 Hz
Supply voltage Vg 220 V
Rated active power Prated 4 kW
Base frequency fB 50 Hz
Base voltage VB 220 V
Base impedance ZB 12.1 �

Base inductance LB 38.5 mH
Base capacitance CB 263.2 µF

is selected to be 4 kW. The grid voltage is 220 V/50 Hz. The
maximum dc link voltage is 400 V, the maximum inverter switch-
ing frequency is 10 kHz. Thus, the base values of impedance,
capacitance and inductance are computed using Eqs. (6a)–(6c)
respectively. The system rating and the computed base values are
summarized in Table 2.

ZB =
V2
B

Prated
(6a)

CB =
1

ωB ZB
(6b)

LB =
ZB

ωB
(6c)

4. Design criteria of passive grid filters

4.1. Conventional/systematic design

In general, design methodologies of grid filters aim to achieve
a major objective of satisfying the grid codes and standards re-
quirements by attenuating high order current harmonics injected
to the grid to specific safe levels determined by the related
standards. Conventional filter design criteria aim to take into
consideration the following factors in order to determine the
suitable rating of the passive components:

1. Maximum grid-side current ripple: it should not exceed an
upper limit (Chayjani and Monfared, 2016).

2. Maximum inverter-side current ripple: it should not ex-
ceed an upper limit (Mahamat et al., 2017).

3.

Resonant frequency range (Wu et al. 2012): it is

governed by the rule: (10fg < fres < 0.5fswt ) (7)

4. Damping at resonance frequency: it should be employed
either by damping resistor R (passive damping) or active
damping (control algorithm).

5. Limited capacitive reactive power Qc : to be a small percent-
age of nominal rated power (Chayjani and Monfared, 2016;
Li et al., 2015; Mahamat et al., 2017).

4.2. Multi-objective design criteria

Recently, design of high order grid filters aims to achieve other
objectives such as minimization of size and weight of passive
filter (Li et al., 2018a) (due to space and volume restrictions)
and minimization of filter overall cost. Besides that, minimiza-
tion of filter inductance based on maximum permissible THD as
performance index (Anzalchi et al., 2016). Such multi-objectives
features of filter design are summarized below:

1. Minimum size and weight: achieved by minimization of
the total inductance and the size of capacitor C.

2. Minimum power losses across the damping resistor R (Ye
et al., 2018) that can be achieved by minimizing the current
that flows in the damping resistor branch (maximizing the
R).

3.

Minimum overall stored energy in the filter:(
EL =

1
2
LI2, EC =

1
2
CV 2

)
(8)

Unfortunately, some objectives are contradictory such as the
contradiction between good harmonic attenuation and minimum
size, weight of the filter. So, it is important to make a compromise
between the parameters to get optimum values of filter compo-
nents and achieve a satisfactory performance. Thus, evolutionary
computational techniques would be efficient to get an optimum
design that can take into consideration major objectives and
prioritize the desired features of the filter based upon custom
design request.

5. Evolutionary computational algorithms

5.1. Introduction

Many evolutionary computational algorithms have been de-
veloped and applied successfully in electrical engineering op-
timization problems (Azab, 2015; Singh and Singh, 2014; Tan,
2018). Some of well-known algorithms are: Ant Colony algorithm
(ACO) (Liu et al., 2018; Zhang et al., 2019; Ma et al., 2019; Yin
et al., 2018; Yang et al., 2019a), Biogeography-Based Optimization
(BBO) (Al-Roomi and El-Hawary, 2019; Ma et al., 2017; Tegou
et al., 2018; Sarker et al., 2018), Genetic Algorithms (GA) (Mo-
hammadi et al., 2019; Corus and Oliveto, 2018; Han et al., 2018;
Wang et al., 2018a) and Particle Swarm optimization (PSO) (Liu
et al., 2019; Sebtahmadi et al., 2018; Liu et al., 2017; Ning et al.,
2019; Lee et al., 2018; Leboucher et al., 2018; Yang et al., 2019b;
Zhang et al., 2018; Wang et al., 2018b; Yang et al., 2018). Such
techniques could solve a variety of complex engineering problems
that are difficult to solve using traditional methods.

5.2. Particle swarm optimization (PSO)

PSO is an optimization technique that is capable of finding
global optimal solution(s) by using social interaction of unso-
phisticated agents. In PSO, a flock of particles flies through a
search space with velocity updated by movement inertia, self-
cognition, and social interaction (Azab, 2015; Radosavljevic, 2018;
Liu et al., 2019; Sebtahmadi et al., 2018; Liu et al., 2017). Initially,
the particles are randomly placed in a search space of a certain
problem or function. So, each particle represents a solution to
the problem. An objective function is evaluated for each particle.
Velocity and position of each particle is updated at each iteration
by Eqs. (9) and (10) (Azab, 2015; Tan, 2018; Ning et al., 2019;
Lee et al., 2018; Leboucher et al., 2018; Yang et al., 2019b; Zhang
et al., 2018; Wang et al., 2018b; Yang et al., 2018).

vk+1
i = wvk

i + α
[
Lk − xki

]
+ β

[
Gk

− xki
]

(9)

xk+1
i = xki + +k+1

i (10)

where xi is the position of the ith particle in the search space, vi
is the velocity of the ith particle, w is the inertia of particles, α
& β are bounded positive uniformly distributed random vector. L
is the particle’s best position, G is the global best position found
by all particles, k is the iteration number, i is the number of
particles. Accordingly, the particles movement within the search
space is affected by three factors: the previous movement of the
same particle, the local best position of the same particle and the
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Fig. 5. Summarized procedure of PSO algorithm.

best position obtained so far by any particle over the previous
iterations (global best) (Singh and Singh, 2014). The procedure of
PSO algorithm is shown in Fig. 5.

Owing to successful application of PSO technique in many
optimization problems (Azab, 2015; Singh and Singh, 2014; Tan,
2018; Liu et al., 2019; Sebtahmadi et al., 2018; Liu et al., 2017;
Ning et al., 2019; Lee et al., 2018; Leboucher et al., 2018; Yang
et al., 2019b; Zhang et al., 2018; Wang et al., 2018b; Yang et al.,
2018) it has been chosen among several evolutionary optimiza-
tion techniques to solve the multi-objective optimization prob-
lem of grid filter design.

6. Design of passive grid filters using PSO

The PSO has been adopted to find an optimal design of two
grid filter schemes: LCL with resistive damping and LLCL trap fil-
ter. The design approach is based on constrained iterative search-
ing to the filter components that can satisfy specific objective
function(s) of multiple terms (Aghajani and Ghadimi, 2018) and
criteria as previously addressed in Sections 4.1 and 4.2.

6.1. Case 1: LCL filter with damping resistor (L-RC-L)

6.1.1. Formulation of multi-objective function
The circuit diagram of LCL filter with damping resistor is

shown in Fig. 3d, while the corresponding transfer functions were
presented in Table 1. Formulation of suitable objective function
constitutes an essential part for successful algorithm. As given
in Eq. (11), the objective function J1-LCL is elaborated to include
three terms: harmonic attenuation, size of filter components and
damping resistor. Therefore, the PSO algorithm searches for the
optimum values of (L1, L2, C and R) that can achieve multiple ob-
jectives: (a) good harmonic attenuation (b) at minimum possible
size of filter components (c) with maximum possible value of the
damping resistor to ensure good damping at resonant frequency.
The selection of passive components is restricted to resonant
frequency constrain that should be within the range given by the
inequality (7) that is re-written again in (12).

J1-LCL = min
[
Y21-LCL +

(
L1 + L2

LB
+

C
CB

)
+

ZB
R

]
(11)

Provided that: 10 fg < fres < fmax (12)

where (Y21-LCL) is computed at maximum frequency (fmax = 5
kHz). Owing to the system base values presented in Table 2 the

Table 3
Parameters of PSO Algorithm.
Parameter Particles Iterations Inertia w α β

Value 300 300 0.1 Random number [0–1]

Table 4a
Search space of estimated parameters of passive grid filter (LCL with damping
resistor).
Parameter L1 (H) L2 (H) C (F) R (�)

Search space 0–1 0–1 0–1 0–100

Table 4b
Search space of estimated parameters of passive grid filter (trap filter).
Parameter L1 (H) L2 (H) Lt (H) Ct (F)

Search space 0–1 0–1 0–1 0–1

filter resonant frequency of the transfer function (Y21) will be
restricted by the inequality:

500 Hz < fres < 5000 Hz (13)

According to Eq. (11), minimum Y21-LCL contributes to good
harmonic attenuation, minimum (L1 + L2) contributes to mini-
mum inductor size, minimum (C) contributes to minimum size
of capacitor and minimum (1/R) contributes to maximization of
damping resistance (minimum current).

6.1.2. PSO parameters
The parameters of the elaborated PSO algorithm and the

search space are presented in Tables 3 and 4 respectively. Ac-
cording to the presented values in Tables 4a and 4b the al-
gorithm search space is wide which indicates that there is no
restriction on the setting (selection) of the initial solution of
the PSO algorithm unlike some algorithms which would have
some restrictions and conditions on the initial guess values and
sometimes trap in minimum local error points without reaching
to a global optimum solution.

6.1.3. PSO obtained results
Actually, the PSO technique as one of powerful evolution-

ary computational method provides several advantages: 1. The
obtained solution is not unique. i.e., there are many groups of
solutions (non-unique solution) that can satisfy the objective
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Fig. 6. Evolution of objective function J1-LCL .

Fig. 7. Bode diagram of (L-RC-L) filter transfer function Y21-LCL for both groups
of solutions Y21_0: zero initial solution, Y21_1: unity initial solution.

function J1 as presented in Table 5. Therefore, the designer is free
to select the most applicable values of passive components that
are easy to purchase or to fabricate.
2. The PSO algorithm converges to the solution(s) a part from
the starting point (initial solution). In this work, the PSO initial
solution was intentionally selected to be far from the possible
real values to examine the robustness of the algorithm (L1 =

L2 = 0 H, C = 0 F, R = 0 �). The PSO algorithm reaches
successfully to satisfactory solutions after accepted number of
iterations and relatively small CPU time (order of seconds) as
presented in Table 5. Moreover, the PSO algorithm was tested
with random values of initial solution and the program converged
successfully also to a satisfactory solution. In addition, the PSO
algorithm has been tested with unrealistic initial values of passive
components (L1 = L2 = 1 H, C = 1 F, R = 1 �) as well. According
to the obtained results the initial starting solution affects the
initial value of the objective function and the required number of
iterations to reach to the optimum solution (CPU time), but it has
no effect on the algorithm divergence or trapping in minimum
local errors as the case of Genetic Algorithm. It has also negligible
effect on the final solution. As shown in Table 5, PSO evolutionary
technique has found many solutions that lead to practical values
of grid filter components.

According to Table 5, the deviation between the obtained
solutions is small such that any of them can be utilized. Table (Li
et al., 2015) presents some selected extreme optimum groups of
solutions of L-RC-L filter obtained from the PSO algorithm for
different initial solutions: zero initial conditions (L1 = L2 = 0,
C = 0, R = 0) and unity initial conditions (L1 = L2 = 1, C
= 1, R = 1) for zero and unity initial solutions. The extreme
solutions mean that they satisfy minimum THD of grid current
or minimum total inductance for cost reduction. Each group of

Fig. 8. Bode diagram of (L-RC-L) filter transfer function h21-LCL for both groups
of solutions h21_0: zero initial solution, h21_1: unity initial solution.

Table 5
Some PSO obtained solutions of (L-RC-L) filter.

solution results in specific filter resonant frequency; required
amount of total inductance and specific THD of grid current. Such
flexibility achieved by evolutionary search optimization helps the
system designer to choose the most convenient filter parameters
to apply. All PSO-based solutions satisfy the design criteria.

The evolution of objective function J1-LCL for the group of
solutions of Table 6 are plotted and illustrated in Fig. 6. The
obtained results indicate that the PSO algorithm converges to the
final value and leads to a group of solution that are approximately
similar for both cases of initial solutions.

Thus, the PSO can run at any arbitrary random initial solutions
unlike many other algorithms that would trap in local minimum
errors unless the initial solution are carefully selected. The bode
diagram of filter transfer functions Y21-LCL and h21-LCL are
plotted in Figs. 7 and 8 for zero initial solution # 1 and unity initial
solutions # 2. For both group of solutions, the transfer function
Y21-LCL have approximately similar attenuation for all frequency
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Table 6
Some extreme optimum solutions of (L-RC-L) filter obtained from PSO.

range from 10 Hz up to 1000 kHz of −20 db/decade. Also, for
high frequency range, the attenuation rate is the same of −40
db/decade. While, there is a slight difference in phase shift above
1 kHz. For transfer function h21-LCL both group of solutions
lead to similar attenuation rate up to frequency of 3 kHz. In
general, both group of solutions lead to similar characteristics
(magnitude and phase shift) at low frequency range which is the
main purpose to insert the filter between inverter and grid. In
general, both group of solutions result in similar filter response
at grid frequency of either 50 Hz or even 60 Hz. So, any group of
solution can be utilized to realize the filter.

The obtained group of solutions of grid filter are plugged into
the H/W model of the overall system to assess the performance.
The resultant waveforms of grid currents at unity PF operation
and the corresponding harmonic spectra are plotted in Figs. 9 and
10 respectively. The obtained results prove that both group of so-
lutions obtained from the PSO algorithm are valid and applicable.
Accordingly, the evolutionary PSO search method is successful to
optimize the customized objective function J1-LCL to find suitable
values of the passive components of grid filter.

The THD of the current injected to the grid in case of group
of solution of (zero initial solution # 1) is 0.0482 (4.82%). While
in case of (unity initial solution # 2) the THD of grid current is
0.0431 (4.31%) as well, where both of them match and satisfy the
IEEE519 standard (Jayalath and Hanif, 2018; IEEE Recommended
Practice, 2014).

6.2. Case 2: LLCL trap filter

6.2.1. Formulation of multi-objective function
The circuit diagram of trap filter is illustrated in Fig. 3e, whose

passive components L1, L2, Lt and Ct to be determined. The cor-
responding transfer functions of Trap Filter given in Table 1 is
presented again in Eqs. (14.1) and (14.2).

Y21-trap =
I2 (s)

Vconv (s)
=

(
S2CtLt + 1

)
S3Ct (L1L2 + L2Lt + L1Lt) + S (L2 + L1)

(14.1)

h21-trap =
I2(s)
I1(s)

=

(
S2CtLt + 1

)
S2Ct (L2 + Lt) + 1

(14.2)

The objective function J2−trap is elaborated to include three
terms: harmonic attenuation, size of inductors L1, L2, Lt and size
of Capacitor Ct.

J2−trap = min
[
Y21_trap +

(
L1 + L2

LB
+

C
CB

)]
(15)

6.2.2. PSO obtained results
Some optimum solutions of trap filter obtained from the PSO

algorithm are presented in Table 7. Each PSO group of solution
results in specific filter resonant frequency; trap frequency; re-
quired amount of total filter inductance and specific THD of grid
current. Both filter resonant frequency and trap frequency satisfy
the design criteria. Accordingly, system designer has flexibility to
choose the most convenient solution to be realized to achieve
minimum cost or to satisfy minimum THD of grid current. The
evolution of objective function J2_trap for the group of solutions of
Table 7 are presented in Fig. 11. The obtained results indicate that
the PSO algorithm converges to approximately similar final values
irrespective the initial guess values. However, with zero initial
solution the PSO algorithm took fewer iterations (18 iterations)
to reach to the final value. While in the case of unity initial
solution, the PSO algorithm converged to the final value after
longer number of iterations (36 iteration).

The bode diagram of the transfer function Y21-trap is sketched
in Fig. 12. In Fig. 12a, the bode diagram has been plotted for the
zero initial solution # 1 of Table 7 (L1 = 1.4 mH, L2 = 1.4 mH,
Lt = 1 mH, Ct = 17.9 µF). The resultant resonant frequency is
0.912 kHz and the resultant trap frequency is 1.18 kHz that satisfy
the filter design restrictions.

While in Fig. 12b, the bode diagram has been sketched for the
unity initial solution # 1 of Table 7 (L1 = 1.2 mH, L2 = 1.3 mH,
Lt = 0.11 mH, Ct = 2.3 µF). The resultant resonant frequency
and trap frequency are 4 kHz and 10 kHz respectively, which are
in accordance with the filter design restrictions.

According to the results, trap filter provides strong attenuation
at the trap frequency ftrap (Fang et al., 2017a). In addition, the
trap filter maintains relatively high attenuation at high frequency
range. However, there is a resonant peak at resonant frequency
fres that is practically attenuated by adding a small resistor in
series with the trap branch (Lt Ct) (Li et al., 2015).

The waveform of grid current at unity PF is plotted in Fig. 13
for both selected solutions. The corresponding harmonic spec-
trum is illustrated in Fig. 14. As presented in Table 7 the THD
of the current injected to the grid is 0.0329 (3.29%) with the
zero initial solution # 1, and the THD of the current is 0.0282
(2.82%) for unity initial solution # 1, such values are in a complete
accordance with the IEEE-519 standard (Jayalath and Hanif, 2018;
IEEE Recommended Practice, 2014).

6.3. Assessment of PSO obtained results

In order to determine to what degree the evolutionary search
approach based on PSO technique is effective and successful
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Fig. 9. Steady state waveforms of grid current and voltage at unity PF with (L-RC-L) filter for both groups of solutions.

Fig. 10. Harmonic spectrum of grid current with (L-RC-L) filter for both groups of solutions.

Fig. 11. Evolution of objective function J2_trap .

Fig. 12. Bode diagram of filter transfer function Y21-trap of trap filter.
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Table 7
Some optimum solutions of trap filter obtained from PSO.

Fig. 13. Steady state waveforms of grid current and voltage with trap filter at unity PF.

Fig. 14. Harmonic spectrum of grid current with trap filter for both groups of solutions.

to determine the optimum values of high order passive filters
elements, the harmonic spectra of ac current injected to the
grid have been plotted for arbitrary chosen obtained solutions
of both filter schemes studied in this article. The corresponding
harmonic spectra are compared with the maximum allowable
limits mentioned in IEEE 519 standard as illustrated in Fig. 15.

Fig. 15a illustrates the harmonic spectrum of the current in-
jected to the grid in case of LCL filter with the group of solution
(L1 = 3 mH, L2 = 1.9 mH, C = 8.6 µF, R = 59.98 �). Owing
to the results, the optimum values of the LCL filter achieved by
PSO algorithm satisfy the grid code restrictions and harmonics
limitations given by IEEE 519 standard.

Moreover, the optimum values of trap filter elements deter-
mined by the PSO technique satisfy also the IEEE 519 standard as
shown in Fig. 15b for the group of solution (L1 = 1.4 mH, L2 = 1.4
mH, Lt = 1 mH, C t = 17.9 µF). The results indicate that, trap filter

provides relatively better harmonic attenuation and lower THD
compared with LCL filter (IEEE Recommended Practice, 2014).

7. Comparison with conventional design approach

A comparison between passive grid filter design using conven-
tional method and multi-objective evolutionary search approach
has been addressed in this section for both types of grid filter
investigated in this article: LCL filter and Trap filter for the system
whose rating and base values are given in Table 2. The inverter
output voltage waveform is assumed to be bipolar (Ruan et al.,
2018).

Both methodologies have been compared in terms of extreme
(maximum/minimum) computed values of filter passive elements
(individual inductors and capacitors) and the total inductance
required to realize the filter.
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Fig. 15a. Harmonic spectrum of grid current with LCL filter (L1 = 3 mH, L2 = 1.9 mH, C = 8.6 µF, R = 59.98 �).

Fig. 15b. Harmonic spectrum of grid current with trap filter (L1 = 1.4 mH, L2 = 1.4 mH, Lt = 1 mH, C t = 17.9 µF).

Conventional design method of passive grid filter discussed
before in Section 4.1 is summarized in Tables (Table 8a and Ta-
ble 9a) for LCL and Trap filters respectively. The conventional
design procedure is based on four major constrains: maximum
allowable reactive power, maximum allowable total inductance,
range of inverter-side ripple current and resonant frequency con-
strain. A fifth constrain (filter trap frequency) is added in the case
of trap filter.

(a) The maximum allowable capacitive reactive power (Qc)
through filter capacitor should not exceed 5% of the rated
active power (Jayalath and Hanif, 2018; Anzalchi et al.,
2017).

(b) The upper limit of overall total inductance should be be-
tween (10%–25%) of the base value (0.1–0.25 pu) in order to
limit the voltage drop across the filter inductors (Rockhill
and others, 2011). So, restricting the upper allowable limit
of the total inductance to 20% of the base value is accepted.

(c) The inverter-side ripple current should be less than 40% of
rated reference peak current (Xu et al., 2014; Anzalchi et al.,
2016). So, an upper and lower limits bounded to (15%–20%)
of the peak value of the rated current injected to the grid
should result in satisfactory current waveform (Anzalchi
et al., 2016, 2017; Chayjani and Monfared, 2016).

(d) The filter resonant frequency should satisfy the range de-
termined by the relation (10 fg < fres < 0.5 fswt ) to avoid
resonance inside the control bandwidth (Jayalath and
Hanif, 2018; Wu et al., 2012; Romdhane et al., 2017).

(e) In case of trap filter, the trap frequency is chosen to be the
same as the maximum switching frequency of the inverter
(ftrap = fswt ) (Wu et al., 2012).

Accordingly, the computed numerical results are presented in
Tables 8b and 9b for LCL and Trap filters respectively.

7.1. LCL filter

See Table 8a.

Table 8a
Summary of conventional design methodology of LCL filter.
Constrain Mathematical formula Parameter

Reactive power
constrain

Qcmax = 0.05Prated
Cmax

C < Cmax

Total inductance
constrain

Ltotal−max = 0.2LB
Ltotal−max = (L1 + L2)

Ltotal−max

Inverter-side ripple
current

∆IL1 =
VDC

2L1fswt

Imin < ∆IL1 < Imax

Imin = 0.15Irated−peak

Imax = 0.20Irated−peak

L1min; L1max
L2min; L2max

Resonant frequency
constrain

10fg < fres < 0.5fswt

fswt(max) = 10 kHz
Checking
L1; L2

Filter resonant
frequency

fres =
1
2π

√
(L1 + L2)
L1L2C

Table 8b
Comparison between conventional design method and PSO
approach for LCL filter.

Compared with conventional design methodology, the LCL
grid filter design based on multi-objective evolutionary search
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Table 9a
Summary of conventional design methodology of LLCL trap filter.
Constrain Mathematical formula Parameter

Reactive power
constrain

Qcmax = 0.05Prated
Ctmax

Ct < Ctmax

Filter trap frequency ftrap =
1

2π
√
LtCtmax

Ltmin

Total inductance
constrain

Ltotal−max = 0.2LB
Ltotal−max = (L1 + L2)

Ltotal−max

Inverter-side ripple
current

∆IL1 =
VDC

2L1fswt

Imin < ∆IL1 < Imax

Imin = 0.15Irated−peak

Imax = 0.20Irated−peak

L1min; L1max
L2min; L2max

Resonant frequency
constrain

10fg < fres < 0.5fswt

fswt(max) = 10 kHz
Checking
L1; L2

Filter resonant
frequency

fres =
1
2π

√
(L1 + L2)

Ct (L1L2 + L2Lt + LtL1)

Table 9b
Comparison between conventional design method and PSO
approach for trap filter.

approach provides lower numerical values of passive components
needed to realize the filter as shown in the tabulated results of
Table 8b. In addition, other parameters would be involved in the
customized objective function to achieve other goals upon the
request of system designer, which is not possible in conventional
design approach.

7.2. Trap filter

See Table 9a.
According to the results of comparison, the trap filter de-

sign based on multi-objective evolutionary search approach pro-
vides lower numerical values of individual inductors and total
inductance.

It is observed that one obtained solution from PSO algorithm
results in a maximum capacitor (Ctmax) of 17.9 µF (which is higher
than the value 13.15 µF obtained from conventional approach).
However, in many obtained solutions by PSO algorithm, lower
numerical values for the capacitor Ct are obtained and can be
chosen for filter realization as indicated by the results of Table 9b
(the chosen value for the capacitor is Ct = 2.12 µF).

Moreover, other design parameters can be involved in the
customized objective function such that the optimum design
can take into consideration other goals, which is not possible in
conventional design procedure.

8. Conclusion

This article presents a non-traditional design approach of high
order passive grid filter for single-phase grid integration system
using particle swarm optimization as a multi-objective evolution-
ary search technique.

The design approach aims to find the optimum numerical
values of the passive filter that optimize simultaneously multiple
factors: harmonic attenuation and the size of filter components
(inductors and capacitors).

The study has been conducted on two different schemes of
high order passive filters (LCL with damping resistor, and trap fil-
ter). The optimum values of passive filters obtained from the PSO
algorithm have been plugged into a single-phase grid integration
model elaborated in PSIM R⃝ simulation package.

Owing to the obtained results, the multi-objective evolution-
ary search approach is effective to provide an optimum design
of passive grid filter that satisfies the existing codes of grid
integration such as IEEE standard 519.

The main contribution of this paper is the utilization of evo-
lutionary optimization technique to achieve an optimum design
of passive grid filter, where the multi-objective design approach
provides successfully non-unique solution to the optimization
problem. Thus, the system designer can select (among several
obtained solutions) the most appropriate values of filter com-
ponents from technical point of view (lowest THD and highest
harmonic attenuation) or from economic point of view (lowest
cost, lowest size and availability in market).

In addition, a comparison between conventional design ap-
proach and multi-objective evolutionary search design approach
has been carried out. The obtained results indicate that filter
design based on multi-objective evolutionary search approach
results in lower numerical values of the passive elements of
grid filter, which achieves considerable reduction in the size
and cost of the passive grid filter. Moreover, evolutionary search
approach permits accommodation of several design criteria in the
customized objective function with arbitrary weighting factors
owing to design priorities or requirements and restrictions of
possible new grid codes.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared
to influence the work reported in this paper.

Appendix

A.1. Generalized form of grid filter transfer functions

The generalized form of passive grid filter transfer functions
(I2/Vconv) and (I2/I1) have been derived by dealing with the pas-
sive grid filter as Two-Port Network and determining Y -model p
and h-model Parameters.
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Fig. A.1. Generalized scheme of passive grid filter.

A.1.1. General form of transfer function I2(s)/Vconv(s)
Owing to the generalized circuit diagram of passive grid filter

shown in Fig. A.1, the Y -parameters model described by Eqs. (A.1)
and (A.2) can be determined.

I1 = Y11V1 + Y12V2 (A.1)

I2 = Y21V1 + Y22V2 (A.2)

where Y21 =
I2
V1

⏐⏐
V2=0; which represents the required transfer

function of grid side current to the inverter output voltage. By
applying KCL at node x:
V1 − Vx

Z1
=

Vx

Z3
+

Vx

Z2
⇒ Vx = V1

Z2Z3
Z1Z2 + Z2Z3 + Z1Z3

(A.3)

i2 =
Vx

Z2
H⇒ i2 = V1

Z2Z3/Z2
Z1Z2 + Z2Z3 + Z1Z3

(A.4)

Therefore, the transfer function I2(s)/Vconv(s) is obtained:

Y21 =
I2(s)

Vconv(s)
=

Z3
Z1Z2 + Z2Z3 + Z1Z3

(A.5)

A.1.2. General form of transfer function I2(s)/I1(s)
The transfer function (I2/I1) is also deduced with the aid of

h-parameters model of the two-port network shown in Fig. A.1.
The h-parameter model is described by Eqs. (A.6) and (A.7):

V1 = h11I1 + h12V2 (A.6)

I2 = h21I1 + Y22V2 (A.7)

where h21 =
I2
I1

⏐⏐
V2=0; which represents the transfer function of

grid side current to the inverter output current. i.e. h21 is the ratio
between output and input current of the passive filter. Owing to
Fig. 8.1, the filter output current i2 is determined by Eq. (A.8)
which is a replica of Eq. (A.4) previously deduced in part 1.

i2 =
Z3V1

Z1Z2 + Z2Z3 + Z1Z3
(A.8)

The filter input current i1 is also derived : i1 =
V1 − Vx

Z1
(A.9)

i1 =

V1 − V1
Z2Z3

Z1Z2+Z2Z3+Z1Z3

Z1
(A.10)

i1 =

(
1 −

Z2Z3
Z1Z2+Z2Z3+Z1Z3

)
V1

Z1
; (A.11)

i1 =
V1

Z1

Z1Z2 + Z1Z3
Z1Z2 + Z2Z3 + Z1Z3

(A.12)

Thus, the transfer function I2(s)/I1(s) is obtained:

h21 =
I2(s)
I1(s)

=
Z1Z3

Z1Z2 + Z1Z3
; (a.13.1)

h21 =
I2(s)
I1(s)

=
Z3

Z2 + Z3
(a.13.2)

A.2. Transfer functions of L-RC-L filter

A.2.1. Transfer function I2(s)/Vconv(s)
In case of LCL-filter with damping resistor R, the impedances

Z1 = SL1, Z2 = SL2 and Z3 =
(
R +

1
SC

)
. Accordingly, the transfer

function Y21 is to be:

Y21-LCL =

(
R +

1
SC

)
SL1SL2 + SL2

(
R +

1
SC

)
+ SL1

(
R +

1
SC

) (A.14)

Y21-LCL =
I2(s)

Vconv(s)
=

(
R +

1
SC

)
S2L1L2 + SR (L2 + L1) +

1
C (L2 + L1)

(A.15)

∴
I2 (s)

Vconv (s)
=

1
L1L2

(
R +

1
SC

)
S2 + SR

(
L2+L1
L1L2

)
+

1
C

(
L2+L1
L1L2

) (A.16)

By comparing the denominator characteristics equation of Eq.
(A.16) with the standard 2nd order form

(
S2 + 2ξωr1S + ω2

r1

)
both resonant radian frequency ωr1 (Xu et al., 2013; Li et al.,
2018b) and filter damping factor ξ1 are determined and formu-
lated in Eqs. (A.17) and (A.18):

ω2
r1 =

(
L2 + L1
L1L2C

)
⇒ ωr1 =

√(
L2 + L1
L1L2C

)
(A.17)

2ξ1 ωn = R
(
L2 + L1
L1L2

)
⇒ ξ1 =

R
2

√
C

(
L2 + L1
L1L2

)
(A.18)

A.2.2. Transfer function I2(s)/I1(s)
By substituting the impedances Z1, Z2 and Z3 with their corre-

sponding values of LCL-filter, the transfer function h21 is obtained
and formulated in Eqs. (A.19)–(A.21):

h21-LCL =
I2(s)
I1(s)

=
SL1

(
R +

1
SC

)
SL1SL2 + SL1

(
R +

1
SC

) (A.19)

I2(s)
I1(s)

=
SL1

(
R +

1
SC

)
SL1SL2 + SL1

(
R +

1
SC

) =

(
R +

1
SC

)
SL2 +

(
R +

1
SC

) (A.20)

∴
I2(s)
I1(s)

=
SCR + 1

S2L2C + SCR + 1
=

1
L2C

(SCR + 1)(
S2 + S R

L2
+

1
L2C

) (A.21)

Similarly, as carried out in the previous section, by comparing the
denominator characteristics equation of Eq. (A.21) with the stan-
dard 2nd order form

(
S2 + 2ξωr2S + ω2

r2

)
both resonant radian

frequency ωr2 and filter damping factor ξ2 are determined and
formulated in Eqs. (A.22) and (A.24):

ω2
r2 =

(
1
L2C

)
⇒ ωr2 =

√
1
L2C

(A.22)

2ξ2 ωr2 =

(
R
L2

)
⇒ ξ2 =

R
2L2

√
L2C (A.23)

ξ2 =
R
2

√
C
L2

(A.24)

A.3. Items’ specifications and simulation parameters

See Table A.1.
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Table A.1
Specifications of the investigated system.
Parameter Value

Inverter power device
Type IGBT branch module
Device number & Rating SKM75GB12T4 , 1200 V–75 A

AC bus 1 − Φ

Line–line voltage 220 V/50 Hz

DC bus
Operating voltage 400 V

PV array
Peak output power 5.12 kW @ STC
PV module model & Rating SUNPOWER E19/320 (320 W)
Number of modules 16 (4 series × 4 parallel paths)

PEM-FC
Maximum output power 4.8 kW
Single FC stack Nexa 1200 (1200 W)
DC voltage (single stack) 20–36 V
Number of FC units 4 (connected in series)

Battery Bank
Type Deep cycle gel battery
Total capacity 100 Ah
Single battery Power sonic 12 V/100 Ah
Number of batteries 10 (connected in series)
Total DC voltage 120 V

Passive grid filters
LCL with R PSO-based results of Table 6
Trap filter PSO-based results of Table 7

Simulation platforms
H/W circuits simulation PSIM R⃝ professional version 9.0.3
PSO algorithm Matlab R2014a

Simulation step time
PSIM package 10 µs

A.4. Nomenclatures

Y21: Admittance of Y-parameter model of
two-port network

h21: Short circuit current gain of h-parameter
model of two-port network

Y21-LCL: Admittance of Y-parameter model of LCL filter
h21-LCL: Short circuit current gain of h-parameter

model of LCL filter
Y21-trap: Admittance of Y-parameter model of trap

filter
h21-trap: Short circuit current gain of h-parameter

model of trap filter
VDC : DC bus voltage
VPV : PV array voltage
VFC : Fuel Cell voltage
VBAT : Voltage of battery bank
dpv: Duty cycle of PV dc–dc converter
dfc : Duty cycle of fuel cell dc–dc converter
dbat : Duty cycle of battery bank dc–dc converter
ZB: System base impedance
CB: Base capacitance
LB: Base inductance
L1: Inverter side inductor
L2: Grid side inductor
Ltotal Total inductance (L1 + L2)
Ltotal−max Maximum total inductance (L1 + L2)max
Lt : Inductor of series resonant branch of trap

filter

Lt min: Minimum inductance of series resonant
branch of trap filter

Ct : Capacitor of series resonant branch of trap
filter

Ctmax: Maximum capacitance of series resonant
branch

C: Capacitor of LCL filter
Cmax: Maximum capacitance of LCL filter
Qc : Capacitive reactive power
R: Damping resistor of LCL filter
J1-LCL: Objective function of PSO algorithm for LCL

filter
J2−trap: Objective function of PSO algorithm for trap

filter
fres: Resonant frequency of trap filter
ftrap: Trap frequency of series resonant branch of

the trap filter
fswt : Inverter switching frequency
w: Inertia weight of PSO algorithm
α, β Uniformly distributed positive random vector

of PSO algorithm
k: Iteration number k of the PSO algorithm
i: Particle number i of the PSO algorithm
G Global best position found by all particles
L Local (Particle) best position
vk
i Velocity of the particle i at iteration k

ωr1 Resonant radian frequency of filter transfer
function Y21 of LCL filter

ωr2 Resonant radian frequency of filter transfer
function h21 of LCL filter
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A.5. Abbreviations

ACO: Ant Colony
BBO: Biogeography-Based Optimization
DER: Distributed Energy Resources
FC: Fuel Cell
GA: Genetic Algorithm
kWP: Kilo Watt Peak
PEM: Proton Exchange Membrane
PF: Power Factor
PSO: Particle Swarm Optimization
PV: Photovoltaic
STC: Standard Test Conditions
THD: Total Harmonic Distortion
VSI: Voltage Source Inverter
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