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• It is compared to similar control methods to prove its effectiveness.
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a b s t r a c t

This paper describes the design and implementation in real time of a nonlinear control for a wind
energy conversion system (WECS). The Backstepping control has been implemented to improve
the performance of the conversion system based on a permanent magnet synchronous generator
(PMSG) connected to the grid. Two static back-to-back converters ensure grid connection and are
controlled by Pulse Width Modulation (PWM). The proposed control algorithm ensures proper speed
control to extract maximum power. First of all, a WECS full review has been discussed. Thereafter, a
Backstepping control laws detailed description based on the Lyapunov stability technique has been
reported. Consequently, these control thus helping it possible to operate the complete system in
the best performances in the static and dynamic regimes. The second part of this article has been
devoted to the Backstepping control experimental validation using the dSPACE DS1104 control board
and the Matlab–Simulink environment in order to check and validate the system efficiency. The results
achieved have been clearly responded to the requirements of robustness and follow-up of references
even under fluctuating wind conditions, and confirmed the control effectiveness in both static and
dynamic operating modes.

© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

In recent years, a serious awareness to the preservation of the
globe and the environment is strongly exhibited. Most countries
have engaged in this dynamic to reduce the problems of green-
house gas emissions. In this context and among the strategies
involved, we find the renewable energies integration in order to
guarantee a sustainable development and this without compro-
mising the natural resources of future generations (Dogan and
Seker, 2016). However, the renewable energy sector is becom-
ing more competitive because of the gradual demand for en-
ergy (Kannan and Vakeesan, 2016; Ahmed et al., 2016; Lund and

∗ Corresponding author.
E-mail address: youness.elmourabit@usmba.ac.ma (E.M. Youness).

Boyd, 2016; Huang et al., 2018; Fallahzadeh-Abarghouei et al.,
2018; El Mourabit et al., 2017; Domínguez-Navarro et al., 2019;
Dragomir et al., 2016; Pacesila et al., 2016; Alemany et al., 2018).
In addition, wind energy technology has positioned itself as the
biggest growing in the world and considers itself as the future
energy (Dragomir et al., 2016).

However, these known technologies have a disadvantages
number which makes the energy costs too high, among other
things, the energy produced from the wind. For this reason, it
is important to put smarter systems that meet the requirements
of integrating power generation into the grid (Islam et al., 2013;
Mahela and Shaik, 2016; Pacesila et al., 2016; Abbasi and Abbasi,
2016). On the other hand, global electricity production based on
wind energy reached 600.278 GW in 2018 against 546.388 GW
in 2017, an increase of 53,89 GW which representing a rate of

https://doi.org/10.1016/j.egyr.2019.06.015
2352-4847/© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).
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Nomenclature

Active generator power Pgen (W)
Active grid power Pg (W)
Blade swept area S (m2)
Controller parameters Kd, Kq, KΩ (–)
DC-link voltage VDC (V)
d-q axis flux Ψd, Ψq (Wb)
d-q axis inductance Ld, Lq (H)
d-q axis grid current igd, igq (A)
d-q axis grid voltage Vgd, Vgq (V)
d-q axis stator current isd, isq (A)
d-q axis stator voltage Vsd, Vsq (V)
Electric pulsation ωr (rad/s)
Electromagnetic generator torque Tem (N · m)
Generator flux ∅f (Wb)
Grid pulsation ωg (rad/s)
Grid side converter voltage Vid, Viq (V)
Laplace magnitude p (-)
Mechanical generator speed Ωmec (rpm)
Mechanical turbine speed Ωt (rpm)
Number of poles pairs P (-)
Optimal turbine torque T opt

tur (N·m)
pitch angle β (◦)
Power captured by the wind turbine Pt (W)
Power coefficient Cp (–)
Radius of the turbine blade R (m)
Reactive generator power Qgen (var)
Reactive grid power Qg (var)
Reference generator torque Tem_ref (N·m)
Specific density of air ρ (Kg/m3)
Stator voltage vector Vs (V)
Stator resistance Rs (Ω)
Time t (S)
tip-speed ratio λ (-)
Turbine torque Ttur (N·m)
Wind speed Vw (m/s)

+9.86% (Global Wind Energy Council (GWEC), 2017) as shown in
Fig. 1.

The new control concepts necessity for wind energy conver-
sion system is becomes paramount for the power generation
ideal operating safety. However, a good mastery of the WECS
architecture and wind turbines leads to best energy yields (Tum-
mala et al., 2016). It was for this purpose, scientific researchers
are continually developing new wind turbine generator control
algorithms to reduce installation costs and improve energy effi-
ciency (Cheng and Zhu, 2014).

Nonetheless, wind farms have become complex systems that
require the new control application to guarantee optimum energy
efficiency (Taoussi et al., 2016; Bossoufi et al., 2014a; Ionita, 2012;
Bossoufi et al., 2014b). The appearance of high-performance dig-
ital computers and technological advances offers an immense
evolution of electrical machine control techniques. One finds
among other things the nonlinear control Backstepping (Rezaei,
2018).

In this context, the set objective through this paper focuses
on impact assessment of the Backstepping control applied to
the WECS which is based on PMSG. Of course, this generator
presents an optimal choice in the future thanks to its multiple

qualities compared to other AC generators. Indeed, the PMSG
takes its place in the wind farm market at present due to its high
efficiency, its high power density, its robustness and its weight
which remains considerably weak compared to asynchronous
generators of the same power (Chen et al., 2009). Another impor-
tant reason that leads to this choice is due to the manufacturing
design of this generator. Truly, this generator is designed to work
with low rotational speeds and therefore adapts to the low wind
profile. This design is based on the PMSG arrangement of a large
number of poles which facilitates the angular speed adaptation
in relation to the wind speed (Pareta and Sen, 2014). This great
competitive advantage replaces the wind turbines gearbox based
on asynchronous generators, which subsequently eliminates the
mechanical defects and the maintenance required for this type
installation.

The PMSG control remains considerably complex because of
several factors. As an example, the non-linearity of the generator
analytical model, a highly coupled and multi-variable machine,
sensitive to parametric variations and disturbances of the exter-
nal environment elements. That to this vision, researchers are
continuing to improve the control algorithms that have been
developed to perform decoupled PMSG control and improve the
performance of the complete WECS.

Decoupling at the PMSG is accomplished by applying con-
trol algorithms. Among these algorithms lies the theory of Field
oriented control (FOC), or strictly speaking, the vector control.
This command, which was founded in 1971 by Blaschke, consists
in decoupling the torque control from that of the flux while
directing the flux along an appropriate mark axis (El Ouanjli et al.,
2019). The FOC control is based on conventional controllers PI in
combination with compensation terms to decouple the current
into two axes direct and quadrature. The quadrature axis will be
used for torque setting and the direct axis will be used for flux
adjustment. But the disadvantages of this control lie essentially in
the sensitivity to machine parametric variations. This can cause
harmful errors and lead to degradation system performance.

To improve the FOC failure and replace conventional control
techniques, the nonlinear Backstepping control is presented in
this work and seeks to make a global stability of the studied
system. Indeed, this nonlinear control algorithm based on the
Lyapunov stability technique offers better results without using
the analytical models of generator and system. Certainly, this
control algorithm does not depend on the generator parameters
essential for the FOC control, and therefore does not require any
parametric identification for possible regulation.

This document has set an implement objective a real-time
nonlinear Backstepping control at a permanent magnet syn-
chronous generator, piloted by voltage inverters. It also aims to
control and to order the WECS through the dSPACE 1104 board
for different wind conditions. In order to properly situate this
work, the contribution made through this paper is focused on the
following points:

• Ensure optimal operation for the WECS based on PMSG
while applying nonlinear control.

• Ensure the benefits of FOC and overcome its disadvantages
in various simulation situations.

• Adopt a Backstepping control law based on Lyapunov’s sta-
bility theory to improve the system overall performance in
response to changes in external elements.

• Validate and prove the Backstepping control effectiveness
under different wind profiles using the real time dSPACE
1104 control board.

This article is structured in six sections: Section 1 is an intro-
duction. Section 2 provides a brief literature review of the recent
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Fig. 1. Global cumulative installed wind power capacity (in megawatts) (Global
Wind Energy Council (GWEC), 2017).

studies of adaptive controls applied to WECS. Section 3 describes
the wind energy conversion system modeling. Section 4 presents
the Backstepping command based on the Lyapunov stability tech-
nique with a control laws detailed analysis. Section 5 will be
reserved to the simulation results found and the experimental
validation and their interpretations will be presented in Section 6.
Finally a main conclusion of this work summarizes and proves the
Backstepping control validity.

2. Literature review

2.1. Recent studies on adaptive control in wind energy systems

To achieve robust controls of electrical machines that gen-
erally overcomes the conventional controls failures. Many re-
searchers are constantly developing new complex control al-
gorithms that take account of the difficulties associated with
machine model nonlinearities. Among these control algorithms
we cite: the Backstepping control, Sliding Mode Control (SMC),
Adaptive Second Order Sliding Mode Control (SOSMC). This brief
study presents publications of some control algorithms used in
the wind energy conversion system.

Benakcha et al. (2018) presented a comparison between two
controls of a wind energy conversion system based on Dual
Stator Induction Generator DSIG, one focuses on the classical PI
controllers and the other is based on a nonlinear Backstepping
control. The authors proved that the Backstepping control makes
the difference and the system improvement in transient mode is
at the rapidity or the overshoot.

The authors in Errami et al. (2015) put a comparison between
the PMSG sliding mode controls with classical PI controllers. Two
PMSG of 2 MW each form a wind farm the interest of this study.
The objective set through the document serves to maximize the
power extracted from the wind under different situations and
change of external elements. The results achieved clearly show
the improvement brought by the nonlinear control SMC in the
two static and dynamic modes of system.

Bossoufi et al. (2015) worked on the adaptive control Back-
stepping of DFIG to control a wind energy conversion system.
The use of the FPGA card is a solution provided for the practical
validation of a wind emulator based on a DFIG of 200 KW.
The robustness and reliability of the proposed nonlinear control
are proven according to the achieved results in presence of a
fluctuating wind profile.

Fantino et al. (2016) presented a work of PMSG speed mea-
surement without using mechanical sensors. It is indeed a Luen-
berger nonlinear observer and this from the electrical quantities.
The control laws employed prove the effectiveness of the non-
linear observer-based strategy for a speed estimate in order to
control the machine electromagnetic torque.

Rezaei (2018) proposed adaptive nonlinear Backstepping con-
trol to follow the maximum power point of a DFIG based wind
turbine. This command is implemented to eliminate the need
to use a wind speed sensor in the MPPT algorithm. The DFIG
Backstepping control put laws that do not require knowledge of
the machine parametric characteristics. The results found by sim-
ulation clearly show the control effectiveness against parametric
variations and wind speed changes.

Matraji et al. (2018) unveiled the effectiveness of a second-
order sliding mode control algorithm (SOSMC). A PMSG-based
wind emulator is being developed to test the action of com-
bining SOSMC with a Super Twisting (ST) algorithm for a wind
energy conversion system. The authors also proposed an Adaptive
Super Twisting (AST) algorithm to overcome clicking problems.
An experimental validation clearly shows the adapted control
efficiency.

Table 1 summarizes some appropriate technical for the non-
linear controls used for wind conversion systems.

According to this brief literature study, recent controls applied
in WECS are based mainly on induction generators and DFIG. The
great-power PMSG has just taken its place in future wind farm
projects. The interest through this paper is to apply and validate
the nonlinear Backstepping control for a high power PMSG using
the dSPACE board. The validation test and the results comparison
with other work will be presented along this article to prove the
effectiveness provided through this control for PMSG.

3. Wind energy conversion system modeling

The nonlinear Backstepping control development for the WECS
based on PMSG requires precise modeling of the machine. That is
why the synchronous generator analytical modeling is an essen-
tial step. In other words, the analytical model must be the closest
to the machine real model in order to have better results later.

The wind energy conversion system structure is represented
as shown in Fig. 2.

3.1. Wind Turbine modeling

The goal established by this part will be modeling the WECS
aerodynamic aspects. The modeling remains simple either at the
level of the wind profile or wind turbine models.

The wind kinetic energy conversion into mechanical energy
is ensured by a turbine. Moreover, the kinetic energy stored in
the air is proportional to the unit area perpendicular to the wind
speed direction.

Wind power (Pwind) is presented by Zhang et al. (2011):

Pwind =
1
2

· ρ · S · Vw3 (1)

Into account the blades aerodynamics, the power extracted by
a wind turbine only presents a part of the power available to the
wind. This extracted power can be written:

Pt = Cp (λ, β) ∗ Pwind =
1
2

· Cp (λ, β) · ρ · S · Vw3 (2)

Where Cp represents a report known as the Betz limit. The
power coefficient Cp makes it possible to express the efficiency
of the wing to extract mechanical energy from the wind kinetic
energy. This coefficient depends on the pitch angle (β) and the tip
speed ratio known as the TSR indicated by (λ) (Sun et al., 2003):⎧⎪⎨⎪⎩

1
λ′

=
1

λ + 0.08β
−

0.035
β3 + 1

Cp (λ, β) = c1(
c2
λ′

− c3β − c4)e
−c5
λ′ + c6λ

(3)
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Table 1
Adaptive control in renewable wind energy systems.
Techniques Researchers

Nonlinear observer Fantino et al. (2016); Shotorbani et al. (2019)
Backstepping control Rezaei (2018); Benakcha et al. (2018); Bossoufi et al. (2015); Kortabarria et al.

(2014); Nemmour et al. (2010); Bossoufi et al. (2014b); Bektache and
Boukhezzar (2018); Yang et al. (2016)

Sliding Mode Control (SMC) Domínguez-Navarro et al. (2019); Errami et al. (2015); Mérida et al. (2014);
Liu et al. (2018); Prasad et al. (2019); Djoudi et al. (2018); Zamzoum et al.
(2019)

Adaptive Second (High)-Order Sliding Mode
Control (SOSMC-HOSMC)

Matraji et al. (2018); Xiong et al. (2019); Benbouzid et al. (2014)

Fig. 2. General model of WECS.

Table 2
Aerodynamic constants of a considered wind turbine.
Parameters Coefficients

C1 0.5176
C2 116
C3 0.4
C4 5
C5 21
C6 0.0068

Where, β represents the blade pitch angle in degrees. The
parameters C1, C2, C3, C4, C5 and C6 are constants dependent on
the turbine geometry (see Table 2).

The reduced speed λ can be defined by the following relation:

λ =
R · Ωt

Vw

(4)

According to Eqs. (2) and (4) we can draw the turbine torque
formula. The torque is proportional to the square of the rotor
angular speed as shown by the following relation:

Ttur =
1
2

·
Cp (λ) · ρ · S · R3

λ3 · Ω2
t =

1
2

· ρ · π · R2
· Cp ·

V 3
w

Ωt
(5)

According to Eq. (3), the plot of power coefficient Cp is as shown
in Fig. 3. This plot is in function according to several values of λ

and β .
In ideal case, the power coefficient Cp reaches a maximum

value that will be within the range 59.26% according to Betz’s
limit.

3.2. PMSG modeling

The permanent magnet synchronous generator is the center of
the wind energy conversion plant for this study. The PMSG is
chosen because of its many advantages. The dynamic equations
governing the PMSG operation will be presented in a synchronous
rotating reference frame (d-q) as follows (Hong et al., 2013):

• Stator voltages:

⎧⎪⎨⎪⎩
Vsd = Rs · isd +

dΨd

dt
− ωr · Ψq

Vsq = Rs · isq +
dΨq

dt
+ ωr · Ψd

(6)

• Stator fluxes:
{

Ψd = Ld · isd + Φf

Ψq = Lq · isq
(7)

This allows writing:⎧⎪⎨⎪⎩
Vsd = Rs · isd + Ld

disd
dt

− ωr · Lq · isq

Vsq = Rs · isq + Lq
disq
dt

+ ωr · Ld · isd + ωr · Φf

(8)

The PMSG equivalent circuit in the rotating reference system
d-q is represented in Fig. 4.

The electromagnetic torque expression in the Park coordinate
system and the mechanical equation describe the system are
given by:⎧⎪⎨⎪⎩

Ttur − Tem = J ·
dΩ
dt

+ fc · Ω

Tem =
3
2

· p ·
[(
Ld − Lq

)
isd · isq + isq · Φf

] (9)



E.M. Youness, D. Aziz, E.G. Abdelaziz et al. / Energy Reports 5 (2019) 807–821 811

Fig. 3. Coefficient of performance Cp with TSR (λ) for several pitch angles (β).

Fig. 4. d-q model of PMSG in synchronous reference frame.

Moreover, the active and reactive powers expressions can be
calculated according to the following equations:⎧⎪⎨⎪⎩

Pgen =
3
2

[
Vsd · isd + Vsq · isq

]
Qgen =

3
2

[
Vsq · isd + Vsd · isq

] (10)

4. Backstepping control applied to WECS

4.1. Generator side converter control

4.1.1. Backstepping control strategy
The nonlinear systems control domain requires high-

performance algorithms to ensure a better level of stability and
performance. The Backstepping control is part of the algorithms
in this area. This technique, which was developed by Kanel-
lakopoulos in 1990, offers a systematic method for producing
controllers for nonlinear systems (Kanellakopoulos et al., 1991).
The Backstepping strategy charged to make a representation
using several subsystems order 1 that is cascaded to disassociate
the overall system. Each subsystem provides a virtual command
for the next subsystem to ensure the process convergence to its
equilibrium state. In this context, we find Lyapunov functions that
ensure the system overall stability.

4.1.2. Description model
The PMSG is modeled according to Eqs. (8) and (9), it can

clearly be seen that this model is strongly nonlinear because of
the coupling between electric currents and speed. The purpose is
to apply the Backstepping to control the machine-side converter
by reference voltages. For this, we will consider the stator cur-
rents and the mechanical speed as state variables and the stator
voltages as control variables.

The machine can be again represented as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

disd
dt

=
1
Ld

(
−Rs · isd + p · Ω · Lq · isq + Vsd

)
disq
dt

=
1
Lq

(
−Rs · isq − p · Ω · Ld · isd − p · Ω · Φf + Vsq

)
dΩ
dt

=
1
J

(Ttur − Tem − fc · Ω)

(11)

In order to obtain operation with maximum electromagnetic
torque, it is enough to force the direct stator current to zero.
Then we will choose the current reference isd−ref = 0. Regu-
lating the current isd to a reference value isd-ref equal to zero
allows guaranteeing the absence of d-axis stator current, implying
thus no reluctance torque. Doing so, only the q-axis reactance
is involved in producing the final voltage, i.e., there is no direct
magnetization or demagnetization of d-axis, only the field wind-
ing contributes to producing the flux along this direction. It also
guarantees a gain in the reference electromagnetic torque.⎧⎨⎩

Vsd = −p · Ω · Lq · isq
disq
dt

=
1
Lq

(
−Rs · isq − p · Ω · Φf + Vsq

) (12)

The electromagnetic torque becomes:

Tem_opt =
3
2

· p · isq · Φf (13)

The strategy subsequently applied decomposes down into two
consecutive stages. The first step provides the necessary instruc-
tions for the second step. The control vectors are chosen so that
[x] = [x1x2x3]T = [isdisqΩ]

T as state vectors and u=[V sd Vsq]T as
a control vector.

■ Step1: Backstepping speed controller
The tracking error of the state variable x3 can be defined by:

ξΩ = Ωref − Ω (14)
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This offers as speed error dynamics:

˙ξΩ =
dξΩ

dt
= Ω̇ref − Ω̇

= Ω̇ref −
1
J

[
Ttur −

3p
2

((
Ld − Lq

)
· isd · isq + isq · Φf

)
− fc · Ω

]
(15)

The first step guarantees a follow-up of the reference speed
and consequently makes it possible to annul the speed error.
Lyapunov’s function is used for this purpose.

V1 =
1
2

· ξ 2
Ω (16)

The Lyapunov function derivative is therefore:

V̇1 = ξΩ · ˙ξΩ

= −KΩξ 2
Ω +

ξΩ

J

(
−Ttur + fc · Ω + KΩ · J · ξΩ +

3
2

· p · isq · Φf

)
+

3
2J

· p ·
(
Ld − Lq

)
· isd · isq · ξΩ

(17)

We must choose negative V̇1 to ensure the first subsystem
stability. This results in the correct choice of the stator currents
values isd and isq.⎧⎨⎩ isd−ref = 0

isq−ref =
2

3 · p · Φf
(Ttur − fc · Ω − KΩ · J · ξΩ)

(18)

We will replace the equation elements (18) in Eq. (17) with
Ω̇ref = 0:

V̇1 = −KΩξ 2
Ω ≤ 0 (19)

The system described by Eq. (11) will be stable if one chooses
kΩ positive constant.

■ Step2: Backstepping current controller
The second step of this algorithm resides on the control volt-

ages calculation Vsd and Vsq which will be calculated based on the
system virtual inputs. The stator currents isd and isq which are
chosen as virtual inputs will have as errors:{

ξd = isd−ref − isd
ξq = isq−ref − isq

(20)

Based on Eqs. (18) and (20), the speed dynamic calculated in
(15) becomes:

˙ξΩ =
dξΩ

dt

=
1
J

[
−Ttur + fc · Ω +

3p
2

((
Ld − Lq

)
· isd · isq + isq · Φf

)]
=

1
J

[
−Ttur + fc · Ω +

3p
2

Φf ·
(
isq-ref

)
−

3p
2

·
(
Ld − Lq

)
· isq · ξd

]
=

1
J

[
−Ttur + fc · Ω +

3p
2

Φf ·

[
2

3 · p · Φf
(Ttur − fc · Ω

− KΩ · J · ξΩ)

]
−

3p
2

Φf · ξq −
3p
2

·
(
Ld − Lq

)
· isq · ξd

]
=

1
J

[
−KΩ · J · ξΩ −

3p
2

Φf · ξq −
3p
2

·
(
Ld − Lq

)
· isq · ξd

]
(21)

From Eqs. (11) and (20) the calculation of the currents errors
dynamics gives:{

ξ̇d = ˙isd−ref − ˙isd
ξ̇q = ˙isq−ref − ˙isq

(22)

ξ̇d = ˙isd−ref − ˙isd = 0 − ˙isd = −
disd
dt

=
1
Ld

(
Rs · isd − p · Ω · Lq · isq − Vsd

) (23)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ξ̇q = ˙isq−ref − ˙isq =
2

3·p·Φf

(
−fc · Ω̇ − KΩ · J · ˙ξΩ

)
+

1
Lq

(
Rs · isq + p · Ω · Ld · isd + p · Ω · Φf − Vsq

)
=

2
3 · p · Φf

(
−fc ·

1
J

(Ttur − Tem − fc · Ω) − KΩ · J ·
1
J

[
− Ttur

+ fc · Ω +
3p
2

((
Ld − Lq

)
· isd · isq + isq · Φf

)])
+

1
Lq

(
Rs · isq + p · Ω · Ld · isd + p · Ω · Φf − Vsq

)
=

2
3·p·J·Φf

(
−fc ·

(
Ttur −

3p
2

((
Ld − Lq

)
· isd · isq + isq · Φf

)
− fc · Ω

)
+ KΩ · J ·

[
Ttur − fc · Ω −

3p
2

((
Ld − Lq

)
· isd · isq

+ isq · Φf
) ])

+
1
Lq

(
Rs · isq + p · Ω · Ld · isd + p · Ω · Φf − Vsq

)
=

2
3·p·J·Φf

(
(KΩ · J − fc)

[
Ttur − fc · Ω

−
3p
2

((
Ld − Lq

)
· isd · isq + isq · Φf

)])
+

1
Lq

(
Rs · isq + p · Ω · Ld · isd + p · Ω · Φf − Vsq

)
(24)

As long as the system becomes somewhat complex and con-
tains three state variables, we are forced to choose a second
Lyapunov function which taken into consideration the errors of
the stator currents and rotation speed. The voltages Vsd and Vsq
will be the control voltages for the machine-side converter.

First defining the Lyapunov function:

V2 =
1
2

(
ξ 2
Ω + ξ 2

d + ξ 2
q

)
(25)

Using Eqs. (21), (23) and (24), the second Lyapunov function
derivative becomes:

V̇2 =
(
ξΩ

˙ξΩ + ξdξ̇d + ξqξ̇q
)

(26)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

V̇2 = −KΩξ 2
Ω − Kdξ

2
d − Kqξ

2
q

+
ξΩ

J

(
−

3p
2

· Φf · ξq −
3p
2

·
(
Ld − Lq

)
· isq · ξd

)
+

ξd

Ld

(
Rs · isd − p · Ω · Lq · isq − Vsd + Kd · Ld · ξd

)
+

ξq

Lq

[
2 · Lq

3 · p · J · Φf

(
(KΩ · J − fc)

[
Ttur − fc · Ω

−
3p
2

((
Ld − Lq

)
· isd · isq + isq · Φf

)])
+ Rs · isq

+ p · Ω · Ld · isd + p · Ω · Φf − Vsq + Kq · Lq · ξq

]
(27)

In order to ensure a system stability one must choose the
constants kd and kq of the positive constants. On the other hand,
the Lyapunov function derivative will be negative if we impose
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as reference voltages:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Vsd−ref = Rs · isd − p · Ω · Lq · isq + Kd · Ld · ξd

−
3p
2 · J

· Ld ·
(
Ld − Lq

)
· isq · ξΩ

Vsq−ref =
2 · Lq

3 · p · J · Φf

(
(KΩ · J − fc)

[
Ttur − fc · Ω

−
3p
2

((
Ld − Lq

)
· isd · isq + isq · Φf

)])
+ Rs · isq + p · Ω · Ld · isd + p · Ω · Φf + Kq · Lq · ξq

−
3p
2 · J

· LqΦf · ξΩ

(28)

4.2. Grid side converter control

In order to maintain the DC bus voltage constant and to ensure
an energy good transfer to the distribution grid, it is necessary to
control the GSC.

The grid voltages in the d-q referential can be represented as
follows:⎧⎪⎪⎨⎪⎪⎩

Vgd = Vid − Rg · igd − Lg ·
d
(
igd

)
dt

+ ωg ·
(
Lg · igq

)
Vgq = Viq − Rg · igq − Lg ·

d
(
igq

)
dt

− ωg ·
(
Lg · igd

) (29)

With, Rg and Lg represent the resistance and the inductance of
the filter connected in series.

In other word, the currents dynamics transited to the grid can
be defined as shows the equations hereafter:⎧⎪⎪⎪⎨⎪⎪⎪⎩

d
(
igd

)
dt

=
Vid

Lg
−

Rg

Lg
· igd + ωg · igq −

Vgd

Lg
d
(
igq

)
dt

=
Viq

Lg
−

Rg

Lg
· igq − ωg · igd −

Vgq

Lg

(30)

The module of the grid voltage and current will be defined by
the formulas:⏐⏐Vg

⏐⏐ =

√(
Vgd

)2
+

(
Vgq

)2 (31)⏐⏐ig ⏐⏐ =

√(
igd

)2
+

(
igq

)2 (32)

With Rg , Lg represent respectively the resistance and the re-
actance of the intermediate filter. igd and igq are the direct and
quadrature current transited to the grid. ωg : The grid angular
pulsation. Vid and Viq the grid side converter voltage components.

The powers components formulas in the rotating referential
d-q are given by:

Pg =
3
2

(
Vgd · igd + Vgq · igq

)
(33)

Qg =
3
2

(
Vgq · igd − Vgd · igq

)
(34)

In order to keep control of the appropriate powers one im-
poses Vgq = 0 and Vgd =

⏐⏐Vg
⏐⏐. This gives afterwards:

Pg =
3
2

(
Vgd · igd

)
=

3
2

(⏐⏐Vg
⏐⏐ · igd

)
(35)

Qg =
3
2

(
−Vgd · igq

)
= −

3
2

(⏐⏐Vg
⏐⏐ · igq

)
(36)

Noting that power control depends mainly on direct and
quadrature grid currents. The Backstepping control design by
following the above steps.

The first step is to define the currents errors:{
ξgd = igd−ref − igd
ξgq = igq−ref − igq

(37)

The errors dynamics gives:{
˙ξgd = − ˙igd
˙ξgq = − ˙igq

(38)

Calling the Lyapunov function for current errors:

V3 =
1
2

(
ξ 2
gd + ξ 2

gq

)
(39)

After the calculation based on Eqs. (30) and (38) we find the
Lyapunov function dynamics as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

V̇3 = −Kgdξ
2
gd − Kgqξ

2
gq

+ ξgd

(
Vid

Lg
−

Rg

Lg
· igd + ωg · igq −

Vgd

Lg
+ Kgd · ξgd

)
+ ξgd

(
Viq

Lg
−

Rg

Lg
· igq − ωg · igd −

Vgq

Lg
+ Kgq · ξgq

) (40)

To ensure system stability, gains Kgd and Kgq will have positive
constants. Moreover, the Lyapunov function derivative has to be
negative. Consequently, the reference voltages values will be:{
Vid−ref = Rg · igd − Lg · ωg · igq − Lg · Kgd · ξgd + Vgd
Viq−ref = Rg · igq + Lg · ωg · igd − Lg · Kgq · ξgq + Vgq

(41)

The reference values choice of the direct and quadrature cur-
rents will be made from Eqs. (35) and (36). The reference quadra-
ture current value will then be:

igq−ref = −
Qg−ref

1.5 ∗ Vg
(42)

Operation with a unit power factor forces us to put Qg−ref = 0.
Which implies that the reference value igq−ref = 0. However,
the reference current calculation igd−ref is obtained through the
reference bus voltage VDC−ref .

Assuming that the losses in the GSC are neglected we get a
power transfer as shown by the following equation:

Pg =
3
2

(
Vgd · igd

)
= VDC · iDC (43)

This allows writing:

igd−ref =
Pg−ref

1.5 ∗ Vgd
(44)

The nonlinear Backstepping control block diagram is shown in
Fig. 5.

5. Results and discussion

In order to test the Backstepping control robustness, we chose
the MATLAB–Simulink environment for simulation and the dSPACE
1104 control board for experimental validation. The ruggedness
test of control will be done using a wind profile formed as
bearings. The follow-up references and energy efficiency will
be made using a fluctuating wind profile. The system and ma-
chine parameters are shown in Table 5. Moreover, the sampling
frequency chosen is 10 kHz.
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Fig. 5. Backstepping control for WECS.

Fig. 6. Ideal wind profile.

Fig. 7. Mechanical speed.

5.1. Setpoints tracking test simulation

The first test is used to prove the robustness of the Backstep-
ping control on the WECS. It is obvious that the wind profile used
for this test does not reflect the real condition; however, this
wind profile attests the control chosen performance with respect
to the sudden changes of the instructions.

A good functioning of the complete system we must choose
the reference direct current isd−ref = 0, which offers maxi-
mum electromagnetic torque of the machine with a lesser stator
current.

Figs. 6 and 7 respectively represent the results obtained by
simulation of the wind profile and the machine angular speed.

Fig. 8. Stator current isd − isq .

The first observation lies in the pace of speed that follows
the wind profile evolution in an appropriate manner. Power and
currents graphs have the same form as the mechanical speed. The
applied Backstepping control offers better performances either at
the level of speed or at the level of waves provided quality, it is
clearly seen through the currents figures illustrated in Figs. 8 and
9.

The active power form will have the same profile as that of
the currents produced by the generator. On the other term, the
electrical power tracking with the reference mechanical power is
well respected as shown in Fig. 10.

Fig. 11 shows the reactive power evolution with that of its zero
reference.

5.2. Simulation of fluctuating wind speed

In order to validate the Backstepping control, a second test
with a variable wind profile is implemented. The following figure
summarizes the different measurements made previously with
the tracking test.

Based on those results, the applied nonlinear control provides
good tracking of the setpoints for both the active and reactive
power according to Figs. 12(c) and 12(d). The currents generated
quality can be observed in both Figs. 12(e) and 12(f).
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Fig. 9. Injected current iabc .

Fig. 10. Generator and mechanical power.

Fig. 11. Reactive power generated.

5.3. Discussion of results

In order to examine the nonlinear Backstepping control per-
formance two tests are applied. The first test enabled us to show
and demonstrate the robustness facing the sudden changes in
setpoints, while the second test confirms the good follow-up of
the variable setpoints.

Operation with zero reactive power provides a regime with
a unit power factor. However, negative active power means that
the machine is operating in generator mode.

Fig. 10 shows the active power pace with an ideal wind profile.
The first observation tired is the speed. A response time in the
order to 8 ms is observed in the two graphs Zoom1 and Zoom2
of Fig. 10. The second observation is the overshoot illustrated in
Zoom1 of Fig. 10; a rate of 3% for overshoot certifies that even
with a significant electrical power the excess rate remains con-
siderably low. The active power follows the turbine mechanical
power variation in a perfect manner according to the graphs of
Figs. 10 and 12(c). Moreover, the mechanical power varies accord-
ing to the wind variation. The power low ripple rate is obtained
through the waves quality of the currents generated even if for
an important power machine. The power performance is around

unity. For example, the calculated average mechanical power in
the order to (−7.4797e+005 W) and the average electrical power
value is around (−7.4796e + 005 W) in the first test, i.e. energy
rate of 99.99%. In the second test, the average mechanical value
calculated in a period of 50 s is (−4.9675e+ 005 W), in addition
the average Pgen equal to (−4.9672e+ 005 W), which means an
energy rate also of 99.99%. In other words, the power error in the
first test is 10 W while the error for second test is 30 W. The
major finding drawn from these results lies in the good quality
of the energy produced by the nonlinear Backstepping control in
terms of reliability and energy efficiency.

The reactive power value is kept considerably lower than that
of the active power. An average value of 10000 var of the reactive
power in the two tests compared with active powers in the order
to 400 KW in the second test and can exceed 1 MW in the first
test offers optimal operation with a power factor close to one.
Effectively, the reactive power in the first test represents only
2.5% compared to the active power value. In the second test, this
percentage of Qgen has only 1% of the active power which can
exceed 1 MW. In either case, the Backstepping control can keep
the reactive power value less than 5% of the total power, which
consequently offers a better power factor.

The angular speed shape follows perfectly the set wind profile.
The low value of the speed is due to the reason that the machine
has a large number of poles. In both tests and regardless of the
instructions, the strategy proposed by the Backstepping control
offers better tracking and speed performance.

The goal of any control is to provide an electrical currents
better quality. This is well seen in graphs 8, 9 and 12(e–f) through
nonlinear control. The results obtained from these paces show
that the direct stator currents isd and quadrature isq perfectly
follow the predetermined values. The direct current has a value
of zero which offers a maximum electromagnetic torque with a
stator current minimum. The quadrature current pace is inversely
proportional to the active power supplied. From Fig. 8 it can be
observed that the current isq graph follows fairly rapidly the active
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Fig. 12. Fluctuating wind speed figures: (a) Wind profile, (b) Mechanical speed, (c) Active power, (d) Reactive power, (e) Direct and quadrature current, (f) Stator
current.

Fig. 13. Real time implementation system.
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Fig. 14. dSPACE connection scheme with WECS.

power evolution. A 8 ms response time is enough to catch the
pursuit.

Fig. 9 illustrates the injected currents pace. The three-phase
currents waveform is nearly sinusoidal, reflecting the good qual-
ity of electrical energy supplied to the grid. Still in the same Fig. 9
and in the Zoom1 graph, a three-phase waves portion was taken
at t = 5.66 s. It can be seen that the period of 20 ms which
results in a frequency of 50 Hz is well respected. Moreover, a
sudden change in power at t = 8.55 s leads to such a variation in
the injected currents as shown in the Zoom2 graph of Fig. 9. The
second observation that can be made is the wave’s stability after
a very fast catch-up time.

The same remarks are made for the generated currents waves
illustrated in Figs. 12(e) and 12(f). The direct stator current for
a random wind profile test is always maintained at the null
reference (isd−ref = 0A), while the quadrature current is inversely
proportional with the active power pace. The three-phase cur-
rents shape shown in Fig. 12(e) shows the good quality of the
waves even under variable wind conditions. A preview captured
at t = 20 s clearly shows the quality of energy produced that
meets applicable standards. A period of 20 ms and implicitly an
adjusted frequency of 50 Hz are respected.

Table 3 summarizes few figures revealed for this simulation
in order to validate and prove the performances ensured by the
chosen control.

6. Experimental validation

In order to validate the nonlinear Backstepping control perfor-
mance, a practical solution is being implemented. The control is
based on the DS1104 R&D Controller Board developed by dSPACE.
This map is enclosed in a computer that ensures the informa-
tion transfer between the Software and the hardware part. The
hardware part of the control board provides both application

management and generates PWM control signals in TTL logic
0/5V. Inverters need driver cards to drive IGBTs through slave
DSPs TMS320F240 (Anon., 2018). The Software part consists of
a Matlab/Simulink modeling tool that allows to program in real
time the application concerned via specific blocks housed in the
library ‘‘toolbox Real Time Interface (RTI)’’. In addition, the RTI
can configure graphically the inputs/outputs.

Moreover, second software ‘‘ControlDesk’’ ensures the load-
ing of the source program compiled and transformed into C
code on the DS1104 R&D card. A second alternative of the Con-
trolDesk software lies in the graphical interfaces creation for
real-time controls and the recording of programs under files
understandable by Matlab/Simulink or the evolution monitoring
of the measured and calculated data in real time as illustrated in
Fig. 13.

Prototyping GUIs essentially involves the following steps:

1. Using the Simulink modeling tool to build the control sys-
tem.

2. The system simulation to generate the different control
results.

3. Downloading the program in C code in dSPACE using the
Real-Time Workshop (RTW) tool.

4. Real-time execution of the overall model while using the
DS1104 R&D card.

The DS1104 R&D Controller Board is equipped the MPC8240
main Processor and the clock frequency of 250 MHz.

The connection of the dSPACE board with the WECS based on
the Permanent Magnet Synchronous Generator is shown schemat-
ically in Fig. 14. As part of the Backstepping control experimental
validation, tests were done using the dSPACE card and the Real-
Time Workshop tool. Figs. 15 and 16 summarize the different
results found for two tests. The first test is used to show the
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Fig. 15. Wind speed step figures: (a) Wind profile, (b) Mechanical speed, (c) Active power, (d) Reactive power, (e) direct and quadrature current, (f) stator current.

Table 3
The key features of the Backstepping control applied to WECS.
Measures Ideal wind profile Fluctuating wind profile

Power factor 0.999 0.999
Average mechanical powerPmec (W) −7.4797e+005 −4.9675e+005
Average generator powerPgen (W) −7.4796e+005 −4.9672e+005
Power efficiency(Pgen/Pmec) en % 99.99 99.99
Error power (W) 10 30
Power error rate in % 0.0013 0.0060
Response time (Pgen) in (ms) 8 –
Overshot (Pgen) in % 3 –

system robustness against a wind level profile, while the sec-
ond proves the tracking efficiency and regulation following a
fluctuating wind profile.

Figs. 15(c) and 16(c) clearly show the active power tracking
with its mechanical reference. The finding is based on the gen-
erator power quality with a low ripple rate. The speed pursuit is
clearly displayed in the power figures, not forgetting to mention

the low overshoot in the abrupt change in reference power as
shown in Fig. 15(c) successively at t = 3.68 s, t = 6.6 s , t = 8.6 s
and at t = 10.6 s for example. Figs. 15(d) and 16(d) illustrate the
reactive power forms with its reference Q ∗

gen = 0 var. It is clearly
remarkable that the reactive powers values in the two tests are
reasonably low in comparison with the total power generated. A
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Fig. 16. Fluctuating wind speed figures: (a) Wind profile, (b) Mechanical speed, (c) Active power, (d) Reactive power, (e) direct and quadrature current, (f) stator
current.

value that does not exceed 10 Kvar offers a power factor close to
unity.

The mechanical angular speed curves follow perfectly the
tracks traced for the wind profiles in the tests. Figs. 15(a) and
16(a) illustrate the wind profiles. Figs. 15(b) and 16(b) show the
mechanical rotational speed tracking of the profiles plotted for
the wind. It should be noted that the nonlinear Backstepping
control offers better results both for the angular speed pursuit
and for the powers generated.

The three-phase currents behavior in the various tests is illus-
trated in Figs. 15(f) and 16(f); similarly, the direct and quadrature
stator currents are illustrated in Figs. 15(e) and 16(e). The wave
forms as well as the pursuit rapid response are revealed according
to the tests curves. It can be observed that the results obtained by
experimentation are similar to those found in the simulation part
either at the speed level or at the electric currents wave quality.

The nonlinear Backstepping control provides excellent results
in this study. The reduced response time, the pursuit of the
reference values and the regulation are the robustness terms

which generally prove the efficiency obtained thanks to this
control algorithm. Moreover, the practical results obtained make
it possible to put a validation of the Backstepping control at the
level of the WECS monitoring.

In order to validate the Backstepping control a table is put to
compare the results found with some recently published works.

Table 4 is used to compare some results that generally attest
to the proposed order quality. It should be mentioned that they
do not refer to the same conditions since it is very difficult to
find several works done under the same conditions. The work
discussed in this article is based on the Backstepping control of
a PMSG. The results achieved certify the high performance in the
face of changes in the external elements and in the fixed setpoints
pursuit. The proposed solution has a faster response and a better
power factor than that obtained with the (FOPI) and (FFOPI + I)
control of a PMSG in Beddar et al. (2016). Another comparison
with an Asynchronous machine of (5.5 KW) in Abdelli et al. (2013)
shows the quality proven by the proposed control in terms of
power factor and energy efficiency.
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Table 4
Performance comparison.
Publication paper Technic methods Generator Overshot (%) Efficiency (%) Power factor Performance

Abdelli et al. (2013) FOC method
Field oriented control (FOC)

IG
(5.5 KW)

– 92.07 0.9997 Moderate-high

Abdelli et al. (2013) Classical DTC method
direct torque control (DTC)

IG
(5.5 KW)

– 92.13 0.9711 Low

Abdelli et al. (2013) MHDTC method
Modulated hysteresis direct
torque control (MHDTC)

IG
(5.5 KW)

– 92.82 0.9993 Low

Beddar et al. (2016) Fuzzy Order PI
(FOPI)

PMSG 12 – 0.974 Moderate-high

Beddar et al. (2016) Fuzzy Fractional Order PI+I
(FFOPI+I)

PMSG 4 – 0.994 Moderate-high

Proposal technique Backstepping method PMSG
(1.5 MW)

3 99.99 0.999 High

Table 5
The PMSG and wind turbine parameters.
Generator Wind turbine

Parameters Symbol Values Parameters Symbol Values

Power Generator Pn 1.5 MW Radius of the turbine blade R 40 m
pole number P 35 Turbine and generator moment J 1000 N·m
Stator Resistance Rs 6.25e−3 � Specific density of air ρ 1.22 kg/m3
d axis inductance Ld 4.229e−3 H Tip-speed ratio λopt 8

q axis inductance Lq 4.229e−3 H
Optimal power coefficient Cpmax 0.44Generator flux ∅f 11.1464 Wb

Coefficient of friction fc 0 N·m·s/rad

7. Conclusion

This paper deals with a nonlinear Backstepping control ap-
plied to a variable speed wind energy conversion system based
on PMSG. We first put the nonlinear control concept based on
the Lyapunov stability technique in order to operate the WECS
in best performance. Admittedly, the speed, the regulation and
the follow-up of the setpoints are ensured by this control al-
gorithm. PMSG modeling, WECS and Backstepping control the-
ory are developed in this paper. A simulation using the Mat-
lab/Simulink tool and the control implementation in the DS1104
R&D Controller Board for experimental validation are presented
and discussed. The important conclusions of this study are:

• The nonlinear Backstepping control provides better perfor-
mance in different wind profile situations.

• Robustness against variations in the wind profile is well
assured through this control algorithm.

• The speed and the pursuit of the different sizes are ensured
with better performances.

• The high energy efficiency and the power factor around the
unit attest to the proposed control efficiency

• The simulation results show that the Backstepping control
strategy provides better static and dynamic performance of
a wind energy conversion system.

• We can affirm and validate the nonlinear Backstepping con-
trol effectiveness based on the experimental results that
remain reliable and similar to those found in the simulation.

The future work will address the study of the dynamic perfor-
mance of a PMSG-based wind energy conversion system for a load
changing.

Abbreviations

AST Adaptive Super Twisting
CPU Central Processing Unit
DFIG Doubly-Fed Electric Machine
DSIG Dual Stator Induction Generator
DSP Digital signal processor
DTC Direct Torque Control
FOC Field Oriented Control
FOPI Fuzzy Order PI
FPGA Field-Programmable Gate Array
GSC Grid Side Converter
MHDTC Modulated Hysteresis Direct Torque Control
MPPT Maximum Power Point Tracking
MSC Machine Side Converter
PI Proportional Integral
PMSG Permanent Magnet Synchronous Generator
PWM Pulse Width Modulation
RTI Real-Time Interface
RTW Real-Time Workshop
SMC Sliding Mode Control
SOSMC Second Order Sliding Mode Control
ST Super Twisting
TSR Tip Speed Ratio
TTL Transistor-Transistor Logic
WECS Wind Energy Conversion System
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