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Abstract: Despite the importance attributed to intergenerational educational mobility in the
process of development, there remains little consensus on how mobility should be measured. We
present analytical and empirical evidence regarding the sensitivity of alternative estimators to
different forms of measurement error and data transformations. To do so, we develop a flexible
simulation model, allowing us to quantify the bias associated with different empirical choices. Our
evidence suggests that use of an upwards mobility estimator, complemented by an out-
performance metric, based on a reference distribution transformation is comparatively most
robust. Applying these recommendations to the case of Mozambique, using complete census
records from 1997, 2007, and 2017, we find a high degree of provincial heterogeneity, with a
marked north-south gradient in mobility. Moreover, we identify a clear slowdown in educational
mobility between 2007 and 2017, especially in the northern region, suggesting the education system
is not delivering consistent gains to children across the country.
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1 Introduction

Intergenerational educational mobility (IGM) refers to the relationship between child and parental
educational outcomes. In large part, the concern for mobility reflects the critical role accorded to
education as a means to enhance social opportunities and advance society more generally. As Horace
Mann put it long ago:

Education, then, beyond all other devices of human origin, is the great equalizer of the
conditions of men — the balance-wheel of the social machinery. ... It does better than to
disarm the poor of their hostility towards the rich: it prevents being poor (Mann 1868: 669).

Evidence suggests that countries with higher IGM are usually countries with lower levels of income
inequality (Andrews and Leigh 2009; Glewwe 2012). Because education also is an important determinant
of health and wealth, among other things, greater IGM can drive improvements in overall living standards
through time, while lower mobility can be understood as a deprivation of opportunities for those with less
favourable family backgrounds.

The first generation of empirical research on IGM focused primarily on the slope of the linear relationship
between child and parental outcomes, capturing the extent to which educational outcomes are ‘inherited’
(Becker and Tomes 1979, 1986; Solon 1992; Hertz et al. 2007; S. E. Black and Devereux 2011). While
this linear relation is important, upward shifts in average levels of education (for all children), without
changes in heritability, may also be of interest. This may be especially pertinent in low-income contexts
that have embarked on large-scale reforms to enhance access to schooling (e.g., via abolition of user fees;
see Fox et al. 2012; Glewwe and Muralidharan 2016). Such gains in (absolute) attainment may be missed
where mobility is defined exclusively in terms of heritability. Reflecting on this insight, various recent
contributions widen the scope of analysis, using alternative metrics of mobility, including the degree of
(absolute or relative) upward mobility (e.g., Chetty et al. 2014; Asher et al. 2020).

In addition to debates regarding the relevant dimensions of intergenerational educational mobility and its
corresponding metrics, there are long-standing concerns that such estimators may be badly biased (Emran
et al. 2018; Emran and Shilpi 2019). Parent and child educational outcomes are typically only observed in
co-resident samples, and various forms of measurement error may be common when administrative data
are not used—e.g., individuals may exaggerate their attainment or enumerators can miscode educational
categories (Bertrand and Mullainathan 2001; D. Black et al. 2003). Data transformations, such as use
of rank percentiles, constitute one means to address measurement errors and facilitate comparison of
metrics over space and time. However, the sensitivity of different estimators both to alternative data
transformations and different sources of measurement error is not well understood, meaning empirical
researchers face what may seem to be a bewildering range of choices (e.g., Emran and Shilpi 2019).

This bewilderment represents our point of departure. Our primary contribution is to develop a highly
flexible simulation framework to investigate the magnitude of bias associated with different measurement
choices. Specifically, we explore the combination of three mobility estimators (the heritability coefficient,
out-performance, and upwards mobility) and three data transformations (raw data in levels, a reference
distribution transformation, and rank-rank percentiles). Allowing for classical and multiplicative mea-
surement errors, as well as bias from missing observations and incomplete schooling, we run simulations
comparing ‘true’ and ‘observed’ mobility estimates. Based on this evidence we draw a set of five
practical implications, recommending use of the upwards mobility estimator with a reference distribution
transformation as a reliable basis for analysis of IGM. Finally, we apply these lessons to three waves of
census data from Mozambique, revealing low levels of mobility on average as well as a very strong (and
worsening) north-south gradient to educational progress.



2 Measures of mobility

The canonical approach to analysing intergenerational mobility, whether defined in terms of income or
education, has focused on the slope of the relationship between parent and child outcomes. For example,
consider the linear conditional expectation:

E(c; | pi) =« +Bp; (1)

where ¢* is the final educational achievement of child i, and p* is that of their parent.! Thus, parameter
B—or some standardized version thereof, such as the pairwise correlation coefficient—indicates the
degree to which education is inherited across generations. Lower values of 3 imply less heritability and,
thus, greater scope for intergenerational mobility on average (Solon 1992; Hertz et al. 2007; S. E. Black
and Devereux 2011; Emran et al. 2018).

Understanding mobility in terms of the degree of heritability in outcomes is intuitive and simple. Nonethe-
less, as noted by Asher et al. (2020) among others, a unique focus on the slope of the relationship
between parents and their offspring is likely to provide at best an insufficient and at worst a misleading
characterization of the extent to which the attainment of children (of low-outcome parents) exceeds that
of their parents. For instance, if lower heritability of outcomes is achieved at the cost of poorer overall
(absolute) outcomes, either on average or for some previously disadvantaged group, it is not self-evident
this would represent a genuine improvement in intergenerational mobility.

To see this, consider the stylized sets of relations depicted in Figure 1, where the solid line indicates
the benchmark case of zero mobility (perfect heritability), given in equation (1) by &« = 0,8 = 1. The
other two cases both halve the degree of heritability (8 = 0.5). However, in the ‘downward’ case there
is no shift in the intercept, meaning offspring outcomes are never better than their parent’s. In contrast,
under the ‘upward’ case, the intercept shifts upward (a = 4.5), meaning children born to parents with
less than around nine years of education—i.e. observations to the left of the intersection with the line of
equality—are expected to outperform their parents, which is plausibly consistent with substantial upward
mobility, defined as the difference in outcomes between offspring and parents. However, because of
upper limits on the number of years of education that can be attained (here 18), it must be the case that
for most values of «, some degree of downward mobility must be observed among the offspring of the
highest-achieving parents (for 8 > 1).

! For simplicity, we abstract here from possible differences in education between mothers and fathers.
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Figure 1: Stylized expectation functions of offspring education conditional on parental education
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Source: authors’ elaboration.

In this light, a unique focus on the slope parameter would seem to provide inadequate descriptive insights
into the relation between offspring and parental outcomes. The immediate alternative is to define mobility
with respect to the full linear conditional expectation function. For instance, from equation (1), we see
that for any fixed level of parental education p*, the expression: A,- = o+ (8 — 1) p* gives the expected
(absolute) difference between offspring and parental outcomes at that point in the parental distribution.?
Or, o/(1 — B) indicates the point of intersection with the line of equality and, thus, the highest level of
parental education below which offspring outcomes are expected to exceed those of their parents, on
average. So, consideration of both 8 and « (as in A ) may provide a more complete picture of overall
mobility—capturing the degree of both heritability and out-performance, which refer to relative and
absolute aspects of intergenerational mobility, respectively.

There are two main disadvantages of the above measures. First, they impose a linear relationship that
may hide important heterogeneity at the bottom (or top) of the distribution of parental education. Indeed,
conventional ordinary least squares (OLS) estimates of equation (1) generally do not correspond to any
meaningful weighted average of what may be heterogeneous subgroup parameters (Gibbons et al. 2019).
To avoid this, scholars have also used non-parametric estimators, such as the share of children who
achieve higher education than their parents, which is just the empirical probability of absolute upward
mobility (e.g., Card et al. 2018).

The second disadvantage is that mobility estimates calculated from raw outcome levels will be sensitive to
monotonic transformations, such as level shifts in either parental or child education or (order-preserving)
changes in the shape of their distributions (e.g., more dispersion), in turn making them unsuited for
making consistent subgroup comparisons. Thus, rank-transformed metrics of mobility are often preferred
(e.g., Landersg and Heckman 2016; Eriksen and Munk 2020; Karlson and Landersg 2021)—i.e. we
re-express equation (1) in rank-rank terms:

E(¢;" [ pi") =o' +B'pi" ()

2 In keeping with Chetty et al. (2014), setting p* at a specified percentile, such as the median or below, constitutes a natural
reference point. See further below.



where r superscripts refer to rank-transformed variables or the corresponding parameters of the conditional
linear expectation function. So, 8" gives the rank correlation, capturing relative rank mobility; rank
out-performance is given by the expected percentile rank of the child (in her distribution of outcomes)
calculated at the 25th percentile of the parent outcome distribution, A7, - = " +.25(8" — 1); and a non-
linear alternative is the share of children with a higher percentile rank than their parents, conditional on

their parents being located in the first two quartiles of the parental distribution.

Despite these attractive properties, it is worth noting that the properties of a rank-rank specification mean
that any difference in ranks between offspring and parents will be reflected in a heritability coefficient
below unity (8" < 1), regardless of differences in absolute outcomes. This has substantive implications.
Consider the following thought experiment: if the offspring of all parents holding less than a full primary
school education accumulate no schooling (e.g., because of some exogenous shock), then the rank position
of these individuals will tend to be higher than that of their parents simply because of the concentration
of mass at zero years of schooling; even if all other offspring accumulate the same education as their
parents, their rank positions will be mechanically lower, implying the overall rank correlation is below
unity.> That is, there is nothing to prohibit a child from attaining a higher (lower) rank than their parent
but a lower (higher) outcome level. Indeed, the insensitivity of the rank transformation to differences in
(average) levels is reinforced from the OLS definition: o =0.5(1—p") = A7 =0.25(1—-p") > 0.4
So, counterintuitively, any deviation from perfect heritability guarantees the rank out-performance will be
in the positive domain.

The above demonstrates that rank-rank type mobility measures, as recommended by Chetty et al. (2014),
depend exclusively on the rank-rank correlation coefficient (i.e. only 8" matters). To avoid this, a potential
middle ground is to rank all outcomes according to some fixed (meaningful) reference distribution,
such as that of the older generation.” This represents a form of reference distribution normalization
and has the advantage of straightforward interpretation and easy use, especially because the moments
of the parental ranks—when used as the reference—will follow those of a uniform distribution. For
instance, under this latter transformation, denoted with d superscripts, we have: al = E(c*d) — O.Sﬁd —
Af]% =E(c*?) —0.25(1+ %), which shows the average percentile rank of children within the distribution
of parental outcomes contributes to the out-performance metric. And, more generally, the empirical
distribution of the offspring relative ranks will clearly indicate the extent and location of deviations from
the reference ranking (we return to this below).

3 Bias characterization

Thus far, we have established that different empirical measures employed in the literature capture distinct
attributes of the relationship between offspring and parental outcome distributions and, in so doing,
effectively respond to quite different dimensions of mobility (see also Emran et al. 2018; Emran and
Shilpi 2019). Table B1 summarizes the various metrics of IGM, distinguishing between those based on
different transformations and those that concern relative versus absolute dimensions. Aside from the
theoretical properties of these different measures, however, a related concern refers to the extent to which
these may be biased in typical empirical applications. With the exception of a few high-income countries
(Bjorklund, Lindahl, and Plug 2006; Bjorklund and Jantti 2009; Landersg and Heckman 2016; Karlson

3 The same result will hold for any arbitrary years of schooling below primary that all such children accumulate.

4 This comes from the fact that, under the rank transformation, the expected value of both child and parental outcomes will be
0.5.

3 For related applications, see the method of ‘relative distribution’ analysis (Morris, Bernhardt, and Handcock 1994; Handcock
and Morris 1998).



and Landersg 2021), detailed records linking the outcomes of adult children to their parents are scant,
meaning co-resident samples—such as population and housing census data—are most often used for the
analysis of intergenerational educational mobility.

Within the context of this kind of co-resident data, at least three generic challenges arise. First, children
living with their parents may not yet have completed all their education, in which case their current
reported level of completed schooling will be biased downward.® Second, linked parent-child outcomes
are only measured for children residing with their parents, implying a missing data problem, and there is
no a priori reason to assume that the decision to leave the household is random. Third, both parent and
child outcomes may be measured with error, particularly where interval-type scales are used to record
completed education (e.g., primary, secondary).

To capture the implications of these challenges, an analytical characterization of the expected bias in our
mobility measures is helpful. To do so, we extend the generalized errors-in-variables approach suggested
by Nybom and Stuhler (2017), which applies to a wide range of data transformations, taking account the
additional complexities associated with education data. Concretely, consider the following setup:

cij=aj+Bipi +ei (3a)
p=Y 7b; (3b)
J
cij = co+ (1 +2Ac)c;; —dmi +v; (3c)
pi=po+(14+2,)p; +ui (3d)

where j € {0, 1} indexes co-residency status (or other relevant subgroups), such that the aggregate slope
coefficient () in equation (3b) is a weighted average of the sub-group-specific slopes, but where the
weights () do not necessarily coincide with their respective sample proportions.” Equations (3c) and
(3d) represent linear projections of the observed outcomes on the unobserved (true) variables, which
we assume are only available for the co-resident subgroup. Here, m* > O represents the magnitude of
‘missing’ years of education where the child has not yet completed her schooling (recall, ¢* is the final
level of education accumulated), which is plausibly a function of the child’s current age and other factors
that influence the probability of enrolment—hereafter, we refer to this as the age effect. In turn, v;, u; are
mean-zero white noise terms, E(v;) = 0 = E(v;). And while, by definition, they are uncorrelated with
all true variables, we permit their mutual correlation to be non-zero: E(v;u;) # 0.8 Finally, co, po are
intercept terms, which generally are expected to be non-zero under any of the rank transformations, and
&;; is pure white noise, reflecting the notion that equation (3a) is a linear projection.

The above structure is shown for data expressed in levels. It also applies naturally to the two-rank
transforms; however, when moving from one transform to another (with the same data), the error
parameters will not be identical. For example, under the level’s specification we expect § = 1, while
for the rank transform, § < 1 captures the mapping of the missing years onto the ranks of the observed
outcome. Similarly, the properties of the rank-rank transform imply we expect A, always to be less than
or equal to zero, regardless of the corresponding parameter magnitude under a level’s specification (see
Nybom and Stuhler 2017), but this does not automatically hold for 2., unless 6 = 0.

6 This problem is similar to the life cycle difficulties facing measures of intergenerational income mobility.

7 In general, these weights will reflect both sample frequencies and the relative magnitude of the variance of the explanatory
variable in the subsample to that in the full sample. So, here, subgroups with relatively greater variance in parental education
will attract a higher weight relative to their sample frequency.

8 One rationale for allowing some mutual correlation is that, in many surveys, a single person reports on behalf of the entire
household. Thus, if the individual misunderstands or has a specific propensity to bias, then this may reveal itself as correlated
additive measurement error.



Using the above system, and assuming j € {0, 1}, note that the overall bias of the slope coefficient will
be as follows:

Br—B=(1—m)(B1—Bo)+m(Br1—p1) )

which is a weighted combination of bias driven by missing data (the first term on the RHS) and the bias of
the estimator for the observed subgroup (j = 1, in the second term). Thus, the larger the effective weight
associated with the observed subgroup, the smaller the overall contribution of bias from the missing
observations (sample truncation). Further elaboration indicates the technical sources of bias from least
squares estimates of the observed linear relationship between child and parent outcomes. To see this,
insert the true relationship from equation (3a) into equation (3c), then substitute for the true parental
outcome using equation (3d), yielding:

ci=co+(1+2) <a+ﬁ <p"_‘“"_p°>+s;*>—am;*+u,~ )
141,

Using this, we obtain an expression for the least squares estimate of the relationship of interest for the
observed (co-resident) subgroup:

N 1+2 i D i, Di
B =B ( + c) <1 . V%ll‘(y,)) _BCOV(m, 7pl) COV(V”pl) (©6)
(1+2,) var(p;) var(pi) var(pi)
Applying earlier assumptions, this can be further clarified as:
. (I+2.) ( var(u;) ) cov(m},py)  cov(vi,ui)
b U vare)) O ) ()

Here, the first term on the right-hand side (RHS) combines the contributions of the multiplicative
measurement errors (4., 4,) and attenuation bias associated with the additive error in the parental outcome
(ui)- The second term captures the contribution of the age effect, driven exclusively by the covariance
between the incomplete years of education and the true level of parental education and which will be
exacerbated by any multiplicative error in the latter. The third term captures the covariance between the
additive error terms.

Analytically, equation (7) indicates the likely direction of the bias of the estimated slope coefficient
(B1 — 1) for the general structure proposed in equations (3a)-(3d). Importantly, this not only shows
there are multiple different potential sources of bias, but also these can run in different directions, so the
overall direction of bias is unlikely to be clear without imposing very strong assumptions ex ante. For
instance, while classical measurement is expected to lead to downward bias in the estimated coefficient,
this could be offset by other forms of measurement error, but it also may be exacerbated, such as from a
large positive covariance between the missing years of the child’s education and the parent’s education
or where the multiplicative error in parental education is positive. Derivations in Appendix 6 confirm
the ambiguous net direction of bias holds for both the reference distribution and rank-rank estimators
of the slope coefficient. And, in both these cases, even though the multiplicative error associated with
the parental outcome will be fixed below unity [e.g., (1 + )L;,) < 1], this provides no guarantee of fully
offsetting either attenuation bias or other sources of error, not least because of the dependence on the
ratio (1+4¢)/(1+27}). Moreover, any bias in the estimated slope coefficient will also directly affect the
estimate for the intercept.

The theoretically indeterminate bias of the heritability coefficient provides a primary justification for
moving to the empirical realm, using simulation evidence to explore the properties of the different
estimators under specified conditions. Simulations are also particularly well-suited to allow for truncation
bias from non-co-resident children, as well to inspect the bias of A, and upward mobility estimators. As
indicated in Appendix 6, for both the levels and reference distribution estimators, these generally show
a more complex structure because of the inclusion of additional terms. However, in all cases, we note
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the contribution of any bias associated with the slope coefficient enters with a negative sign in the A,
estimators, being directly proportional in the case of the rank-rank transformation.

4 Simulation approach

The previous section indicated that analytical investigation of bias in estimates of IGM can provide
concrete insights but only under very specific and limited assumptions regarding the data-generating
process. Moreover, such exercises merely indicate the expected direction of bias, and this quickly
becomes ambiguous once multiple sources of error are permitted, which is almost unavoidable when rank
transformations are applied. Consequently, we contend that a calibrated simulation-based approach can
provide additional guidance regarding how the different estimators and transformations will perform in
real-world settings.

4.1  Setup

Our simulation framework places additional structure on the general errors-in-variables system presented
earlier. For simplicity, and consistent with empirical practice, we first estimate the system in levels and
subsequently apply alternative transformations to the simulated variables of interest (p;, p},ci,c}), from
which the true and observed mobility measures are derived. The full system, in levels, is as follows:

pi ~ 18- AB(a,b) (8a)

ap = a1 +Aq B0 = P11+ (8b)

;i =aj+Bjpi;+euj (8¢c)

cij = co+ (14 Ac)ci; —dmj +v;, 8 € [0,1] (8d)
it = max [0, — 9y — 6) (80)

yi =12+ (24 —12) " (8f)
pi=po+(1+24p)p; +ui (82)

vi =&, 0, =010 (8h)

Ui =7vvi+esi, oi = Hzog* (81)

11,20, €31, ~ JV(O,\E-GP*) (8))

Each realization (iteration) of the simulation represents a specific combination of: (a) choices for the
so-called calibrated parameters: a,b, f1,a0 > 0,0 < By < 1, where fj = N;/N represents the share of
the sample in the observed co-resident group; (b) assumptions on the measurement error structure:
Ay, A, 01,602, po,co,Ac,Ap, 7,0, where & = 1 fully switches on the age effect term; and (c) correspond-
ing random draws for p},a;,e1;,€2,€3;. Throughout, we fix N = 5,000, and all age (denoted y;) and
education variables are rounded to the nearest integer, consistent with the data typically obtained from
surveys.’

To evaluate the performance of the different estimators, we follow Harwell (2019) and report two standard
metrics: the mean bias (MB) and the mean fractional bias (MFB), where the latter is particularly valuable
to compare across alternative transformations with different measurement scales. Taking the example of

9 The system assumes children start school at age six years, thus the arithmetic difference y; — 6 indicates the child’s (maximum)
current years of accumulated schooling. Also, consistent with empirical practice (Emran et al. 2018; Card et al. 2018; Alesina,
Hohmann, Michalopoulos, and Papaioannou 2019), we only consider offspring aged 12—24 in the analysis.



the slope estimator estimated in levels, they are calculated as :

| N
Nn; (92)
MFB (3 ﬁ" Bn) (9b)
= (| B \ + \ Bul)
where n = {1,...,N} indexes simulation iterations (for a given scenario).'® In addition, to further simplify

comparisons, we report the mean rank of the absolute fractional bias (RFB). Specifically, under each
iteration, for either a given estimator (heritability, out-performance, or upwards mobility) or for a given
transformation (levels, reference distribution, or rank-rank distribution), the lowest absolute fractional
bias is ranked first.

4.2 Stylized scenarios

To begin the exercise, we consider a set of simple stylized scenarios, focusing on the implications of
specific sources of measurement error. Concretely, and as summarized in Table 1, we run eight separate
scenarios, which we initially calibrate to a typical low-income country with low average levels of parental
education (see Appendix Table B2). For each chosen scenario we run 50 iterations of the simulation
model and, for each iteration, five steps are followed. First, we simulate the true distribution of parental
education, drawing from a Beta distribution, and then use equation (3a) to derive the ‘true’ final value
of the child’s education. Second, taking the measurement error assumptions for a given simulation, we
derive the ‘observed’ child and parental outcome values. Third, we apply the rank transformations to both
the true and observed series, and fourth, for each transformation, we calculate the associated set of ‘true’
and ‘observed’ mobility estimates, making sure to only include co-resident children for the observed
estimates. Fifth, the magnitude of bias is estimated for the full set of nine estimates (3 estimators x 3
transformations). Finally, after running each set of iterations, we derive the mean and standard error of
the bias estimates, which we report henceforth.

Table 1: Summary of stylized scenarios

Scenario Assumptions

1 Classical measurement error 61 >0,060b>0

2  Correlated additive measurement error 01>0,00 >0,y >0
3 Multiplicative measurement error, parent Ap>0

4 Multiplicative measurement error, child Ac >0

5  Multiplicative measurement error, both Ap>0,2.>0

6 Incomplete education o=1

7  Truncation bias Ay <0,A5 >0

8 Combined As perrows 2, 5,6, &7

Note: in each scenario, given by a row of the table, all measurement error parameters not explicitly declared are set to zero.
Source: authors’ elaboration.

Tables 2 and 3 present results for the mean bias and mean fractional bias associated with each estimator
and transformation. To further assist interpretation, Tables 4 and 5 report the rank absolute fractional bias,
comparing within estimators (across transforms) and within transforms (across estimators), respectively.

10 The estimated parameter is included in the denominator of the MFB to address scaling issues if the true parameter is close to
zero. In practise, this measure is effectively equivalent to the relative bias.
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Four main insights stand out. First, consistent with theoretical expectations, different bias components—
as captured by the individual scenarios (1-7)—work in different directions. As expected, classical
measurement error attenuates the slope coefficient but generates upward bias in the out-performance
metric (in which the slope enters with a negative sign). However, the presence of positive multiplicative
error in the observed child’s education tends to generate upwards bias in the slope coefficient. Nonetheless,
bias in the upwards estimator tends to be negative on average across most scenarios and transforms.

Table 2: Mean bias of alternative IGM estimators under different data transforms and simulated error structures, low-income
example

Heritability (3) Out-performance (&) Upwards mobility
Scenario || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
1 Classical ME 5.2 -6.9 -8.5 1.0 1.4 2.2 1.2 -1.3 0.5
(0.2) 0.2) (0.2) (0.0) 0.1) 0.1) 0.2) (0.3) (0.5)
2  Correlated additive MEs -2.6 -3.6 -4.9 0.6 0.5 1.2 0.0 -2.0 0.5
(0.2) 0.2) (0.2) (0.0) 0.1) 0.1) 0.2) (0.3) (0.5)
3  Multiplicative ME, parent -4.5 0.5 0.2 -0.3 -3.8 -0.0 -0.1 -0.2 -0.2
0.1) 0.1) (0.2) (0.0) 0.1) 0.1) 0.2) (0.2) (0.1)
4 Multiplicative ME, child 6.2 3.8 0.3 1.5 1.7 -0.1 -0.1 -0.2 -0.1
0.2) 0.2) (0.2) (0.0) 0.1) 0.1) 0.2) 0.2) 0.2)
5  Multiplicative ME, both 0.5 -0.0 -0.0 1.3 -0.0 -0.0 -0.2 -0.2 -0.2
0.1) 0.2) 0.2) (0.0) 0.1) 0.1) 0.1) (0.2) 0.2)
6  Incomplete education -4.8 -25 -0.9 -0.2 -0.3 0.2 -0.1 -0.2 -0.2
0.1) 0.2) (0.2) (0.0) 0.1) 0.1) 0.2) 0.2) (0.1)
7 Truncation bias -3.2 -1.8 -2.0 0.1 0.0 0.1 -0.1 -0.1 -0.1
0.1) 0.2) (0.2) (0.0) 0.1) 0.1) 0.1) (0.1) (0.1)
8 Combined -9.9 -7.7 -8.2 1.9 0.5 2.2 1.5 -1.2 1.8
0.2) (0.2) (0.2) (0.0) 0.1) 0.1) (0.3) 0.2) (0.4)

Note: cells show the mean bias of each estimator, calculated as per equation (9a) for different estimators and transformations (as
indicated in the columns); each row indicates a specific stylized set of assumptions (see Appendix B2), for which 50 separate
simulations are run and the mean bias and its standard error (in parentheses) are reported.

Source: authors’ estimates.

Table 3: Mean fractional bias of alternative IGM estimators under different data transforms and simulated error structures,
low-income example

Heritability (3) Out-performance (A) Upwards mobility
Scenario || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
1 Classical ME -13.2 -16.4 -18.5 15.8 11.0 16.3 2.1 -2.3 0.7
(0.5) (0.6) (0.6) (0.5) (0.5) (0.5) (0.3) (0.5) (0.7)
2  Correlated additive MEs -6.3 -8.1 -10.1 9.3 3.9 9.6 0.0 -3.5 0.7
(0.4) (0.4) (0.4) (0.6) (0.6) (0.5) (0.4) (0.6) (0.7)
3 Multiplicative ME, parent -11.3 1.1 0.3 -4.6 -38.9 -0.4 -0.2 -0.3 -0.3
0.3) 0.3) (0.3) (0.6) 0.7) (0.5) (0.3) (0.3) 0.2)
4 Multiplicative ME, child 13.4 7.9 0.6 22.3 13.0 -1.0 -0.2 -0.4 -0.2
(0.3) (0.3) (0.3) (0.5) (0.5) (0.5) (0.3) (0.3) (0.2)
5  Multiplicative ME, both 1.2 -0.1 -0.1 19.0 -0.4 -0.4 -0.3 -0.3 -0.3
0.3) (0.4) (0.3) (0.5) (0.6) (0.5) (0.2) (0.3) 0.2)
6  Incomplete education -12.1 -5.7 -1.9 -2.9 2.2 1.5 -0.3 -0.4 -0.4
(0.4) (0.4) (0.4) (0.5) (0.6) (0.6) (0.3) (0.3) (0.2)
7 Truncation bias =71 -3.9 -4.0 1.7 0.3 0.4 -0.3 -0.3 -0.2
0.3) (0.4) (0.3) (0.6) (0.6) (0.6) (0.2) (0.2) 0.2)
8 Combined -24.1 -17.6 -174 285 4.0 16.7 2.6 -2.0 2.6
(0.4) (0.4) (0.4) (0.5) (0.5) (0.4) (0.5) (0.3) (0.6)

Note: cells show the mean fractional bias of each estimator, calculated as per equation (9b) for different estimators and
transformations (as indicated in the columns); each row indicates a specific stylized set of assumptions (see Appendix B2), for
which 50 separate simulations are run and the mean fractional bias and its standard error (in parentheses) are reported.

Source: author’s estimates.



Table 4: Mean within-estimator rank absolute fractional bias of alternative IGM estimators under different data transforms and
simulated error structures, low-income example

Heritability (3) Out-performance (&) Upwards mobility
Scenario || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
1 Classical ME 1.0 2.0 3.0 25 1.0 2.5 1.7 2.1 2.2
(0.0) (0.0) (0.0) 0.1) (0.0) 0.1) (0.1) (0.1) (0.1)
2  Correlated additive MEs 1.1 1.9 3.0 24 1.0 25 1.5 23 241
(0.0) (0.0) (0.0) 0.1) (0.0) 0.1) 0.1) (0.1) 0.1)
3 Multiplicative ME, parent 3.0 1.5 1.5 1.8 3.0 1.2 2.0 2.2 1.7
(0.0) 0.1) (0.1) 0.1) (0.0) 0.1) 0.1) (0.1) (0.1)
4 Multiplicative ME, child 3.0 2.0 1.0 3.0 2.0 1.0 1.9 22 1.7
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 0.1) (0.1) (0.1)
5  Multiplicative ME, both 22 2.1 1.8 3.0 1.6 1.4 1.9 2.2 1.8
0.1) 0.1) (0.1) (0.0) 0.1) 0.1) 0.1) (0.1) (0.1)
6  Incomplete education 3.0 2.0 1.0 23 2.0 1.7 241 2.2 1.6
(0.0) (0.0) (0.0) (0.1) (0.1) (0.1) (0.1) (0.1) 0.1)
7  Truncation bias 3.0 1.5 1.5 2.3 1.8 1.9 2.0 2.1 1.8
(0.0) (0.1) (0.1) 0.1) 0.1) (0.1) (0.1) (0.1) (0.1)
8 Combined 3.0 1.8 1.2 3.0 1.0 2.0 22 1.7 2.1
(0.0) (0.1) (0.1) (0.0) (0.0) (0.0) (0.1) (0.1) (0.1)

Note: cells show the rank absolute fractional bias across transformation, and its standard error (in parentheses) is reported. The
closer the value to the unity, the smaller the absolute bias; each row indicates a specific stylized set of assumptions (see
Appendix B2), for which 50 separate simulations are run and the absolute bias is calculated as the mean fractional bias absolute
value.

Source: authors’ estimates.

Table 5: Mean within-transform rank absolute fractional bias of alternative IGM estimators under different data transforms and
simulated error structures, low-income example

Levels Reference distribution Rank-rank
Scenario || Transform — B A up B¢ A up? B Ar up”
1 Classical ME 2.2 2.8 1.0 2.9 21 1.0 2.8 2.2 1.0
(0.1) (0.1) (0.0) (0.0) (0.0) (0.0) (0.1) (0.1) (0.0)
2 Correlated additive MEs 2.1 2.7 1.2 2.7 1.6 1.8 2.5 2.3 1.2
(0.1) (0.1) (0.1) 0.1) (0.1) (0.1) (0.1) (0.1) (0.1)
3 Multiplicative ME, parent 2.8 2.0 1.2 1.6 3.0 1.4 2.0 2.4 1.6
(0.1) (0.1) (0.1) (0.1) (0.0) (0.1) (0.1) (0.1) (0.1)
4 Multiplicative ME, child 2.0 3.0 1.0 2.1 2.8 1.1 1.9 24 1.7
(0.0) (0.0) (0.0) (0.1) 0.1) (0.0) (0.1) (0.1) (0.1)
5  Multiplicative ME, both 1.7 3.0 1.3 1.9 25 1.6 1.9 2.6 1.5
(0.1) (0.0) (0.1) (0.1) 0.1) (0.1) (0.1) (0.1) (0.1)
6  Incomplete education 2.9 1.9 11 2.6 23 1.2 241 2.4 1.5
(0.0) (0.1) (0.0) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1)
7 Truncation bias 2.8 2.0 1.2 25 2.1 1.4 25 22 1.3
(0.1) (0.1) (0.1) 0.1) (0.1) (0.1) (0.1) (0.1) 0.1)
8 Combined 2.1 2.9 1.0 3.0 1.8 1.2 2.6 2.4 1.0
(0.0) (0.0) (0.0) (0.0) (0.1) (0.1) (0.1) (0.1) (0.0)

Note: cells show the rank absolute fractional bias across estimators, and its standard error (in parentheses) is reported. The
closer the value to the unity, the smaller the absolute bias; each row indicates a specific stylized set of assumptions (see
Appendix B2), for which 50 separate simulations are run and the absolute bias is calculated as the mean fractional bias absolute
value.

Source: authors’ estimates.
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Second, the magnitude of the mean bias varies considerably across the scenarios and is often substantial.
Nearly half of the estimates for the heritability estimator in Table 3 suggest a (mean) fractional bias falling
outside a range of +/- 10 per cent of the true value, and one-third of the estimates for the out-performance
metric also fall outside this range. Furthermore, there is no indication that the different bias components
will necessarily offset one another—the mean fractional bias under the combined scenarios (row 8) is
almost always at least as large as under any of the individual scenarios. At the same time, all estimates for
the upwards estimator show a (mean) fractional bias within the +/- 10 per cent range. So, this estimator
generally appears less biased in general, and, even under the combined scenario (row 8), where the
heritability and out-performance estimators generally show significant bias, the fractional bias in the
upwards estimator remains within +/- 3 per cent.

Third, confirming the above, Table 5 indicates that within each transform, the upwards mobility estimator
is generally ranked best. However, the mean rank is not unity, implying there are cases in which other
estimators yield a lower absolute fractional bias. In terms of the different transformations, there also
is no unambiguous ‘winner’. As Table 4 shows, the absolute fractional bias rankings vary according
to the specific scenario and estimator chosen. Broadly, the rank-rank transform performs best in the
presence of multiplicative errors (rows 3-5). This reflects the point that such errors constitute monotonic
transformations of the true values to which a rank transform will be indifferent.!! However, the rank of
this transform tends to be worst where classical errors are present. Overall, the reference distribution
transform appears to perform well, achieving the lowest average ranking under the combined scenario for
both the upwards mobility and out-performance estimators.

We recognize these results may be driven by the particular (fixed) assumptions used for the calibrated
parameters. Thus, we re-run the same set of measurement error scenarios for a hypothetical middle-
income country (see Table B3 for details). The results are summarized in Tables B5-B8 and support
our main general conclusions. In particular, the upwards mobility estimator consistently shows lowest
(mean fractional) bias, and the reference distribution transform tends to be ranked best. Indeed, for the
latter choice we note that the mean fractional bias for both the out-performance and upwards mobility
estimators are within +/- 5 per cent of the true value under the combined scenario.

4.3 General scenarios

The previous sub-section considered specific (albeit plausible) regions of the parameter space. We now
loosen these restrictions further, permitting all calibrated parameters and measurement error components
to vary simultaneously within a broad range (see Appendix Table B4 for details). In addition, to mimic
the real world even more closely, we permit a richer structure to the measurement errors. First, we allow
the multiplicative errors to vary quadratically with the true values:

cij Zco+(1—I—Ac—/iq-cflf/3)c;‘j—6m;‘+v,- (10)
pi=po+ (144, =24 piay/3)pi +ui (11)

where parameter A, € (0, 1) determines the magnitude of this feature, which we vary randomly across
simulations using a uniform distribution.

Second, following the point raised by Asher et al. (2020), we consider a restriction on the measurement
errors whereby their net contribution can never be so large as to shift an individual across aggregate
schooling levels, at least before applying any age effect adjustment. In other words, measurement errors
excluding an age effect cannot move an individual from, say, a true grade in upper primary to an observed
grade in lower secondary. Equally, if a parent’s true highest level of education was upper primary school,

1T Any bias in this specific case is therefore uniquely driven by bottom- or top-coding observations at 0 and 18 years of education.
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then their observed level of schooling can only be within the range of school grades associated with upper
primary. This amounts to top- and bottom-coding the observed outcomes (before an age effect) to remain
within the true schooling level.

Third, to address bias driven by age effects, in several empirical applications analysts restrict the analytical
sample to co-resident children aged over 18 years. While this may focus attention on children who are
likely to have completed their schooling, this is not necessarily a panacea. As stated above, this may
induce new bias because of systematic selection into leaving the household—e.g., co-resident children
aged 18 years may be more likely to be studying. Consequently, we compare results with and without an
age restriction. Concretely, in the latter case we seek to maximize the sample size by applying a dynamic
age restriction, excluding observations where the age of the child is not sufficient to have accumulated
more schooling than their parents.'?

We run 500 iterations of the simulation and for each iteration we separately apply: none of the above
restrictions, each one individually (within-interval errors and dynamic age effect), and both together.
For each iteration, parameters/errors are simulated within the chosen ranges using a scrambled Halton
sequence, which assures broad coverage of the parameter space. Our results are summarized in Tables 6
and 7, structured as before. Taken as a whole, they corroborate the earlier insights—the combination of
the upwards mobility estimator and reference distribution transform is generally preferred. There are also
mixed insights in regards to the contribution of the restrictions. For the slope coefficient, each restriction
tends to shrink the bias towards zero, such that in combination the bias is much smaller on average (in raw
and fractional terms; see Table 6). However, for the out-performance and upwards mobility estimators,
the separate effects are ambiguous and in combination do not lead to any dramatic reduction in mean bias
relative to the case of no restrictions.

Table 6: Mean bias of alternative IGM estimators under different simulated error structures

Slope () Percentile diff. (A) Upwards mobility
Assumptions || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
(a) Mean bias:
None -14.8 -10.5 -14.9 0.2 -0.5 3.9 -0.9 -0.9 3.4
(0.8) 0.7) 0.7) (0.4) (0.5) 0.2) (0.8) 0.7) (0.4)
Within-interval errors -9.6 -6.3 -8.9 0.8 0.1 4.8 1.6 1.2 5.2
(0.7) 0.7) 0.9) (0.4) (0.5) (0.3) (0.8) 0.7) (0.5)
Dynamic age effect -10.1 -6.2 -8.0 -0.7 -1.5 22 -2.4 -1.8 24
(0.6) (0.6) (0.5) 0.2) (0.3 0.2) (0.5) (0.5) (0.4)
Both -4.4 1.7 -1.4 -0.2 -0.8 3.2 0.3 0.6 43
(0.4) (0.4) (0.8) 0.2) (0.3) (0.3) (0.4) (0.4) (0.5)
(b) Mean fractional bias:
None -36.1 -30.2 -34.5 6.0 3.8 28.2 2.1 -1.2 5.1
(1.9 (2.2) (1.7) (3.9) (8.7) 1.7) (2.0) (1.8) (0.6)
Within-interval errors -23.0 -18.2 -22.1 11.6 8.0 32.7 8.2 4.6 7.5
(1.8) (2.1) (1.9) (3.9) (8.7) (1.8) (2.0) (1.6) (0.7)
Dynamic age effect -22.2 -15.7 -16.3 -5.1 -5.8 15.8 -3.8 -3.6 3.4
(1.3) (1.5) (1.1) (3.2) (8.1) (1.8) (1.3) (1.2) 0.7)
Both -8.9 -4.0 -4.6 1.6 0.2 21.4 46 3.1 6.1
(1.0) (1.2) (1.4) (3.0) (3.0) (1.9 (1.3) (0.9) (0.7)

Note: cells in panel (a) show the mean bias of each estimator, calculated as per equation (9a); cells in panel (b) show the mean
fractional bias of each estimator, calculated as per equation (9b); each row indicates a draw from the general scenarios defined
by Appendix Table B4 and based on specific restrictions; ‘none’ implies no additional restrictions applied; 500 iterations are run,
and the mean bias, mean fractional bias, and its respective standard error (in parentheses) are reported.

Source: authors’ estimates.

12 Specifically, in addition to only considering children aged 12 to 24, under this restriction we also exclude children from the
observed sample when y; < 7+ p;. Of course, in the simulated ‘true’ sample this restriction is not applied because all true values
are known.
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Table 7: Mean rank absolute bias of alternative IGM estimators under different generalized error structures

(a) Within estimators:

Heritability (3) Out-performance (&) Upwards mobility

Assumptions || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
None 2.2 1.9 1.9 21 1.8 2.0 2.2 1.8 1.8
(0.1) 0.1) 0.1) (0.0 (0.0) (0.1) 0.1) (0.0 (0.1)
Within-interval errors 1.9 2.0 2.0 2.0 1.8 2.0 2.1 1.8 1.9
(0.1) (0.1) (0.1) (0.1) (0.0) (0.1) (0.1) (0.0) (0.1)
Dynamic age effect 24 1.9 1.6 2.0 1.8 2.1 2.0 1.8 1.9
(0.1) (0.1) (0.1) (0.0) (0.1) (0.1) (0.1) (0.1) (0.1)
Both 2.0 2.0 2.0 1.9 1.8 2.2 2.0 1.7 2.1
(0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1)

(b) Within transformations:

Levels Reference distribution Rank-rank

Assumptions ||  Estimator — B A up B Ad up? B A up”
None 23 2.3 1.3 24 23 1.3 25 24 11
(0.1) (0.0) (0.0) (0.1) (0.0 (0.0) (0.0 (0.0) (0.0)
Within-interval errors 2.2 2.4 1.4 22 2.4 1.4 2.3 25 1.2
(0.1) (0.0) (0.0) (0.1) (0.0) (0.0) (0.1) (0.0) (0.0)
Dynamic age effect 2.3 2.3 1.3 2.3 2.4 1.3 2.2 25 1.3
(0.1) (0.0) (0.0) (0.1) (0.0) (0.0) (0.1) (0.0) (0.0)
Both 21 2.4 15 21 2.4 1.4 2.0 2.6 1.4
(0.1) (0.1) (0.0) (0.1) (0.0) (0.0) (0.1) (0.0) (0.0)

Note: cells in panel (a) show the rank absolute fractional bias across transformation; cells in panel (b) show the rank absolute
fractional bias across estimator; each row indicates a draw from the general scenarios defined by Appendix Table B4 and based
on specific restrictions; ‘none’ implies no additional restrictions applied; 500 iterations are run, and the mean bias, mean
fractional bias, and its respective standard error (in parentheses) are reported.

Source: authors’ estimates.

Figure 2 plots the empirical cumulative distribution functions of the absolute fractional errors from the
three different estimators across the 500 iterations, distinguishing between the three different transforma-
tions, based on applying both restrictions. In all plots the rank-rank transform lies furthest to the right
for at least two-thirds of its cumulative distribution, implying it is associated with a somewhat larger
absolute bias. In contrast, the reference distribution tends to lie furthest to the left. We also observe a
sharper incline to the plots for the upwards mobility estimator (panel c¢), indicating relatively more mass
lies closer to zero (e.g., less than 20 per cent absolute bias).

Box plots in Figure 3, which capture the mean fractional bias, underpin this conclusion. They show the
reference distribution is most consistently centered on zero, implying it does not show any systematic
bias across our simulations. And the bias is clearly smallest for the upwards mobility estimator. However,
differences across measurement choices are not completely clear-cut, and no combination of estimator or
transform is guaranteed to yield the lowest absolute fractional bias relative to the alternatives. Indeed,
calculating ranks across all nine combinations of transforms and estimators, we find our preferred choice
is ranked first on 25 per cent of iterations (and in the top three two-thirds of the time) but is placed in the
bottom three on 4 per cent of iterations.
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Figure 2: Comparison of empirical cumulative distribution functions of absolute fractional bias from alternative transformations, by
estimator
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Figure 3: Comparison of empirical distributions of mean fractional bias from alternative transformations, by estimator
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4.4  Practical implications

In this section, we developed a flexible simulation model to investigate the implications of measurement
error, including sample truncation, for studying intergenerational mobility. Reflecting on the variety of
metrics applied in the literature, we considered three different estimators of mobility as well as three
alternative data transformations. This enabled us to quantify how the magnitude of bias varies under
different stylized scenarios and whether there are differences in bias associated with specific measurement
choices.

To pull this together, we summarize some of the practical implications of our findings. The main lessons
are as follows:

1. Despite its continued widespread use in the literature, the heritability estimator (slope coefficient)
tends to perform poorly. Across our unrestricted general simulations we found a mean absolute
fractional bias of over 30 per cent (or less than -30 per cent on average; also see Figure 3a) in these
estimates. Moreover, contrary to recommendations in the literature, applying some form of rank
transform to scale the education variables did not yield significant reductions in the bias of this
estimator. As such, unique reliance on the heritability coefficient to inform IGM analysis may be
misguided.

2. Use of a rank-rank transformation, as advocated in some recent studies (Chetty et al. 2014; Emran
and Shilpi 2019; Eriksen and Munk 2020; Karlson and Landersg 2021), appears to perform
adequately according to the measures of bias used herein. However, in removing all level effects
from the data, application of this transform exclusively provides insights into relative aspects of
mobility. Also, in the specific case of the out-performance estimator, this transform is associated
with a particularly substantial mean fractional bias in the positive domain—i.e. it overestimates the
degree of out-performance by around 20 per cent (on average over our simulations). So, use of this
transform may not always be appropriate, particularly where absolute dimensions of mobility are
of interest.

3. In contrast, the reference distribution transform appears to combine advantages of the two others—
mapping child outcomes to the percentile ranks of the parental education distribution provides a
consistent means to scale the data while also permitting meaningful absolute comparisons (over
time and space). Furthermore, our simulation evidence indicated this transform is robust, in the
sense of being most often associated with the lowest bias of all transforms for any given estimator.

4. Across the three estimators, we found that the upwards mobility metric is least biased—in over
two-thirds (half) of simulations it delivered an absolute fractional bias of less than 10 (5) per cent.
Nonetheless, it should be recognized that this property is likely to be a function of the binary
score underlying this metric. Upwards mobility simply indicates the share of children born to
parents with below-median education who are expected to accumulate more education than their
parents. The out-performance metric effectively captures how much more and, as such, is a natural
complement.

5. We showed that assuming errors remain restricted within broad schooling intervals can reduce the
bias of some estimators, and similar gains are also obtained from applying a dynamic age restriction.
However, these gains are mostly concentrated in the slope coefficient; both the out-performance
and upwards mobility metrics are largely unaffected, further reinforcing their general robustness.

In sum, combining both theoretical insights and simulation evidence, we recommend IGM is studied
by applying a reference distribution transformation (at the level of analysis of interest) with an upwards
mobility estimator, complemented by the out-performance estimator. Nonetheless, as this combination
of metrics is neither guaranteed to be unbiased nor even to minimize bias, careful sensitivity checks are
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likely to be helpful. For instance, if results vary dramatically across transformations or when applying
a (dynamic) age restriction, this should be considered a red flag. Moreover, it must be recalled that
different estimators measure different dimensions of mobility. So, with due attention to possible bias, a
comparative analysis deploying different estimators is likely to be informative.

5 Application to Mozambique

Thus far we have set out practical guidance for undertaking empirical studies of IGM. In this section we
apply this guidance, focusing on the case of Mozambique where we use the complete records of censuses
undertaken in 1997, 2007, and 2017 to explore the magnitude of IGM and the extent to which this has
varied over time and place. To begin, we echo Figure 1 and collapse the data in each census to obtain the
average level of education among children (aged 12-24) for each level of parental education. We plot
these relationships in Figure 4 by census year, treating rural and urban areas separately.

The plots yield immediate insights. First, the child-parent education relationship is approximately linear,
suggesting the general framework based on equation (1) is likely to be sufficient. Second, while the
slope seems fairly stable over time, there are material differences across years in the intercepts, which
indicate the average years of schooling of children born to parents who did not attend school. In both
areas, the intercept shifts upward by around one year from 1997-2007, but from 2007-17 there is no
clear improvement. The change in intercept is reflected in changes in the intersection point with the 45
degree line. In urban areas in 1997, children born to parents with less than four years of formal education
were expected to out-perform their parent’s educational attainment. In 2007 and 2017, this had increased
to just over five years. In rural areas, however, educational attainment remains much lower. Even in
2017, only children born to parents with less than three years of formal education were expected to
accumulate more schooling (out-perform) than their parents. So, not only does this highlight the ongoing
scale of the education challenge in the country but also that a unique focus on heritability is likely to be
incomplete.

Figure 4: Mean education of children vs. parents in Mozambique, by area of residence, 1997-2017

Urban Rural

Average offspring level

Parent level Parent level

—&— 1997 —e— 2007 —&— 2017 — — Equality

Source: authors’ estimates.
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Table 8 digs deeper, looking at IGM across provinces over time. Following the guidance set out in Section
4.4, we apply the reference distribution transform, calculated separately for each province and census,
from which we then calculate all three mobility estimators.!? Taking the (most robust) upwards mobility
metric first, there is almost no change on aggregate between 1997 and 2017. Namely, just as in 1997,
about 50 per cent of children living with parents who had no more than a median education in 2017 were
expected to accumulate more education than their parents. Critically, this represents a reduction since
2007, when the upwards mobility metric was around 72 per cent, thus indicating that gains in access to
schooling achieved in the first period (1997-2007) have not been sustained, despite low average levels of
attainment in the population.

Table 8: Relative and absolute mobility measures using a reference distribution transformation (no age restriction), at province
level

(1) ) 3) (4) (5) (6) @) 8) (9)
Upwards mobility Out-performance Heritability
Province 1997 2007 2017 1997 2007 2017 1997 2007 2017
Niassa 0.372 0.601 0.395 0.223 0.264 0.138 0.380 0.334 0.375
(0.002) (0.002) (0.002) (0.001) (0.001) (0.001) (0.003) (0.002) (0.003)
Cabo Delgado 0.363 0.632 0.336 0.230 0.281 0.118 0.288 0.271 0.377
(0.002) (0.002) (0.002) (0.001) (0.001) (0.001) (0.003) (0.002) (0.003)
Nampula 0.392 0.637 0.352 0.201 0.248 0.126 0.355 0.320 0.415
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.001) (0.002)
Zambezia 0.420 0.682 0.351 0.251 0.292 0.156 0.352 0.291 0.440
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.001) (0.002)
Tete 0.387 0.625 0.425 0.250 0.300 0.170 0.392 0.323 0.399
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Manica 0.462 0.810 0.527 0.256 0.366 0.214 0.398 0.246 0.304
(0.002) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Sofala 0.429 0.766 0.523 0.211 0.317 0.208 0.460 0.312 0.349
(0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Inhambane 0.664 0.860 0.736 0.364 0.427 0.329 0.260 0.220 0.237
(0.002) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Gaza 0.656 0.854 0.685 0.352 0.409 0.319 0.277 0.255 0.287
(0.002) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Maputo Province 0.729 0.750 0.694 0.298 0.351 0.254 0.311 0.245 0.237
(0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Maputo City 0.548 0.806 0.780 0.274 0.338 0.271 0.276 0.219 0.186
(0.001) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Mozambique 0.483 0.719 0.493 0.243 0.300 0.200 0.408 0.335 0.361
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001) (0.001)

Note: cells report mean of mobility estimators, calculated separately for each census year and province using a reference
distribution; ‘Mozambique’ is calculated for the whole country; no dynamic age effect restriction applied; see Table B10 for
corresponding estimates with dynamic age effect; standard errors in parentheses.

Source: authors’ estimates.

The same general pattern of results is reflected in the out-performance metric, although here we observe
a moderate improvement between 1997 and 2007 and a larger from 2007-17. Taking the country as a
whole, we see that a child born to a parent located at the 25th percentile of parental educational attainment
in 2017 was only expected to be placed at the 45th percentile on the latter distribution. This constitutes an
expected 20 point gain, compared to an expected 30 point improvement in 2007. However, national-level
results mask very substantial provincial heterogeneity, with a strong and marked north-south gradient in
mobility. A number of provinces show improvements in upwards mobility from 1997-2017; however,
only the southern provinces (Inhambane, Gaza, Maputo City, and Maputo Province) have consistently
maintained rates of upwards mobility in excess of 50 per cent throughout the observation period. This is
despite the fact that these same provinces have always shown the highest levels of parental education
on average (Table B9). Provinces in the north, such as Cabo Delgado, have shown much lower rates of
upward mobility. These rates were marginally lower in 2017 than in 1997. Today, around one-third of
children born to parents located at or below the 50th percentile in the north are expected to out-perform

13 As such, all estimates are benchmarked to the distribution of parental outcomes in a given province and census year. It would
also be feasible to fix the reference distribution over time and/or place.
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their parents versus two-thirds in the south. Put simply, the education system is not delivering consistent
gains to children, and those outside the south of the country are especially disadvantaged.

The out-performance metrics further nuance these findings. In 2017, not only was the degree (magnitude)
of out-performance nearly three times higher in Maputo City compared to Cabo Delgado (0.271 vs.
0.118), but this compares to a similar multiple of less than 1.5 in 1997 and 2007. From this perspective,
the weakening of IGM in the north (and, to a somewhat lesser extent, the centre) over the latest period
is particularly dramatic. Although more likely to be biased downwards, estimates for the heritability in
outcomes are consistent with this narrative. On aggregate, heritability seems to have improved over time
(fallen in magnitude), but this appears to be driven exclusively by developments in the south, especially in
Maputo City where heritability has halved over time. But in the north (and centre), heritability has actually
worsened—e.g., increasing from 0.288 to 0.377 in Cabo Delgado over the period 1997-2007.

To complement our analysis and further exploit the disaggregated nature of our data, we present a
graphical analysis. Figure 5 presents results for the (preferred, robust) upwards mobility estimator
calculated at the third administrative level (posto administrativo) for each census. This starkly displays
that children in the coastal south of the country enjoy the highest likelihood of out-performing their
parents (conditional on their parents having no more than a median-level of education for that location),
and this likelihood has remained comparatively high across all periods. In contrast, despite a general
improvement from 1997-2007, upwards mobility has been and remains lowest in the northern provinces
(Cabo Delgado, Niassa, Nampula, and Tete). Similar differences stand out from both the out-performance
and heritability mapping exercises, shown in Figures 6 and 7. These underline the findings of a general
slowdown in mobility—especially in the north—over the most recent period.

Figure 5: Upwards mobility in Mozambique, using a reference distribution transformation (no dynamic age restriction), at posto
administrativo level

Census 1997 Census 2007 Census 2017

(0.66,0.87] (0.50,0.66] (0.37,0.50]
(0.24,0.37] [0.03,0.24] No data

Note: graphs report mean of upwards mobility estimator, calculated separately for each census year and posto administrativo
using a reference distribution; no dynamic age effect restriction applied; see Figure B1 for corresponding estimates with dynamic
age effect.

Source: authors’ estimates.
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Figure 6: Out-performance in Mozambique using a reference distribution transformation (no dynamic age restriction), at posto
administrativo level

Census 1997 Census 2007 Census 2017
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Note: graphs report mean of out-performance mobility estimator, calculated separately for each census year and posto
administrativo using a reference distribution; no dynamic age effect restriction applied; see Figure B2 for corresponding estimates

with dynamic age effect.
Source: authors’ estimates.

Figure 7: Heritability in Mozambique using a reference distribution transformation (no dynamic age restriction), at posto
administrativo level

Census 1997 Census 2007 Census 2017
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Note: graphs report mean of the heritability estimator, calculated separately for each census year and posto administrativo using
a reference distribution; no dynamic age effect restriction applied; see Figure B3 for corresponding estimates with dynamic age

effect.
Source: authors’ estimates
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As a final exercise, we calculate the intersection point for each province and census, indicating the level
of parental education below which the average child is expected to out-perform their parents. As reported
in Table 9, the intersection point increased from 1997-2007 but fell dramatically in 2007-17, with larger
falls in the north than the south. In raw-level terms (also shown in the table), we should not ignore general
improvements over time in the intersection point. But even here we see regression in the most recent
period—today, on average, we only expect children born to parents with less than 6.1 years of schooling
to accumulate more education than their parents versus a threshold of 6.6 years in 2007.

Table 9: Point of intersection below which children are expected to accumulate more education than their parents on average (no
dynamic age restriction), by province

Reference distribution Levels
Province 1997 2007 2017 1997 2007 2017
Niassa 0.610 0.646 0.470 3.202 5.387 5.180
(0.001) (0.001) (0.001) (0.017) (0.014) (0.017)
Cabo Delgado 0.573 0.636 0.440 2.709 5.114 4.481
(0.001) (0.001) (0.001) (0.012) (0.011) (0.016)
Nampula 0.561 0.614 0.466 3.160 5.271 4.900
(0.001) (0.001) (0.001) (0.009) (0.007) (0.010)
Zambezia 0.637 0.662 0.528 3.461 5.470 4.860
(0.001) (0.001) (0.001) (0.008) (0.007) (0.009)
Tete 0.661 0.692 0.532 3.568 5.615 5.564
(0.001) (0.001) (0.001) (0.014) (0.011) (0.012)
Manica 0.675 0.735 0.557 4.248 6.685 6.084
(0.001) (0.001) (0.001) (0.014) (0.010) (0.011)
Sofala 0.640 0.711 0.570 4.533 6.933 6.379
(0.001) (0.001) (0.001) (0.014) (0.010) (0.011)
Inhambane 0.741 0.797 0.682 5.000 7.279 6.654
(0.001) (0.001) (0.001) (0.012) (0.013) (0.011)
Gaza 0.737 0.799 0.698 4.908 7.314 6.534
(0.001) (0.001) (0.001) (0.011) (0.013) (0.013)
Maputo Province 0.682 0.715 0.582 5.766 8.046 7.455
(0.001) (0.001) (0.001) (0.011) (0.009) (0.008)
Maputo City 0.628 0.683 0.583 6.747 8.925 8.325
(0.001) (0.001) (0.001) (0.008) (0.009) (0.010)
Mozambique 0.661 0.701 0.563 4.474 6.585 6.091

(0.000) (0.000) (0.000) (0.004) (0.003) (0.003)

Note: cells report mean of mobility estimators, calculated separately for each census year and province using a reference
distribution; ‘Mozambique’ is calculated for the whole country; no dynamic age effect restriction applied; the intersection point
indicates the intersection with the line of equality and, thus, the highest level of parental education below which offspring
outcomes are expected to exceed those of their parents, on average; see Table B10 for corresponding estimates with dynamic
age effect; standard errors in parentheses.

Source: authors’ estimates.

6 Conclusion

We began this paper noting that, despite the importance attributed to intergenerational mobility in the pro-
cess of socio-economic development, empirical researchers face a bewildering set of choices. Moreover,
despite recognition that conventional metrics may be (badly) biased, there has been little consensus on
how this should be addressed. As such, our objective was to contribute analytical and empirical evidence
regarding the sensitivity of alternative IGM estimators to different forms of measurement errors and data
transformations. Put simply, our primary contribution was to investigate the magnitude of bias associated
with different measurement choices.

Analytically, we showed that the bias associated with different estimators of IGM can run in different
directions, depending on the specific source and valence of measurement error. When multiple sources
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of error are combined, including sample truncation, the net bias cannot be easily determined ex ante.
To make progress, we developed a flexible simulation model. For a wide range of plausible scenarios,
this allowed us to explore the direction and magnitude of bias associated with different combinations of
mobility estimators (the heritability coefficient, out-performance, and upwards mobility) and three data
transformations (raw data in levels, a reference distribution transformation, and rank-rank percentiles).
Using this framework, we found that the heritability estimator (the slope coefficient), widely used
in the literature, tends to perform poorly. In our generalized simulation, covering a broad parameter
space, we found this estimator is biased downwards by around 30 per cent on average. Furthermore,
rank-rank-based measures, such as suggested by Chetty et al. (2014), did not seem to yield significant
reductions in the bias of this estimator. We also found that the out-performance estimator presents an
upwards bias around 20 per cent when using a rank-rank transformation. We concluded that reliance
on estimates from the heritability coefficient as well as use of the rank-rank transformation may be
particularly misleading.

In contrast, our results suggest that a reference distribution transform is associated with the lowest
bias, on average, across all estimators. This transform also has the advantage of permitting meaningful
(absolute) comparisons over time and space, such as where mean levels of education differ. Evidence
from simulations suggests that an upwards mobility metric is generally least biased across the three
estimators—indeed, in over two-thirds of the simulations the absolute fractional bias associated with
this estimator is less than 10 per cent. Nevertheless, it merits note that the upwards mobility estimator
simply indicates the share of children born to parents with below-median education who are expected
to accumulate at least some more education than their parents. Thus, to better understand IGM, we
suggest that results from an upwards mobility estimator should be complemented with an out-performance
metric, which captures how much more education than their parents children born to the median parent is
expected to achieve.

Taking guidance from the simulations, we moved into an empirical analysis using complete records of
censuses undertaken in 1997, 2007, and 2017 in Mozambique. Our results suggest a high degree of
provincial heterogeneity, with a strong and marked north-south gradient in mobility. Moreover, there has
been a clear slowdown in IGM between 2007 and 2017—especially in the northern region—suggesting
the education system is not delivering consistent gains to children across the country. When only focusing
on the heritability metric, there have been improvements over time, driven by developments in the south.
This is our point, derived from the simulation exercises, that the heritability metric is not a reliable or
comprehensive guide to IGM.

In sum, this article sought to shed light on the challenges of estimating IGM, especially in developing
countries where data are limited. Our evidence suggests that a using the upwards mobility estimator,
complemented by an out-performance metric, based on a reference distribution transformation, is com-
paratively most robust. That is, while these two metrics are unlikely to be unbiased, the bias is generally
centred on zero and tends to be small relative to other measurement choices. Using these methods
revealed the significant challenges facing Mozambique today.
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Appendix A: Additional derivations

As stated in the main text, there are at least three generic challenges when estimating IGM. To capture the
implications of these challenges, analytical characterization of the expected bias in our mobility measures
is helpful. To do so, we extend the generalized errors-in-variables approach suggested by Nybom and
Stuhler (2017), which applies to a wide range of data transformations, taking into account the additional
complexities associated with education data.

The structure presented in equation (7) is shown for data expressed in levels. It also applies naturally
to the two-rank transforms; however, the error parameters will not be identical when moving from one
transform to another (with the same data). Therefore, using the system in equation (3d), we now provide
expressions for the bias of the heritability estimator and the out-performance estimator under various
transformations.

Data in levels:
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Appendix B: Additional tables and figures

B1 Simulation tables

Table B1: Summary of selected mobility measures

Transformation

Mobility dimension Exp.

None (levels)

Reference distribution

Rank-rank

Rel.  Heritability B
Abs.  Out-perform. A

Upward mob.  up’

Cov(c*, p*)/Var(p*)

s E(c*)=B(E(P*) = p5s5) — s

E(cf > pj | pf < pso)

12-Cov(c*?, p*9)

E(c*) —0.25(1 +p%)

E(c}! > pi? | pi* <05)

12-Cov(c*", p*")

0.25(1—p")

E(c;?> p;?| pi1<0.5)

Source: authors’ elaboration.

Table B2: Stylized scenarios—low-income country

Scenario a b o B fo Ay Ag & ¢ po M Ao 01 0>
Classical ME 1 32 2 045 05 0 0 0 O 0 0 0 0 03 03
Correlated additve MEs 1 32 2 045 0.5 0 0o 0 O 0 0 0 04 03 03
Multiplicative ME, parent 1 32 2 045 0.5 0 0 0 O 0 0 0.1 0 0 0
Multiplicative ME, child 1 32 2 045 05 0 0 0 O 0 0.1 0 0 0 0
Multiplicative ME, both 1 32 2 045 05 0 0 0 O 0 01 0.1 0 0 0
Incomplete education 1 32 2 045 05 0 0 1 0 0 0 0 0 0 0
Truncation bias 1 32 2 045 05 -05 01 0 O 0 0 0 0 0 0
Combined 1 32 2 045 05 -05 01 1 O 0 01 01 03 03 03

Note: the scenarios calibrate to a typical low-income country with low average

scenario we run 50 iterations of the simulation model.

Source: authors’ elaboration.

Table B3: Stylized scenarios—middle-income country

levels of parental education. For each chosen

Scenario a b «a B fo Ay Ag 8 ¢ po M A2 Y 01 0
Classical ME 2 5 35 055 0 0 0 0 0 0 0 0 0 03 0.3
Correlated additve MEs 2 5 3.5 0.55 0 0 0 0 o0 0 0 0 04 03 03
Multiplicative ME, parent 2 5 3.5 0.55 0 0 0 0 o0 0 0 o0.1 0 0 0
Multiplicative ME, child 2 5 35 055 0 0 0 0 0 0 0.1 0 0 0 0
Multiplicative ME, both 2 5 35 055 0 0 0 0 0 0 01 0.1 0 0 0
Incomplete education 2 5 385 055 0 0 0 1 0 0 0 0 0 0 0
Truncation bias 2 5 35 055 025 -05 01 O 0 0 0 0 0 0 0
Combined 2 5 35 055 025 -05 0.1 A1 0 0 01 01 03 03 0.3

Note: the scenarios calibrate to a typical middle-income country with low average levels of parental education.

scenario we run 50 iterations of the simulation model.

Source: authors’ elaboration.
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Table B4: Assumptions about parameters’ range and distributions—general simulations

Parameter  Min Max  Distribution

a 0.5 5 Uniform
b 1 10 Uniform
o 1 7 Uniform
B 0.2 0.8 Uniform
fo 0 0.5 Uniform
Ay -1 1 Uniform
Ap -0.2 0.2 Uniform
S 0 1 Uniform
co -0.1 0.1 Uniform
Po -0.1 0.1 Uniform
Ac -0.2 0.2 Uniform
Ap -0.2 0.2 Uniform
Y -0.5 0.5 Uniform
01 0.05 0.95 Uniform
0> 0.05 0.95 Uniform
Agq 0 1 Uniform

Note: we allow for all calibrated parameters and measurement error components to vary simultaneously within a broad range.
We run 500 iterations of the simulation, and for each iteration we separately apply: none of the above restrictions, each one
individually (within-interval errors and dynamic age effect), and both together. For each iteration, parameters/errors are simulated
within the chosen ranges using a scrambled Halton sequence, which assures broad coverage of the parameter space.

Source: authors’ elaboration.

Table B5: Mean bias of alternative IGM estimators under different data transforms and simulated error structures, middle-income
example

Heritability (8) Out-performance (A) Upwards mobility
Scenario || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
1 Classical ME =74 -6.4 -9.0 1.1 0.6 2.2 -0.9 -0.7 1.3
0.1) 0.1) (0.1) (0.0) (0.0) (0.0) 0.2) (0.1) 0.2)
2 Correlated additive MEs -4.5 -3.7 -6.1 0.7 -0.0 1.5 -1.0 -0.9 141
0.1) (0.1) (0.1) (0.0) (0.0) (0.0) 0.1) (0.1) (0.1)
3 Multiplicative ME, parent -6.4 0.3 -0.0 -0.6 -5.0 0.0 -3.9 -0.5 0.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.1) (0.0)
4 Multiplicative ME, child 5.4 0.6 -0.0 3.5 5.6 0.0 3.3 3.3 0.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
5  Multiplicative ME, both -1.6 0.0 -0.0 2.8 -0.0 0.0 0.0 0.0 0.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
6  Incomplete education -12.9 -7.8 -6.6 -0.6 -1.3 1.6 -0.8 -0.8 2.4
0.1) 0.1) (0.1) (0.0) (0.0) (0.0) (0.0) (0.0) (0.1)
7 Truncation bias -1.7 -0.6 -1.0 0.1 -0.0 0.0 -0.0 -0.0 0.0
0.1) 0.1) (0.1) (0.0) (0.0) (0.0) 0.1) 0.1) (0.1)
8 Combined -16.1 -10.3 -11.6 11 -0.9 2.7 2.7 0.7 3.6
(0.1) (0.1) (0.1) (0.2) (0.1) (0.0) (0.1) (0.2) (0.2)

Note: cells show the mean bias of each estimator, calculated as per equation (9a) for different estimators and transformations (as
indicated in the columns); each row indicates a specific stylized set of assumptions (see Appendix B3), for which 50 separate
simulations are run and the mean bias and its standard error (in parentheses) are reported.

Source: authors’ estimates.
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Table B6: Mean fractional bias of alternative IGM estimators under different data transforms and simulated error structures,
middle-income example

Heritability (3) Out-performance (&) Upwards mobility
Scenario || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
1 Classical ME -14.0 -13.4 -16.4 8.6 2.8 19.9 -1.3 -0.9 21
0.2) (0.2) (0.2) 0.1) 0.1) 0.2) (0.3) (0.2) (0.3)
2  Correlated additive MEs -8.5 -7.6 -10.8 5.5 -0.1 14.0 -1.3 -1.3 1.7
0.2) 0.2) (0.1) 0.1) 0.1) 0.2) 0.2) (0.2) 0.2)
3 Multiplicative ME, parent -12.5 0.6 -0.0 -5.5 -25.6 0.0 -5.4 -0.7 0.0
(0.0) 0.1) (0.0) (0.0) 0.1) (0.0) 0.1) (0.1) (0.0)
4 Multiplicative ME, child 9.4 1.1 -0.0 252 222 0.0 4.3 4.3 0.0
(0.0) (0.1) (0.0) (0.0) 0.1) (0.0) 0.1) (0.1) (0.0)
5  Multiplicative ME, both -2.9 0.0 -0.0 20.5 -0.0 0.0 0.0 0.0 0.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
6  Incomplete education -26.5 -16.5 -11.7 -5.1 -5.9 15.0 -1.1 -11 3.9
(0.2) (0.1) (0.1) (0.1) (0.1) (0.2) (0.0) (0.0) (0.1)
7  Truncation bias -3.1 -1.2 -1.6 0.6 -0.0 0.3 -0.1 -0.1 0.0
(0.1) (0.1) (0.1) (0.1) (0.1) (0.3) (0.1) (0.1) (0.1)
8 Combined -33.2 -22.2 -21.4 7.7 -4.0 23.8 -3.7 0.9 5.8
(0.3) (0.3) (0.3) (1.8) 0.2) (0.4) (02 (02) (0.3)

Note: cells show the mean fractional bias of each estimator, calculated as per equation (9b) for different estimators and
transformations (as indicated in the columns); each row indicates a specific stylized set of assumptions (see Appendix B3), for
which 50 separate simulations are run and the mean fractional bias and its standard error (in parentheses) are reported.

Source: authors’ estimates.

Table B7: Mean within-estimator rank absolute fractional bias of alternative IGM estimators under different data transforms and
simulated error structures, middle-income example

Heritability (3) Out-performance (A) Upwards mobility
Scenario || Transform — Levels Ref. Rank Levels Ref. Rank Levels Ref. Rank
1 Classical ME 1.8 1.2 3.0 2.0 1.0 3.0 1.4 1.4 2.3
0.1) 0.1) (0.0) (0.0) (0.0) (0.0) (0.1) (0.1) (0.1)
2 Correlated additive MEs 1.9 1.1 3.0 2.0 1.0 3.0 1.3 1.3 24
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.1) (0.1) (0.1)
3  Multiplicative ME, parent 3.0 2.0 1.0 2.0 3.0 1.0 3.0 2.0 1.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
4 Multiplicative ME, child 3.0 2.0 1.0 3.0 2.0 1.0 2.0 2.0 1.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
5  Multiplicative ME, both 3.0 1.9 1.1 3.0 1.6 1.3 1.0 1.0 1.0
(0.0) (0.0) (0.0) (0.0) 0.1) 0.1) (0.0) (0.0) (0.0)
6  Incomplete education 3.0 2.0 1.0 1.1 1.9 3.0 1.0 1.0 3.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
7 Truncation bias 3.0 1.2 1.9 1.8 1.5 2.7 1.3 1.3 24
(0.0) (0.1) (0.0) (0.1) 0.1) 0.1) 0.1) (0.1) 0.1)
8 Combined 3.0 1.8 1.2 2.0 1.0 3.0 2.0 1.2 2.8
(0.0) (0.1) (0.1) (0.0) (0.0) (0.0) 0.1) (0.1) 0.1)

Note: cells show the rank absolute fractional bias across transformation, and its standard error (in parentheses) is reported. The
closer the value to the unity, the smaller the absolute bias; each row indicates a specific stylized set of assumptions (see
Appendix B3), for which 50 separate simulations are run and the absolute bias is calculated as the mean fractional bias absolute
value.

Source: authors’ estimates.
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Table B8: Mean within-transform rank absolute fractional bias of alternative IGM estimators under different data transforms and
simulated error structures, middle-income example

Levels Reference distribution Rank-rank
Scenario || Transform — B A up B4 A up? B A" up”
1 Classical ME 3.0 2.0 1.0 3.0 1.8 1.2 2.0 3.0 1.0
(0.0) (0.0) (0.0) (0.0) 0.1) (0.1) (0.0) (0.0) (0.0)
2 Correlated additive MEs 3.0 2.0 1.0 3.0 1.3 1.7 2.0 3.0 1.0
(0.0) (0.0) (0.0) (0.0) 0.1) 0.1) (0.0) (0.0) (0.0)
3 Multiplicative ME, parent 3.0 1.6 1.4 15 3.0 15 2.0 2.9 1.0
(0.0) (0.1) (0.1) (0.1) (0.0) 0.1) (0.0) (0.1) (0.0)
4 Multiplicative ME, child 2.0 3.0 1.0 1.0 3.0 2.0 1.8 25 1.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.1) (0.1) (0.0)
5  Multiplicative ME, both 2.0 3.0 1.0 2.9 2.0 1.0 2.0 2.8 1.0
(0.0) (0.0) (0.0) 0.1) (0.0) (0.0) (0.0) (0.1) (0.0)
6  Incomplete education 3.0 2.0 1.0 3.0 2.0 1.0 2.0 3.0 1.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
7  Truncation bias 3.0 1.7 1.3 2.6 1.9 15 2.4 22 1.3
(0.0) (0.1) (0.1) (0.1) 0.1) 0.1) (0.1) (0.1) (0.1)
8 Combined 3.0 2.0 1.0 3.0 1.9 1.1 241 2.9 1.0
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)

Note: cells show the rank absolute fractional bias across estimators, and its standard error (in parentheses) is reported. The
closer the value to the unity, the smaller the absolute bias; each row indicates a specific stylized set of assumptions (see
Appendix B3), for which 50 separate simulations are run and the absolute bias is calculated as the mean fractional bias absolute
value.

Source: authors’ estimates.
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B2 Tables for Mozambique

Table B9: Child and parent median years of education by province

Child’s education Parent’s education

Province 1997 2007 2017 1997 2007 2017

N
w
[é,]
\V]
w
]

Niassa

Cabo Delgado
Nampula
Zambezia
Tete

Manica
Sofala
Inhambane
Gaza

Maputo Province
Maputo City

O WWWMNDNDODNDNON
NOoO MDA DA DA OOWLOW
NOoO MDD OO MO DS
O R WWWMNDMNDNDWN
NO AP PP OOOP
NN DA OO O oo oG

Source: authors’ estimates.

Table B10: Relative and absolute mobility measures using a reference distribution transformation (with age restriction), at province
level

(1) () @) (4) ®) (6) ) ®) 9)
Upwards mobility Out-performance Heritability
Province 1997 2007 2017 1997 2007 2017 1997 2007 2017
Niassa 0.372 0.601 0.395 0.224 0.263 0.138 0.370 0.349 0.538
(0.002) (0.002) (0.002) (0.001) (0.001) (0.001) (0.004) (0.003) (0.004)
Cabo Delgado 0.363 0.632 0.336 0.233 0.282 0.117 0.268 0.268 0.535
(0.002) (0.002) (0.002) (0.001) (0.001) (0.001) (0.003) (0.003) (0.003)
Nampula 0.392 0.637 0.352 0.202 0.248 0.126 0.340 0.329 0.567
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Zambezia 0.420 0.682 0.351 0.252 0.292 0.152 0.342 0.295 0.548
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Tete 0.387 0.625 0.425 0.251 0.300 0.168 0.382 0.329 0.539
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.003) (0.002) (0.003)
Manica 0.462 0.810 0.527 0.255 0.364 0.215 0.402 0.287 0.463
(0.002) (0.001) (0.002) (0.001) (0.001) (0.001) (0.003) (0.002) (0.003)
Sofala 0.429 0.766 0.523 0.210 0.316 0.209 0.474 0.352 0.506
(0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Inhambane 0.664 0.860 0.736 0.364 0.426 0.326 0.256 0.239 0.335
(0.002) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.002) (0.003)
Gaza 0.656 0.854 0.685 0.352 0.409 0.316 0.275 0.271 0.370
(0.002) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.002) (0.003)
Maputo Province 0.729 0.750 0.694 0.295 0.352 0.260 0.343 0.330 0.425
(0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.003) (0.002) (0.002)
Maputo City 0.548 0.806 0.780 0.273 0.344 0.281 0.343 0.325 0.361
(0.001) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.002) (0.002)
Mozambique 0.483 0.719 0.493 0.243 0.299 0.200 0.410 0.363 0.508
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001) (0.001)

Note: cells report mean of mobility estimators, calculated separately for each census year and province using a reference
distribution. ‘Mozambique’ is calculated for the whole country, dynamic age effect restriction applied. See Table 8 for
corresponding estimates with no dynamic age effect; standard errors in parentheses.

Source: authors’ estimates.
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Table B11: Intercept point at which average child’s education is expected to out-perform their parents, using a reference distribution
transformation (with age restriction), at province level

Reference distribution Levels
Province 1997 2007 2017 1997 2007 2017
Niassa 0.606 0.655 0.548 3.313 5.701 6.312
(0.002) (0.001) (0.002) (0.021) (0.021) (0.028)
Cabo Delgado 0.568 0.636 0.502 2.706 5.223 5.399
(0.001) (0.001) (0.002) (0.013) (0.015) (0.025)
Nampula 0.556 0.620 0.541 3.182 5.456 6.022
(0.001) (0.001) (0.001) (0.010) (0.010) (0.018)
Zambezia 0.633 0.664 0.587 3.490 5.593 5.799
(0.001) (0.001) (0.001) (0.009) (0.009) (0.015)
Tete 0.657 0.697 0.615 3.731 5.861 6.736
(0.001) (0.001) (0.002) (0.019) (0.016) (0.022)
Manica 0.677 0.760 0.650 4.462 7.163 7.319
(0.001) (0.001) (0.001) (0.018) (0.016) (0.019)
Sofala 0.648 0.738 0.673 4.894 7.503 7.838
(0.001) (0.001) (0.001) (0.019) (0.017) (0.020)
Inhambane 0.740 0.810 0.741 5.046 7.596 7.576
(0.001) (0.001) (0.001) (0.014) (0.018) (0.019)
Gaza 0.736 0.811 0.751 4.981 7.622 7.529
(0.001) (0.001) (0.001) (0.013) (0.018) (0.022)
Maputo Province 0.700 0.775 0.702 6.078 8.835 8.990
(0.001) (0.001) (0.001) (0.015) (0.017) (0.016)
Maputo City 0.665 0.760 0.689 7.209 10.022 9.740
(0.001) (0.001) (0.001) (0.014) (0.018) (0.017)
Mozambique 0.662 0.720 0.656 4.693 7.058 7.458

(0.000) (0.000) (0.000) (0.005) (0.005) (0.006)

Note: cells report mean of mobility estimators, calculated separately for each census year and province using a reference
distribution. ‘Mozambique’ is calculated for the whole country, dynamic age effect restriction applied; the intersection point
indicates the intersection with the line of equality and, thus, the highest level of parental education below which offspring
outcomes are expected to exceed those of their parents, on average. See Table 9 for corresponding estimates with no dynamic
age effect; standard errors in parentheses.

Source: authors’ estimates.
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B3 Graphs

Figure B1: Upwards mobility using a reference distribution transformation (with age restriction)—Mozambique at posto adminis-
trativo level

Census 1997 Census 2007 Census 2017

Q7

A\
b{;ﬁ‘.’i’ ah

.
M

“
—
s

(0.73,0.95] (057,0.73] (0.43,057]
(0.29,0.43] [0.07,0.29] No data

Note: graphs report mean of upwards mobility estimator, calculated separately for each census year and posto administrativo
using a reference distribution; dynamic age effect restriction applied. See Figure 5 for corresponding estimates with no dynamic

age effect.
Source: authors’ estimates

Figure B2: Out-performance using a reference distribution transformation (with age restriction)—Mozambique at posto adminis-
trativo level

Census 1997 Census 2007 Census 2017
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Note: graphs report mean of out-performance mobility estimator, calculated separately for each census year and posto
administrativo using a reference distribution; dynamic age effect restriction applied. See Figure 6 for corresponding estimates

with no dynamic age effect.
Source: authors’ estimates
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Figure B3: Heritability using a reference distribution transformation (with age restriction)—Mozambique at posto administrativo
level

Census 1997 Census 2007 Census 2017

(0.47,0.70] (0.37,047] (0.27,0.37]
(0.19,0.27] [0.00,0.19] No data

Note: graphs report mean of the heritability estimator, calculated separately for each census year and posto administrativo using
a reference distribution; dynamic age effect restriction applied. See Figure 7 for corresponding estimates with no dynamic age

effect.
Source: authors’ estimates.
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