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The Impact of Fake Reviews on Reputation Systems and
Efficiency*
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Abstract5

Online interactions are frequently governed by reputation systems that allow users to evaluate
each other after an interaction. Effective reputation systems can increase trust and may improve
efficiency in market settings. In recent years, however, fake reviews have become increasingly
prevalent. Since it is difficult to clearly identify fake reviews in field studies, we design a lab-
oratory experiment. Using a repeated public good game with a reputation system, we study10

(i) how feedback manipulation influences the reliability of average ratings and (ii) whether the
existence of manipulated ratings reduces efficiency. We find that feedback manipulation gen-
erally decreases the reliability of average ratings in comparison to a control treatment where
cheating is not possible. When manipulation is possible and free, average ratings become less
reliable, expectations are lower and both cooperation and efficiency are significantly reduced.15

When there are costs of manipulation, however, average ratings are more reliable and con-
tributions and efficiency are not impaired. Interestingly, this is the case even when costs of
manipulation are comparatively low.
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1 Introduction
Many online platforms use reputation systems that allow users to evaluate each other after an
interaction. Websites using reputation systems not only include businesses such as eBay, Amazon,
TripAdvisor and Yelp, but also online communities such as Stack Exchange. A number of studies25

have shown that effective reputation systems increase trust among parties involved in an interaction
(e.g. Ba & Pavlou 2002). In online marketplaces, reputation systems can reduce risks for customers
by lowering information asymmetries and can help realize efficiency-gains for market participants
(Hui et al. 2016, Tadelis 2016). Furthermore, the existence of a reputation system can have positive
effects on trust, expectations, cooperation and efficiency in experimental settings such as trust30

games (Masclet & Pénard 2012), prisoner’s dilemma games (Stahl 2013) and public good games
(Greiff & Paetzel 2016, 2020).1

In order for a reputation system to be effective, it is vital that the users of the service can
rely on the feedback provided by others. Reliability is high when the quality of the product or
the past behavior of the interaction partner is strongly correlated with the rating displayed by the35

online platform. However, studies indicate that online reputation systems might suffer from several
problems that negatively affect the reliability of overall (i.e., average) ratings. The first concern is
selection bias. In particular, customers who are either extremely satisfied or dissatisfied are more
likely to submit a review than those who have had a moderate experience (Hu et al. 2017, Karaman
2020, Schoenmueller et al. 2020). Another problem arises when feedback is assigned sequentially.40

In these situations, the first-mover might not report a bad experience by assigning a negative rating
in order to avoid receiving a negative rating in return from the second-mover (Bolton et al. 2013,
Fradkin et al. 2018, Bolton et al. 2019, Masclet & Pénard 2012).

Furthermore, and given its prevalence perhaps most importantly, there is evidence that many
users of online platforms post or buy manipulated reviews of themselves or their products in order45

to artificially improve their reputation. Scientific studies (Ott et al. 2012, Mayzlin et al. 2014, Luca
& Zervas 2016) and recent media reports indicate that the problem of fake reviews is widespread,
although the precise extent of the problem is difficult to estimate.2 To tackle the problem, online
platforms such as Yelp and Amazon use algorithms and filters to identify and remove content that
is thought to be fraudulent. Algorithms commonly use IP addresses, language or content in order to50

detect fake reviews, although many firms do not disclose much about the methodology or the extent
to which potential fake reviews are removed.3 If a fake review is detected, the review is deleted
and users may receive fines or be banned from using the service.4 In order to avoid detection,

1For surveys of the literature, see Chen et al. (2020), Greiff & Paetzel (2020), Athey & Luca (2019), Luca (2017)
and Dellarocas (2003).

2While Ott et al. (2012) suspect that up to 6% of reviews on sites like Yelp and TripAdvisor may be deceptive,
Luca & Zervas (2016) report that 16 % of reviews on Yelp are identified by Yelp’s algorithm as potential fakes. The
consumer group Which Travel, which is based in the United Kingdom, analyzed a total of almost 250,000 reviews of
popular tourist destinations. According to their research, one in seven of the hotels had “blatant hallmarks” of fake
reviews, while others raised “serious concerns”. TripAdvisor has reacted to the reports and has removed these reviews
(The Guardian 2019).

3In a sector inquiry, the German Federal Cartel Office (Bundeskartellamt) found that online platforms use a variety
of different measures to identify fake content (German Federal Cartel Office 2020). Some websites put restrictions on
those who can post reviews: on Amazon.com, for example, a review can only be submitted if a user has spent at least
$50 in the past 12 months.

4In a recent settlement, the American Federal Trade Commission fined the two companies “Devumi” and “Sunday
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some businesses are willing to spend money on fake reviews that are not easily distinguished from
real reviews. Several websites openly sell fake reviews on the Internet. The independent German55

consumer organization Stiftung Warentest recently reported that fake reviews are available for 10
Euros per review (Stiftung Warentest 2020).

This raises the following question: How does the existence of manipulated feedback influence
(i) the reliability of average ratings, and (ii) trust in average ratings and the efficiency of the reputa-
tion system? In addition, algorithms and other detection devices may mitigate the negative effects60

of fake reviews on overall review quality as they introduce costs of manipulation. Businesses con-
tinuously relying on fake reviews face the prospect of getting fined for manipulation or they have
to buy “better” fake reviews that are not easily detected as fakes and hence removed. Therefore,
a second important question is whether introducing manipulation costs has a positive influence on
(i) and (ii) compared to a scenario without manipulation costs.65

In field studies, it is difficult to clearly identify if a review is fake or real. This is acknowledged
by several authors (e.g. Mayzlin et al. 2014, Luca & Zervas 2016). As a result, the extent of fake
reviews on a platform can only be estimated and answering the aforementioned questions with
field data is naturally difficult. This study therefore addresses these questions using a laboratory
experiment. In contrast to field studies, we are always aware whether a rating has been manipulated70

or not and we can precisely estimate the reliability of average ratings.
Our experiment builds on Greiff & Paetzel (2016) and Greiff & Paetzel (2020). The partici-

pants play a repeated public good game with a group size of two and absolute stranger matching to
imitate simplified market interactions. Using a public good game allows the players to easily rate
how much the other person has contributed to a collective outcome.5 At the end of each period,75

participants evaluate each other by assigning a rating, and, in the next stage, receive information
on how they were evaluated by their partner. At this juncture, participants can manipulate (i.e., im-
prove) the rating that the partner has given them and thus try to artificially improve their reputation.
We conduct three treatments in which the cost to improve the rating varies: no costs, low costs or
high costs. Then, at the beginning of the next period, participants receive information about their80

own and their new partner’s average rating of the preceding periods, but they are not informed on
whether the rating of the new partner has been manipulated or not. As a control, we conduct an
additional treatment where manipulation is not possible.

The setting allows us to study the impact of manipulated feedback on several variables, includ-
ing individual evaluation behavior, reliability of ratings, trust (positive expectations) and overall85

efficiency of the reputation system. We can not only identify fake ratings unambiguously but also
exclude other potential problems of reputation systems, including the negative effects of selection
bias and sequential feedback: In our experiment, participants cannot refrain from rating others,
interact only once and evaluate each other simultaneously. One may argue that in reality, users

Riley Skincare” for faking reviews of their products, which was deemed deceptive marketing (Federal Trade Commis-
sion 2019). In a similar case, 19 companies who were writing or commissioning fake reviews had to pay more than
$350,000 in penalties (New York State Office of the Attorney General 2013). In Canada, the national Competition Bu-
reau fined the telecommunication provider Bell $1.25 million for encouraging employees to write fake online reviews
for their phone apps (CBC News 2015).

5One could also use a trust game or a market experiment to explore our research questions. We chose a public
good game because it allows us to compute a clean measure for the quality of the ratings that are displayed to the
subjects. Furthermore, the overriding mechanism driving reputation and reliability of ratings should be independent
of the underlying game and therefore be applicable to other circumstances.
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of online platforms usually cannot improve the ratings received by others, which is possible in90

our design, but rather improve their rating by posting additional positive fake reviews. However,
notice that the outcome of manipulated ratings and positive fake reviews is the same: The average
rating of a subject increases in both cases. Hence, we believe that our experimental approach offers
insights into effects of fake reviews on reputation systems that can complement field studies on the
subject. To the best of our knowledge, this study is the first experiment that enables participants to95

manipulate feedback given by others.
We find that many subjects manipulate their rating if given the chance. Hence, the ability to

manipulate feedback decreases the reliability of average ratings. In particular, average ratings are
less informative about past behavior when subjects are able to manipulate the rating received by
their transaction partner without incurring any costs. Consequently, subjects do not trust average100

ratings in this scenario and contributions and overall efficiency are significantly lower than in the
other treatments. In the two treatments with manipulation costs, on the other hand, there is less
cheating and average ratings are more reliable. Interestingly, while the reliability of ratings is
higher with high manipulation costs than with low manipulation costs, contributions and overall
efficiency are on similar levels in both treatments. Our findings suggest that reputation systems will105

not work effectively if an online platform does not remove fake content or does not punish the ma-
nipulation of reviews. Reputation systems are more efficient when there are costs of manipulation.
However, the manipulation costs do not necessarily have to be high: For the reputation system to
work effectively, comparatively low costs of manipulation are sufficient. Our results support anec-
dotal evidence about fake reviews: Even though most users are aware that fake reviews exist, they110

continue to consult and partially rely on online feedback when making their decisions, especially
when the platform has a system in place that at least removes the most obvious fake reviews.

Our paper not only contributes to research on reputation systems, but also speaks to the promi-
nent literature about cheating behavior in economic experiments (e.g. Fischbacher & Föllmi-Heusi
2013, Charness et al. 2014, Gneezy et al. 2018, Abeler et al. 2019, Necker & Paetzel 2020). This115

branch of literature stresses that (i) subjects cheat, (ii) but not to the full extent, and (iii) subjects’
cheating behavior does not necessarily depend on the costs and benefits of a lie. Abeler et al.
(2019) find evidence that subjects have a preference for being honest and a preference for being
seen as honest. Their conclusions are based on a meta-study analyzing behavior in the very spe-
cific “roll-a-die and report the outcome” experiment, which was first developed by Fischbacher120

& Föllmi-Heusi (2013). Gneezy et al. (2018) argue that lying aversion explains why subjects do
not lie to the full extent. Our study contributes to this literature by analyzing cheating behavior
in a fundamentally different experiment with repeated interactions. In the presence of reputation
systems in repeated interactions, the incentive to build a reputation to gain from cooperation might
dominate a preference for being (perceived as) honest. In line with previous findings on cheating125

behavior in other experiments, our results also indicate that subjects cheat, albeit not to the full
extent. However, as opposed to previous literature, we find clear evidence that the net outcome of
a lie (a function of costs and expected benefits) significantly matters for the decision to cheat. In
addition, we find that in the treatment with no cheating costs, the preference for “having a good
reputation” seems to be more important than a preference for being honest.130

The organization of this paper is as follows. In Section 2 we present the experimental design
and treatments and motivate the main research question in further detail. Results are presented in
Section 3 while Section 4 concludes the paper.
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2 The Experiment

2.1 Experimental Design135

The experimental design is based on previous experimental work on reputation systems by Greiff
& Paetzel (2015, 2016, 2020). In this study, we add a manipulation stage to the experiment. The
participants in our experiment play a repeated public good game over 15 periods with varying
partners. In each period, participants are randomly and anonymously paired and each participant
makes several decisions.140

First, we elicit the participants’ expectations about their partners’ contributions. Second, the
subjects simultaneously choose how much of their endowment (e = 3) they want to contribute to
a public good (c ∈ {0, 1, 2, 3}). Assume participant i is being matched with participant j. Then,
i’s initial payoff is given by πi(ci, cj) = 4(ei − ci) + 3(ci + cj) − 2. Third, after participants are
informed about choices (contributions) and initial payoffs, each participant evaluates the contribu-145

tion decision of their partner. Participants simultaneously assess each other’s decision by assigning
between 0 and 10 stars. The participants are explicitly told that 0 stars corresponds to the worst
and 10 stars to the best possible rating.6 Fourth, participants are informed about the rating that the
partner has given them. At this juncture, our treatment variation comes into place (see Table 1). In
the treatment No costs, subjects can improve the rating that the partner has given them without in-150

curring any costs.7 In the treatments Low costs and High costs, subjects are able to buy additional
stars, with one star costing 20 cents in Low costs and 60 cents in High costs. If a subject buys
additional “fake” stars in these treatments, then the costs are subtracted from the initial payoff de-
scribed above. The real rating of the partner and the fake stars that a subject adds to her evaluation
make up the rating for a round in No costs, Low costs and High costs. In the Control treatment, the155

manipulation of the rating given by the partner is not possible and subjects go straight to the next
period.

Treatment Manipulation Costs of adding an additional “fake” star

Control Not possible –
No costs Possible 0 cents
Low costs Possible 20 cents
High costs Possible 60 cents

Table 1: Treatment Structure

Afterwards, participants are re-matched. In the next period, participants receive information
about their new partner’s average rating and their own average rating of the three preceding periods.
The displayed average rating in the treatments No costs, Low costs and High costs may include160

round ratings that have been manipulated. However, subjects are not informed on whether the
average rating of the new partner has in any way been manipulated in the preceding periods or not.

Henceforth, we will use the terms “real rating” for the rating received by the partner (which
consists of “real stars”), “fake stars” for additional stars added to the real rating in each period,

6Obviously, participants can still assess whether 10 stars is indeed the “best” rating possible from their point of
view.

7Reducing the rating is not possible in any of the treatments.
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“round rating” for the sum of real stars and fake stars in each period and “displayed rating” for the165

average round rating that is displayed to the subjects.8

2.2 Conjectures
Generally, a reputation system in a public good game enables two mechanisms that may foster
cooperation. First, subjects may cooperate with those who have earned a good reputation (indirect
reciprocity). Second, subjects may cooperate with those whom they expect to cooperate as well,170

and use reputation as a predictor of cooperation (conditional cooperation). As shown by Greiff &
Paetzel (2016), the introduction of a reputation system that is based on evaluations increases con-
tributions to the public good compared to baseline game with no reputation mechanism, largely
because ratings are indeed informative about the past behavior of subjects: Despite the fact that
ratings are subjective and may contain noise, there is a positive correlation between cooperation175

and ratings, and this is common knowledge. Importantly, cooperation only increases when partic-
ipants know not only the rating of their partner, but also their own rating. Using information about
their own ratings, subjects are able to form second-order beliefs. Positive first- and second-order
beliefs are a necessary precondition for conditional cooperation. The use of average ratings in our
design is based on Greiff & Paetzel (2020), whose results indicate that contributions are highest180

when subjects receive information about their own average rating and the average rating of their
partner. Displaying average ratings also allows us to study the impact of fake reviews on the reli-
ability of overall ratings: As mentioned in the introduction, positive fake reviews and manipulated
ratings both increase the average rating of a subject.

The first question we want to answer is whether the ability to manipulate feedback decreases185

the reliability of displayed ratings and if this leads to a less efficient outcome. For this purpose, we
compare the treatments Control and No costs. The results of our Control treatment are taken from
Greiff & Paetzel (2020). Hence, we know that in Control, displayed ratings are informative about
past behavior and lead to higher contributions compared to a scenario without a reputation system.
In No costs, on the other hand, the subjects have no way of knowing whether the displayed rating190

of their partner is real or manipulated. Furthermore, adding additional fake stars to the real rating
has no consequences for the participants in this treatment on any level. Hence, we hypothesize that
displayed ratings are not informative about past behavior in No costs. If this is the case, displayed
ratings are useless and we expect contributions to be lower than in Control since the two mech-
anisms that foster cooperation (indirect reciprocity and conditional cooperation) are not as easily195

available to subjects as with truthful evaluations.

Main Hypothesis In contrast to the Control treatment, displayed ratings in the treatment No costs
are not informative about the past behavior of participants. We expect contributions and overall
efficiency to be lower in No costs than in Control.200

Our second research question addresses whether introducing manipulation costs in the treat-
ments Low costs and High costs has a positive influence on the reliability of displayed ratings

8In period 2, displayed ratings are round ratings from period 1. In period 3, displayed ratings are averages over
round ratings in periods 1 and 2. Starting in period 4, displayed ratings are computed based on the last three round
ratings.
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compared to the No costs treatment. If there are manipulation costs, subjects may add fewer stars
to their real rating than in No costs or may even refrain from buying fake stars altogether. If this is205

the case, displayed ratings should be more informative about past behavior in Low costs and High
costs than in No costs. As a consequence, contributions and overall efficiency may also be higher
in Low costs and High costs than in No costs.

We conjecture that subjects add fewer fake stars to their rating compared to No costs when the
manipulation costs are sufficiently high. However, we consider it an empirical question how high210

the costs have to be in our experiment in order to change participants’ behavior in the hypothesized
direction. We therefore conduct two treatments with differing costs. In High costs, adding an
additional fake star to the real rating costs 60 cents. Hence, subjects are always able to buy ten
additional stars and still have a positive payoff in every possible scenario (1 euro in the worst-case
scenario; compare the payoff table in Figure 8, Appendix A). Choosing 20 cents in Low costs is to215

some extent arbitrary. We choose this amount because (i) it is considerably less than 60 cents and
(ii) still has a noticeable impact on participants’ payoff.

2.3 Procedures
For the three treatments in which manipulation was possible we ran four sessions with 18 partic-
ipants each, and in the control treatment we ran five sessions with 18 participants each.9 In total,220

306 participants took part in our experiment, which resulted in 4590 observations over 15 periods
of play. The sessions lasted for about 80 minutes. We programmed the experiment using z-tree
(Fischbacher 2007). Participants were mostly undergraduate students from various disciplines,
recruited via the software hroot (Bock et al. 2014). The experiment was carried out at WISO
laboratory at the University of Hamburg.225

All participants received a show-up fee of 5 euros. In addition, they received a variable payoff
consisting of two parts. One period was randomly selected and participants’ contributions in this
period determined the first part of the variable payoff. If a subject was in one of the treatments Low
costs or High costs and bought fake stars in this period, the costs were subtracted from the payoff.
Then, another period was randomly selected. If a participant’s expectation in this particular period230

was correct, the second part of the variable payoff was 4 euros. If the expectation was incorrect,
the second part of the variable payoff was 0 euros. Since two different periods were randomly
selected, hedging was not possible. All this was common knowledge among participants. Average
payments (including the show-up fee) were 18.05 euros.

3 Results235

The analysis of the impact of fake stars on reputation systems and efficiency makes it necessary
to dissect the complete transmission channel from evaluation behavior to cheating behavior, the
forming of expectations and contribution behavior. In Subsection 3.1 we dissect (i) how and to what
extent participants make use of fake stars, (ii) how participants evaluate each other and (iii) how
reliable round ratings and displayed ratings are in each treatment. In Subsection 3.2 we analyze240

contribution behavior and subsequently efficiency. In Subsection 3.3 we analyze expectations in

9Observations of the treatment Control are borrowed from the treatment AVE3 in Greiff & Paetzel (2020).
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further detail. The analysis of expectations dissects how participants decide on their contributions
based on both displayed ratings and opportunities to cheat.

3.1 Fake Stars, Evaluation Behavior and Reliability of Displayed Ratings
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Figure 1: Subfigure (a) shows average numbers of fake stars. Subfigure (b) presents fake stars over time.

Figure 1 shows to what extent participants make use of fake stars. The left panel (Figure 1a)245

shows that with no costs, cheating is almost twice as high as in the case of low costs and about four
times higher than in case of high costs. It can be taken from this bar chart that, with increasing
costs, average fake stars decrease substantially and significantly.10 In the treatment No costs, only
3 out of 72 subjects never added a single fake star. In the treatment Low costs, 18 of 72 subjects
never bought a fake star and in High costs, 31 of 72 subjects never bought a fake star. Or to put it250

the other way around, the fraction of cheaters is decreasing with increasing costs for fake stars.
The right panel (Figure 1b) shows that the treatment differences persist continuously over time.

Interestingly, in No costs, fake stars seem to increase over time, whereas in High costs, average
fake stars seem to persist on a low but constant level. Figure 1b also shows an end-game effect in
the treatments Low costs and High costs, whereas no end-game effect occurs in the treatment No255

costs.
The descriptive analysis is confirmed by random effects regressions, displayed in Table 2, in

which we regress fake stars on the partner’s contribution (cj), the participant’s own contribution
(ci), the participant’s own - (ei) and the partner’s recently received real rating (ej), period (1,...,15)
and some interactions. We include indicator variables for treatments, taking High costs as the260

baseline category. Control is not integrated because adding fake stars was not possible in this
treatment.

Regressions (1) - (6) in Table 2 show that both treatment dummies are positive and significant,
meaning that in No costs and in Low costs, the usage of fake stars is significantly higher than in the
baseline High costs. Additionally, a Wald-test shows that both treatment dummies are significantly265

10Non parametric tests corroborate this relationship with high significance (p < 0.001).
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(1) (2) (3) (4) (5) (6)
No costs 2.911*** 1.789*** 3.427*** 2.100*** 3.050*** 1.853***

(0.259) (0.371) (0.257) (0.325) (0.265) (0.375)
Low costs 1.196*** 0.885* 1.579*** 1.433*** 1.278*** 0.935*

(0.286) (0.394) (0.291) (0.372) (0.286) (0.394)
cj 0.240*** 0.266***

(0.065) (0.064)
ci -0.002 0.022

(0.070) (0.070)
ej -0.483*** -0.490***

(0.030) (0.030)
ei 0.026 0.016

(0.021) (0.020)
disappointment 0.538** 0.566***
(ci/(1+ej)) (0.167) (0.168)
relative evaluation 0.424** 0.450**
(cj /(1+ei)) (0.152) (0.150)
Period 0.021 -0.038** -0.030* -0.091*** 0.034* -0.030*

(0.015) (0.014) (0.013) (0.017) (0.015) (0.014)
No costs×Period 0.140*** 0.170*** 0.151***

(0.034) (0.028) (0.035)
Low costs×Period 0.039 0.019 0.043

(0.030) (0.027) (0.030)
Constant 0.453* 0.931*** 2.559*** 3.052*** 0.058 0.553**

(0.181) (0.202) (0.296) (0.334) (0.193) (0.205)
N 3240 3240 3240 3240 3240 3240
R2(within) 0.001 0.010 0.433 0.447 0.014 0.024
R2(between) 0.307 0.307 0.442 0.440 0.292 0.291
R2(overall) 0.118 0.123 0.434 0.443 0.120 0.126

Table 2: Fake stars as a function of partner’s contribution cj , participant’s own contribution ci, treatment dummies
No costs and Low costs. ei is the participants’ own real rating assigned to the partner and ej is the partner’s real
rating. High costs is the baseline treatment. Regressions are random effects regressions with robust standard errors.
Observations from Control are not considered. Significance levels: ∗ for p < 0.05, ∗∗ for p < 0.01, ∗∗∗ for p < 0.001.

different. Unsurprisingly, the usage of fake stars is highest when it is free (No costs). The costs of
fake stars are taken into account systematically by participants. One might interpret these findings
as evidence of a rational decision by participants to use fake stars.

Regression (2) in Table 2 depicts that the interaction variable No costs×Period is positive and
significant. This confirms the visual inspection above. There is a positive time trend only in No270

costs. Regressions (4) - (6) analyze possible motivations for making use of fake stars in further
detail. It turns out that the use of fake stars increases with the partner’s contribution (cj) and
decreases with the real rating (ej). Another way to understand fake behavior can be achieved
through analyzing ’disappointment’ as the relation between the participant’s own contribution and

9



the real rating received from the interaction partner (ci/(1+ej)), considering the participant’s own275

relative real rating compared to the partner’s contribution ((cj/(1+ei)). Regressions (5) and (6)
show two things: (i) The higher the disappointment, the more fake stars are chosen, and (ii) the
fewer real stars a participant assigns to her partner, the more fake stars are selected.

Result 1 Participants use fake stars, and the amount of fake stars and the fraction of cheaters de-
creases with increasing costs. The usage of fake stars increases over time, but only when cheating280

is free. The fewer real stars a participant gets, the more she makes use of fake stars.
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Figure 2: The graphs show the mean values and 95% confidence intervals of the real rating assigned to the partner
(y-axis). Each panel shows means and confidence intervals for a given contribution (c = 0, c = 1, c = 2, c = 3)
dependent on the treatment (x-axis). Order of treatments (x-axis): Control, No costs, Low costs and High costs.

Next, we analyze evaluation behavior, which refers to the rating a participant receives from
her interaction partner (i.e., fake stars are not included). We analyze if real ratings correlate with
behavior in the four treatments. Pooled over all participants and periods, the rank correlation
between the partner’s contribution and the real rating the partner received within the same period285

is 0.715 in Control, 0.5192 in No costs, 0.822 in Low costs, and 0.688 in High costs. Spearman’s
correlation tests reveal that all correlations are significant and positive (p < 0.001). Hence, real
ratings are noisy but are good predictors of behavior. All correlations are significantly different
(p < 0.001) except the correlations in Control and High costs (p = 0.316).11 The correlation of
contributions and ratings differ significantly between treatments: With increasing costs for fake290

stars, correlations are higher.

11The p-values from the comparisons of correlations between treatments are bootstrapped with 1000 repetitions.
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(5) (6) (7) (8) (9)
cj 2.195*** 2.256*** 2.137*** 2.149*** 2.160***

(0.072) (0.132) (0.076) (0.075) (0.074)
No costs 1.335*** 1.833*** 1.039*** 1.020** 0.338

(0.292) (0.440) (0.311) (0.310) (0.398)
Low costs 0.084 -0.398 -0.126 -0.151 -0.161

(0.203) (0.341) (0.216) (0.214) (0.298)
High costs -0.415 -0.331 -0.454 -0.450 -0.630

(0.255) (0.346) (0.266) (0.265) (0.374)
ci 0.015 -0.009 -0.029 -0.008 0.004

(0.056) (0.057) (0.059) (0.059) (0.059)
ri 0.020 0.029 0.019

(0.026) (0.026) (0.026)
rj 0.070*** 0.071*** 0.064**

(0.021) (0.021) (0.020)
Period 0.029* 0.001

(0.015) (0.023)
No costs×cj -0.506*

(0.204)
Low costs×cj 0.314

(0.174)
High costs×cj -0.061

(0.189)
No costs×Period 0.089*

(0.043)
Low costs×Period 0.006

(0.033)
High costs×Period 0.021

(0.039)
Constant 1.882*** 1.830*** 1.543*** 1.201*** 1.496***

(0.190) (0.259) (0.248) (0.294) (0.320)
N 4590 4590 4284 4284 4284
R2(within) 0.533 0.542 0.532 0.533 0.534
R2(between) 0.425 0.430 0.429 0.430 0.428
R2(overall) 0.505 0.513 0.503 0.504 0.505

Table 3: Real ratings as a function of the partner’s contribution cj , the participant’s own contribution ci, treatment
dummies No costs, Low costs and High costs. ri is the participant’s own and rj is the partner’s displayed rating.
Control is the baseline treatment. Regressions are random effects regressions with robust standard errors. In regression
(1), N is 4590 and therewith 306 cases higher than in the remaining regressions because observations from the very
first period are also considered. In regressions (6) - (8), the consideration of ri and rj excludes observations from the
first period because no previous rating can be considered (therefore, ri and rj are not available in the first period).
Significance levels: ∗ for p < 0.05, ∗∗ for p < 0.01, ∗ ∗ ∗ for p < 0.001.
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In all treatments, low contributions tend to receive bad real ratings and high contributions re-
ceive good real ratings (compare Figure 2). However, in No costs, real ratings for low contributions
are higher and therefore less distinctive. Participants receive on average almost 4 (5) stars for con-
tributions of c = 0 (c = 1), which is significantly more than what counterparts from the other295

treatments receive (compare the two sub-panels in Figure 2 furthest to the left).
The analysis of correlations and the visual inspection are confirmed by random effects regres-

sions, displayed in Table 3, in which we regress the real rating assigned to the partner on the
partner’s contribution (cj), controlling for the participant’s own (ri) and the partner’s displayed rat-
ing (rj), the participant’s own contribution (ci), time effects and interactions. We include indicator300

variables for treatments, taking Control as the baseline category.
Regression (5) - (9) in Table 3 corroborate that with increasing contributions (cj), participants

assign more real stars. The coefficient of cj is positive and significant. The regressions also re-
veal that only the dummy variable for No costs is significantly different to the benchmark case
Control. Participants assign significantly more real stars when cheating is free. Regression (6)305

shows that the interaction variable No costs×cj is significantly negative. The relationship between
contribution and real stars is lower when there are no costs for fake stars. Regressions (8) and (9)
corroborate that the positive time effect is only driven by evaluation behavior in treatment No costs
(the coefficient of the interaction No costs×Period is positive and significant).

Result 2 High contributions lead to better real ratings than low contributions in all treatments.310

However, this positive relationship is weaker when fake stars are free, where real ratings inflate
over time.
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Figure 3: The bar chart shows means of round ratings, means of real stars and means of fake stars in the four
treatments Control, No costs, Low costs and High costs.

In a final step, we depict the round rating, which is composed of the fake stars and real stars
from one period. Figure 3 summarizes the means of this variable. It can be taken from Figure
3 that the mean of real stars does not differ between treatments, whereas the mean of fake stars315

differs between treatments (compare the analysis above). Moreover, in No costs, the mean of the
round rating is about 9 stars, which shows that round ratings in this treatment are almost always
near the maximum of 10 stars.
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In order to analyze whether the round rating is informative about past behavior, we look at the
correlation between a participant’s own contribution and round rating. Pooled over all participants320

and periods, the rank correlation between a participant’s own contribution and round rating within
the same period is 0.715 in Control, 0.200 in No costs, 0.583 in Low costs, and 0.660 in High
costs. Spearman’s correlation tests reveal that all correlations are significant and positive (p <
0.001). A series of difference-tests with bootstrapped standard errors reveal that all correlations
are significantly different with p-values of p = 0.038 when comparing Control and High costs,325

p = 0.012 when comparing Low costs and High costs and with p < 0.001 for all remaining
treatment comparisons.

The analysis of the correlation between round ratings and contributions reveals that the relia-
bility of ratings is highest in Control and lowest in No costs. Moreover, when the costs of cheating
increase, the reliability (correlation) increases significantly. Another way to look at this correlation330

is presented in Figure 4, which is the equivalent of Figure 2, but with round ratings (i.e., fake stars
plus real stars) instead of only the real ratings.
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Figure 4: The graphs show the mean values and 95% confidence intervals of the round rating at the end of a period
(y-axis). Each panel shows means and confidence intervals for a given contribution (c = 0, c = 1, c = 2, c = 3)
dependent on the treatment (x-axis). Order of treatments (x-axis): Control, No costs, Low costs and High costs.

Remember that in the experiment, participants are only informed about the displayed rating,
which refers to the average round rating of the last three periods. In this subsection 3.1, our
analysis concerning the reliability of ratings has instead focused on the round rating. Such an335

analysis is more accurate than analyzing the displayed rating because for each single contribution,
the resulting real rating, fake stars and round rating can be studied. Moreover, if round ratings are
informative in each period, then the average round rating (i.e., the displayed rating) also has to be
informative about contribution behavior. Hence, we conclude the following:
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Result 3 Displayed ratings are most reliable in Control and least reliable in No Costs. With340

increasing costs for fake stars, the reliability of displayed ratings increases as well. Ratings in
High costs are nearly as informative about behavior as in Control.

In the following subsections, we focus our analysis on the displayed rating (ri and rj) in order
to analyze contributions, efficiency and expectations.

3.2 Contributions and Efficiency345

In this section, we analyze contributions and efficiency. Table 4 summarizes some descriptive
statistics and the distribution of contributions by treatment. We observe that in the treatment No
costs, the mean of contributions (0.95) is much lower than in Control (1.43), Low costs (1.52) and
High costs (1.32), where contributions are on a similar level. The distribution of contributions
between treatments (compare Table 4) indicates that the differences in means can be explained by350

substantially more free-riders (c = 0) and less participants with full contributions (c = 3) in No
costs than in the other treatments.

Mean Distribution of Contributions
Treatment (sd) 0 1 2 3 Total

Control 1.43 579 147 90 534 1350
(1.38) 42.89% 10.89% 6.67% 39.56% 100.00%

No costs 0.95 679 60 59 282 1080
(1.31) 62.87% 5.56% 5.46% 26.11% 100.00%

Low costs 1.52 484 49 48 499 1080
(1.44) 44.81% 4.54% 4.44% 46.20% 100.00%

High costs 1.32 549 63 42 426 1080
(1.42) 50.83% 5.83% 3.89% 39.44% 100.00%

Table 4: Mean and distribution of contributions by treatment (data pooled across periods).

Figure 5b shows that in all treatments, contributions decrease over time. However, in treatment
No costs contributions are always lower than in the remaining treatments, except for the second
period. The latter finding is important because in addition to our random allocation into treatments,355

participants in No costs seem to not differ in their general propensity to contribute. Interestingly,
contributions decrease smoothly over time and the end-game effect is rather weak.12

Pooled over periods, the difference in contributions between Control and No costs is 0.48 (1.43-
0.95) (see Table 4 and Figure 5a). A Mann-Whitney-test with session averages shows that this
difference is significant (p = 0.028, z = −2.205). A series of Mann-Whitney-tests also reveal360

that contributions in Control do not differ from contributions both in Low costs and High costs.13

12This finding is in line with several public good games with social approval. Without social approval, most repeated
public good experiments find a sharp drop in contributions in the last periods. Compare Greiff & Paetzel (2020), Greiff
& Paetzel (2015) and Pan & Houser (2017) for further details.

13When we compare contributions in Control and contributions in Low costs, we find a difference of 0.09 (1.52-
1.43), which is insignificant (p = 1, z = 0); when we compare contributions in Control and contributions in High
costs, we find a difference of 0.11 (1.43-1.32), which is also insignificant (p = 0.9021, z = −0.123).
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Figure 5: Subfigure (a) shows average contributions. Subfigure (b) presents contributions over time.

Contributions are about 50% lower when cheating is possible and free. The remaining treatment
comparisons are delegated to the following regression analysis.

So far, we have investigated ratings and contributions separately. In the following, we will
analyze how displayed ratings (ri and rj) affect contributions. Remember that displayed ratings365

are averages of round ratings, including fake stars and real stars.
Regressions in Table 5 show how contributions are affected by the information contained in

the participant’s own displayed rating ri and the partner’s displayed rating rj . While regressions
(10) to (13) are treatment-specific, regressions (14) to (16) are based on the pooled data from all
four treatments. In all regressions, both the participant’s own and the partner’s displayed ratings370

have a significant and positive effect on contributions, which makes the information provided by
the reputation system reliable even when cheating is free. It can also be taken from all regressions
that there is a negative time trend when we control for displayed ratings (except for Control).

In regressions (14) to (16), we include indicator variables for treatments, taking Control as
the baseline condition. In regression (14), only the indicator variable for No costs is significantly375

negative. Hence, contributions are significantly lower in No costs than in the other treatments. A
Wald-test reveals that in regression (15) there is no significant difference between the indicator
variables for Low costs and High costs (p = 0.2207). Regression (15) shows that when displayed
ratings are considered, the indicator variable for Low costs is also significantly negative. Only
High costs shows contributions similar to contributions in Control.380

Note that in regressions (10), (12) and (13), the coefficient of the partner’s displayed rating (rj)
is about twice as large as in regressions (11). This suggests that when cheating is free, participants
react less strongly to the information about the partner’s displayed rating. Regression (16) shows
that this effect is statistically significant. Regression (16) includes interaction terms between the
indicator variables for the treatments and rj . The coefficient on No costs× rj is significantly385

negative. A Wald-test reveals that there is no significant difference in the coefficients of Low
costs× rj and High costs× rj . Hence, the marginal effect of rj is significantly lower in No costs
compared to the other treatments. This reveals that with free manipulation, participants rely less
on the information they receive.
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(10) (11) (12) (13) (14) (15) (16)
Treatment(s) Control No costs Low costs High costs (All) (All) (All)
ri 0.138*** 0.038* 0.069*** 0.084*** 0.063*** 0.063***

(0.014) (0.018) (0.017) (0.018) (0.009) (0.009)
rj 0.138*** 0.073*** 0.127*** 0.132*** 0.125*** 0.137***

(0.014) (0.017) (0.019) (0.018) (0.009) (0.014)
No costs -0.481*** -1.168*** -0.655***

(0.137) (0.137) (0.166)
Low costs 0.091 -0.348** -0.336*

(0.151) (0.131) (0.163)
High costs -0.109 -0.111 -0.043

(0.145) (0.128) (0.135)
No costs×rj -0.063**

(0.022)
Low costs×rj -0.005

(0.023)
High costs×rj -0.013

(0.022)
Period -0.014 -0.091*** -0.065*** -0.020* -0.078*** -0.051*** -0.050***

(0.008) (0.012) (0.011) (0.009) (0.005) (0.005) (0.005)
Constant 0.055 0.683** 0.540** 0.302* 2.052*** 0.829*** 0.763***

(0.122) (0.210) (0.206) (0.154) (0.103) (0.106) (0.105)
N 1260 1008 1008 1008 4590 4284 4284
R2(within) 0.176 0.172 0.236 0.209 0.106 0.195 0.198
R2(between) 0.708 0.091 0.439 0.469 0.051 0.333 0.327
R2(overall) 0.314 0.113 0.293 0.275 0.081 0.237 0.237

Table 5: Contributions as a function of displayed ratings in periods 2 to 15. Regressions are random effects regres-
sions with robust standard errors in parentheses. ri is the participant’s own rating and rj is the partner’s displayed
rating. In regressions (14)-(16) No costs, Low costs and High costs are treatment dummies and Control is the baseline
treatment. Regression (10)-(13) are regressions for each single treatment. Significance levels: ∗ for p < 0.05, ∗∗ for
p < 0.01, ∗ ∗ ∗ for p < 0.001.

Result 4 Contributions are significantly lower in No costs than in the control treatment. When390

cheating comes at a cost, however, contributions remain on the same level as in Control. Partici-
pants also react more strongly to the partner’s displayed rating when there are costs of manipula-
tion.

As a final step in this subsection, we will analyze efficiency. If we define efficiency as aggre-
gated outcomes and ignore differences in costs between reputation systems, efficiency should cor-395

respond to contributions. However, the clean measurement of efficiency also considers costs. Table
6 summarizes averages of gross profits, average costs and resulting net profits for each treatment.
A series of Mann-Whitney-tests reveals the following: (i) Net profits in Control are significantly
higher than in No costs and High costs (p < 0.001), but are not different to net profits in Low costs
(p = 0.1198); (ii) net profits are higher in Low costs than in High costs (p = 0.0731), (iii) net400
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Treatments Control No Costs Low costs High costs

mean gross profit (sd) 12.86 (3.89) 11.90 (4.04) 13.04 (3.97) 12.64 (3.91)
mean fake costs (sd) 0 0 0.36 (0.70) 0.37 (1.21)
mean net profit (sd) 12.86 (3.89) 11.90 (4.04) 12.68 (3.93) 12.27 (4.03)
N 1350 1080 1080 1080

Table 6: Mean (sd) of gross profit, costs and net profit by treatment.

profits are higher in High costs than in No costs (p = 0.0195) and (iv) net profits are significantly
higher in Low costs than in No costs (p = 0.0010). The analysis of net profits shows that there
is inefficiency both in statistically and economically relevant terms when manipulation opportuni-
ties are free. The inefficiency caused by free fake stars is about 7.5% ((12.86-11.90)/12.86). We
observe that this inefficiency can be reduced with costs for fake stars.14

405

Result 5 Manipulation opportunities cause inefficiency when fake stars are free. This inefficiency
is reduced by introducing costs of manipulation. In Low costs, efficiency is as high as in Control.

3.3 Expectations
In this Subsection 3.3 we analyze expectations. The analysis of expectations dissects how partici-
pants decide their contributions based on both displayed ratings and opportunities to cheat. In line410

with Greiff & Paetzel (2016), we argue that cooperation is driven by a preference for conditional
cooperation. Based on the information provided by the reputation system, a conditional cooperator
forms expectations about her partner’s contribution, and, based on this expectation, the participant
chooses her contribution. A conditional cooperator who expects her partner to choose a high (low)
contribution will also choose a high (low) contribution. We analyze both how expectations rely on415

displayed ratings and how differences in contributions can be explained.
As can be taken from Figure 6, expectations are very similar to contributions pooled over

periods and over time. In particular, in No costs participants expect their partner to contribute
significantly less than in the remaining treatments. Expectations about contributions are always
slightly above actual contributions. Conditional cooperation necessarily results in a positive cor-420

relation between expectations and contributions. In all treatments, the spearman rank correlation
is significant and on a high level (0.6289 in Control, 0.6086 in No costs, 0.6752 in Low costs and
0.6724 in High costs). This finding is perfectly in line with previous work on conditional cooper-
ation (for example Fischbacher et al. 2001, Fischbacher & Gächter 2010, Dorner et al. 2020). The
correlations are not significantly different from each other, except for the correlations of Low costs425

and No costs, which are both significantly higher than the correlation in No costs (p = 0.040 and
p = 0.056).

Further regressions with expectations as the dependent variable reveal that participants rely
less on the partner’s evaluation in No costs, which implies that conditional cooperation is lower.

14One might argue that the measurement of efficiency in our experiment depends on our specific parametrization.
We acknowledge that the quantitative differences might be different with another parametrization. However, the
qualitative treatment differences should remain stable even with a different parametrization of payoffs and different
costs for fake stars.
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Figure 6: Subfigure (a) shows average expectations. Subfigure (b) presents expectations over time.

These results are in line with the results of the regressions for contributions, displayed in Table430

5). Instead of providing these additional regressions, Figure 7 shows how a participant forms their
expectations based on both their own displayed rating (y-axis) and the partner’s displayed rating
(x-axis).

The different shades of gray in Figure 7 represent expectations for all combinations of the
participant’s own and the partner’s displayed ratings, with darker colors corresponding to higher435

expectations. Squares in light gray correspond to combinations of the participant’s own and the
partner’s displayed ratings, for which the average expectation (over all participants with this partic-
ular combination of displayed ratings) lies in the interval [0, 1]. Squares in medium gray correspond
to expectations in the interval (1, 2]. Black squares correspond to the highest possible expectation:
an expectation in the interval (2, 3].440

When comparing the black areas between treatments in Figure 7, it becomes clear that in Con-
trol, the black area in the upper-right corner is “largest”. Expectations in Control are high when
both the participant’s own and the partner’s displayed ratings are above 6 stars. Expectations in
Low costs are generally more pessimistic. Only when the participant’s own and the partner’s dis-
played ratings are very high (8-10 stars on average) do the expectations lie in the interval (2, 3].445

Figure 7 shows that in treatments with the option to cheat (No costs, Low costs and High costs),
the black area increases with increasing manipulation costs. We interpret a higher expectation as
being more “optimistic” due to the partner’s contribution.

Interestingly, in No costs expectations are high when the partner’s displayed rating is between
2-4 stars. Participants in No costs seem to anticipate high numbers of fake stars and do not trust450

high displayed ratings. Instead, they expect that a low but positive displayed rating can be in-
terpreted as a positive signal that can be trusted: In No costs, the ”feedback language” of the
reputation system seems to change compared to the other treatments.

Result 6 With increasing costs for fake stars, participants rely more on the displayed ratings and,
subsequently, expectations increase.455
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Figure 7: Expectations as a function of the participant’s own displayed rating and the partner’s displayed rating.
Figures are created using the Stata function twoway contour with the heatmap option. Missing entries for expectations
were interpolated based on the values from neighboring cells.

4 Conclusion
Recent media reports and sector inquiries highlight the importance of developing a better under-
standing of how fake reviews impact the functioning of reputation systems and whether they lead
to market inefficiency (e.g The Guardian 2019, German Federal Cartel Office 2020). In this work,
we studied the impact of manipulated feedback on reputation systems. Using a repeated public460

goods experiment, we investigated how participants make use of manipulation opportunities, how
manipulated feedback influences the reliability of average ratings and whether introducing costs
of manipulation has a positive effect on the efficiency of the reputation system. We conducted
three treatments in which the cost of manipulation varied: No costs, Low costs and High costs. In
addition, we conducted a control treatment where cheating was not possible.465

In our Main Hypothesis, we proposed that when cheating is possible and there are no costs of
manipulation, ratings will not be informative about the contribution behavior of participants. We
expected contributions and overall efficiency to be lower in No costs than in the control treatment.
Our evidence confirms our Main Hypothesis: The reliability of ratings decreases significantly in No
costs compared to Control. Expectations, contributions to the public good and overall efficiency470

are also significantly lower in No costs than in Control.
Furthermore, we conjectured that introducing costs of manipulation in the treatments Low costs

and High costs would have a positive influence on the reliability of displayed ratings compared to
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the No costs treatment. We also expected contributions and overall efficiency to be higher in
Low costs and High costs than in No costs. We found causal evidence supporting this conjecture:475

The reliability of displayed ratings increases with increasing manipulation costs, and contributions
as well as efficiency are generally higher when manipulation costs exist. While the reliability
of ratings is higher in High costs than in Low costs, contributions are on a similar level in both
treatments. The net efficiency in Low costs is not significantly different from the net efficiency in
the control treatment.480

Our work contributes to recent research tackling the analysis of fake reviews in reputation sys-
tems (e.g. Ott et al. 2012, Mayzlin et al. 2014, Luca & Zervas 2016). In our controlled laboratory
experiment, the potential problems of reputation systems such as selection bias and reciprocal
evaluation behavior are excluded. In addition, the experimental environment enables us to detect
fake ratings unambiguously. In contrast to field studies, utilizing an experiment also allows us485

to analyze the complete transmission channel of manipulated ratings from evaluation behavior to
cheating behavior, expectation formation and contribution behavior. Hence, we believe that our
experimental approach offers insights into the effects of fake reviews on reputation systems and
efficiency that can complement field studies on the subject.

Our study also contributes to the literature on cheating behavior (e.g. Fischbacher & Föllmi-490

Heusi 2013, Gneezy et al. 2018, Abeler et al. 2019). To the best of our knowledge, this study
is the first experiment that enables participants to manipulate feedback by others and the first to
analyze cheating behavior in a repeated public good game with reputation systems. Although
our experiment differs fundamentally from previous static cheating experiments without strategic
interactions, we also find that subjects cheat, but not to the full extent. However, as opposed to495

previous literature, we find that the net outcome of a lie significantly matters for the decision to
cheat. Additionally, we observe that in the treatment with no cheating costs, the preference for
“having a good reputation” seems to be more important than a preference for being honest.

Our findings suggest that the efficiency of a reputation system will be low if online platforms
do nothing in order to stop fake reviews. When there are costs of manipulation, for example500

because online platforms use algorithms or other devices to remove fake content, the reliability of
ratings is higher and the efficiency of the rating system increases. Our findings are interesting for
managers of online platforms, since our results suggest that firms do not have to detect all fake
reviews. Rather, our experimental evidence implies that low manipulation costs are sufficient for a
reputation system to work effectively.505
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A Experimental Instructions
Welcome to the experiment and thank you for participating!

Please read the instructions carefully. Do not talk to your neighbors at any point during the experiment. If you have
any questions, please raise your hand. One of the experimenters will come to you and answer your questions privately.
Following this rule is very important. Otherwise the results of this experiment will be significantly compromised from605

a scientific point of view.15

Please take your time reading the instructions and making your decisions. You are not able to influence the
duration of the experiment by rushing through your decisions, because you will always have to wait until all other
participants have made their decisions. The experiment is completely anonymous. At no time during or after the
experiment will the other participants know which role you were assigned to and how much you have earned.610

You will receive a show-up fee of 5 euros for your participation. Depending on your decisions and the decisions
of the other participants you can earn additional money up to 23 euros. You will be paid individually, privately and
in cash after the experiment. The expected duration of the experiment is 90 minutes. The exact procedure of the
experiment will be described in the following.

The experiment consists of 15 rounds which all follow the same procedure. In each round participants will be615

randomly and repeatedly assigned to groups of two members. Your payoff will be determined solely by your own
decisions and the decisions of your partner. The decisions of the other groups do not affect your payment. You will
not encounter the same partner in subsequent rounds.

Within a round
You and another participant will form a group of two in each round. Both members will be asked about their620

expectations regarding the decision of the other member, will make a decision on their own and will evaluate the
decision of the other member. Afterwards, there is the opportunity to improve the evaluation that you received from
your partner in return for money. This completes a round. The resulting decision combination from your and the other
member’s decision determines your payoff.
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Figure 8: Payoff-bimatrix.

The associated payoffs (in euros) are listed in Figure 8. The possible costs of improving your own evaluation are625

not included in Figure 8. Figure 8 is also shown on the decision screen and contains every possible decision you can
make in its row head. The possible decisions of your partner are listed in the column head. The corresponding payoffs
for you and your partner can be found in the cells in which the rows and columns intersect. The amount on the left of
the vertical bar is your payment, the amount on the right of the vertical bar is the payment of your partner.

Starting with the second round, you will be informed at the beginning of each round about how your new partner630

has been evaluated in previous rounds. However, you will not be informed about whether the original evaluation of
your new partner has been changed or not. Your partner will be informed about how you have been evaluated. Your
partner will also not be informed about whether you changed your original evaluation or not.

• At the beginning of the second round, you will be informed about how your partner has been evaluated in the
first round. Your partner will be informed about how you have been evaluated in the first round.635

15The original instructions were in German. This is an example for the treatment Low costs. The instructions for
the other treatments are available upon request.
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• At the beginning of the third round, you will be informed about how your partner has been evaluated in the
previous two rounds. The average rating of the first two rounds of your partner will be displayed to you. Your
partner will be informed about how you have been evaluated in the previous two rounds. Your average rating
of the first two rounds will be displayed to her.

• At the beginning of the fourth round, you will be informed about how your partner has been evaluated in the640

previous three rounds. The average rating of the first three rounds of your partner will be displayed to you.
Your partner will be informed about how you have been evaluated in the previous three rounds. Your average
rating of the first three rounds will be displayed to her.

Before you decide, you will be asked what decision you expect your partner to make. Afterwards you and your
partner will decide at the same time. After that, both of you will get informed about your payoffs.645

After you have been informed about your payoff, you will be able to evaluate your group members’ decision. For
this purpose, your own decision and payoff as well as the decision and payoff of your partner will be displayed. To
evaluate, you can grant up to 10 stars, where 0 stars is the worst possible and 10 stars is the best possible evaluation.
In the next step, your partner will be informed about how you evaluated her and you will be informed about how you
have been evaluated by your partner.650

On the next decision screen, you will be able to change the evaluation that you received from your partner by
buying additional stars. Each additional star costs 20 cents. In each period, you can buy as many additional stars until
you have reached the best possible evaluation of 10 stars.

Calculation of your final payoff
Your final payoff consists of three parts:655

(i) The show-up fee of 5 euros.

(ii) The second part of your payoff is determined by the payoff resulting from your and your partner’s decision
in a round (displayed in Figure 8) minus the costs for stars that you bought in this round in order to improve
your evaluation. One of the 15 rounds will be randomly chosen to determine the payoffs at the end of the
experiment. This means that every round could be the payoff-relevant round. The decisions that were made in660

the randomly chosen round determine the payoffs for both participants.

(iii) The third part of your payoff depends on your expectations. One of the 15 rounds will be randomly chosen to
determine the payoffs at the end of the experiment. The round that was selected for the second part of your
payoff will never be selected. Except for the round that was selected for the second part of your payoff, each
round may be payoff relevant. You can earn an additional 4 euros every time your expectations regarding your665

partner’s decision turn out to be correct. Otherwise, your payout is zero. You only earn the additional 4 euros
if your partner chooses the decision you expected.

After the last round is completed there will be a brief questionnaire. Afterwards, you will receive your payoffs in
cash.

The experiment will begin shortly. If you have any questions please raise your hand and wait calmly until someone670

comes to you. Please do not talk to the other participants at any time during the experiment. Thank you for
participating.
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