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THE INADEQUACY OF CLASSICAL REGULATORY APPROACHES
IN A COMPLEX ENVIRONMENT

Mirko Peéari¢!

Abstract

The interactions, interdependence, dynamism, diversity, emergency and other elements of
complexity should be embedded in legal rules to cope with the complex environment. If
it is obvious that the latter is hard to manage with the classical forms of legal rules, this
common-sense is tricking us into an insistence on such rules. The complex environment and
the people are complex adaptive systems, and such should be also legal rules when applied
in such an environment. Public systems should systemically address the environment
because the latter is per se blind to rules. The aim of this paper is to give directions towards
the use of complex adaptive rules with the enumeration of elements of complexity. Based
on the elaborated and included elements of complexity the paper finds that collective
decision-making, here named as synomy, presents the appropriate shift from experts to the
people and database oracles. The possibility to store and process a large amount of data
(with the better statistical prediction) gives collective wisdom preference over the people
as individuals, over experts and the classical legal approaches. Based on this the paper
presents different rules that are accustomed to different environments.

Keywords
Complexity, Practical and Collective Wisdom, Public Decision-making, IT Democracy,
Synomy

“Everything changes, it all stays the same,
Everyone guilty, no one to blame,

Every way out, brings you back to the start,
Everyone dies to break somebody’s heart. .. "

— Motorhead, Love Me Forever
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I. Introduction

Up to what point Cartesian mechanical view of the world and with-it legal certainty as its
derivate can reflect the complex environment (in which ageing, energy, big data, climate
change, poverty, gender equality, health, migrations, peace, security etc. show surprising
instability and non-sustainability)? The more and more global effects on public problems
cannot be solved with some kind of formula, even if it would be similar to E = mc?;
it seems harder to achieve a peaceful solution of some social problem than to correctly
calculate a rocket’s landing time on another planet. The latter deals with the predictable
machines and physical laws, the former with the (un)predictable people, their invisible
thoughts and other intangibles. On the other hand, even in natural science — especially in
quantum theory and relativity theory — is a matter of degree when one field ends and other
begins (Carnap, 1966; Heisenberg, 1958), while this stands even more in social science
that deals with living beings.

The above-mentioned problems are thus more the problems of social science (i.e. its
ineffective methods) than of natural one. A mechanical approach cannot be successful
in dynamic frames — complex matters could be managed only with a similar level of
complexity. Ashby (1957) expressed this in the 1960s with its law of requisite variety:
a controller can control something only to the extent that it has sufficient internal variety to
represent it. This inevitably holds also for general legal rules — they can control the complex
environment only with various models, procedures and techniques of similar complexity
in a manner of complex adaptive systems. The latter involves components that adapt and
learn as they interact (Holland, 2006); as humans are also such systems, we predictably
operate in the known, everyday cases, while we otherwise exhibit adaptability, learning,
non-linearity, dynamism, exponentiality, emergent and other elements of complexity (this
explains why legal gaps cannot be so quickly filled as they can be abused or bypassed).
Following that line of thought, the paper’s topic are complex adaptable legal rules; based
on collective wisdom such rules present the move from more or less static rules towards
more dynamic ones. Legal rules should be aligned with conditions in which they are used,
and in the dynamic environment they should hance exhibit elements of adaptation and
learning. By using the procedural right to decide or to participate in decision-making it
cannot be grasped in full what is materially relevant for public participation in the first
place. In the absence of visible results (or faced with the still existing or emerging new
problems regardless of rules), people less trust in a decision-making system (decreasing
voter turnout) and feel their impact is not seen enough. The latter cannot be seen in
full, because there are many after-the-voting rules, which affect the people’s voices
(different volitional systems, coalition government), and possibly because a particular state
of affairs was determined without using an appropriate scientific method. If everything
is interconnected and interdependent, we all bear a responsibility for what happens to
the world and all beings (Dyer, 2020). Because the integrated whole cannot be reduced to
smaller units without losing the property of wholeness, partial approaches cannot establish
unity. A starting point should be the holistic worldview (Capra, 1997) that sees a thing,
a problem or the world as an integrated whole rather than a dissociated collection of parts.
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The first premise of this paper is that the complex, dynamic environment impacts static rules
regardless of their democratic core. If classic rules cannot cope with such environment,
there is not only a problem of efficiency present but also a large(r) problem of legitimacy:
the bureaucratic power not only is unelected but also its frames of public authority do not
reflect reality in which people live, which are consequentially wrongly administrated. The
existing public structures (of decision-making) can be transparent per se, but they still have
(or “hide”) their path dependence caused by the very underlying (individualistic) structure
(Meadows, 2008). As all structures up to some point operate differently than the formally
stated (seen as the bureaucratisation, red tape, unintended consequences etc.) a partial
approach paradoxically can be proportionately (when a collective one should be used,
when a whole community is addressed) more ineffective with its larger efficiency. It was
already said that people are complex adaptive systems, so the second premise of this paper
is that reality is ‘more real’, when complex, i.e. various and diverse people are involved
in decision-making. They use their minds and have relationships with others regardless
of a formal possibility to do so, and it would be helpful to use their homo mensura
element for the benefit of all community. From the systems point of view perceptions
per se do not control behaviour, but the people adjust/affect their behaviour/systems to
perceive according to their method of questioning (Capra and Luisi, 2014; Feynman
et al., 1965; Lanza and Berman, 2013; Maturana and Varela, 2012), according to their
meaning and purpose or simply due to their presence.” General legal rules regulate pro
futuro, so classical causality cannot be used here; the function of law is here to produce
expectations as the ability to make meaningful communications about what ought to
happen (Luhmann, 1990, 2004). As the meaning is an organised body of knowledge
acquired through a particular scientific method (Capra and Luisi, 2014) in social science
this meaning can provide people, who think about the future as Homo prospectus with the
focus on expectation, choice, decision, preference and free will (Seligman et al., 2016).

The aim of this paper is hence to emphasise that the formation of legal rules must be
accustomed to the different environments, and for the complex one the transfer of elements
of complexity should be included into legal rules. This paper’s path towards complex
adaptive rules begins with the next section with the presentation of two contrary-reflective
common-sense predispositions, which ‘give the floor’ later to elements of complexity.
Here also an old way to address complexity in individual matters is presented, while in
collective matters there was none until collective wisdom (CW) had been introduced.
The latter is addressed in the third section as the shift from experts to the people’s
interdependence and databases towards a new Nomo-dynamics approach accustomed
to the complex environment. CW as a hybrid approach between the representative and
participatory democracy, became ‘alive’ in the 1947 Jimmy Stewart’s movie Magic Town

2 A measuring tool or a sole act of observation is not simply a passive observer but an active participant in
the formation of reality. Factors associated with consciousness, such as meditation experience, electrocortical
markers of focused attention, and psychological factors including openness and absorption, significantly correlate
with perturbations in the double-slit interference pattern. The results appear to be consistent with a consciousness-
related interpretation of the quantum measurement problem (Feynman et al., 1965; Radin et al., 2012).
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(Wellman, 1947) in which the small town of Grandview is presented as a perfect mirror
of U.S. opinions. After this, the conclusion follows in the fourth section.

II. Towards the Complex Adaptive Rules

Two contrary-reflective common-sense predispositions

Before some elements of complexity are enumerated a few common-sense understandings
are presented from a ‘different common sense’ perspective. For the start, the democratic
deficit cannot be advanced only with active citizenship. If a bad implementation is put
aside, the first condition of such citizenship is the presence of relevant information (this is
further elaborated in the following sections) and the second is the awareness of cognitive
flaws. Human intuition and common sense based on (everyday) experience can fail when
something new/different is present. Hume’s idea that reason is the slave of our passions
(Hume, 2009) got many updates in the primacy of intuition (Baron, 1998; Haidt, 2012;
Kahneman, 2013), of actions before reason, reflections and discourse (Kaplan, 2012)
based on impulse and desire (Russell, 2015), where demands for common sense are often
only the calls for the greater use of intuition (Hammond, 1996; Watts, 2011). Heuristics
(Tversky and Kahneman, 1974), overconfidence (Dunning et al., 1990), ex-post rationali-
sations (Varoufakis, 2002) and other biases muddle reason with emotion; in fact, ‘there is
no inner contrast between emotion and reason: emotion is the main source of motivation
steering us towards certain goals; it can steer a considerable power of reason towards
the goals that it gives rise to’ (Simon, 1997, p. 91). Even more, emotions form in the
amygdala (a small, two-sided structure in the temporal lobe of the brain) that causes
emotional learning and evaluation, particularly in provoking emotional responses to fear
or aggressive stimuli (Adolphs et al., 1998). As people do not make decisions based
solely on reason, they should be aware of caveats like the confirmation bias, ex-post
rationalisation, and other systematic errors in thinking. One of them could be easily
diminished: when one answer and its opposite appears equally obvious, then ‘something is
wrong with the entire argument of “obviousness™ (Lazarsfeld, 1949, p. 380). In the world
of growing complexity one-size-fits-all rule (or even many rules) is even less the right one
than before. This stands also for principles, as for each one can find an equally plausible
contradictory principle (Simon, 1997). As people raise different principles in different
circumstances, conditions must be specified. Context dependence is needed to deduce
a fragile meaning of abstract words in practice, as the latter serves for the extraction of
regularities, conceived in abstract concepts. To progress, one could follow the frequency
of cases, define concepts and criteria and assign weights to them. On the other hand, there
are human cognitive errors present, and there are thus different contexts. How the latter
are reflected in legal rules?

The above-given Lazarsfeld’s quote can be paraphrased: when all (active and ‘democratic’)
sides have equal or similar (contra) arguments, a final decision is probably wrong. It
disregards the minority (that could be almost as big as the majority), and as it is rational
in statistics to consider the base rate (or prior probability), decision-making processes
should consider also the minority to gain a full decision’s spectre (and thus a result
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that reflects all ‘numbers’). Only the latter can reflect what happened relative to what it
could, but did not (the use of Bayes theorem is helpful here), or what is not so obvious
despite its ‘common-sense obviousness’. Notwithstanding the numerous papers on human
errors, they are similar as they were in the past: they usually do not use experimental
techniques, rely primarily on what public servants (as the usual scribers of draft legal
acts) think, who rarely include comparative (and hence more objective) observations
(scientific researches), and deal with aggregates rather than with integrated (averaged)
results. Where is common sense in this? This (unlike in natural science) shows social
processes as vivid and cyclic, where people have their own and constantly-changed wills
according to their needs, interests, emotions and reason vis-a-vis the given environment,
i.e. the understanding of the latter.

Elements of (human) complexity

When individual parts interconnect, they became interdependent, which leads to self-
organizing networks with dynamic components. Interdependence is well-known also as
the six degrees of separation concept, whose first proponent was Frigyes Karinthy in his
1929 short story, Chains. It is known also as the small-world phenomenon that formalises
Karinthy’s idea that ‘you are only ever six “degrees of separation” away from anybody
else on the planet’ (Watts, 2018, p. 4).% Interdependence becomes dynamic when over
time two or more agents interact and produce changes based on their interaction.* And
in the dynamic, complex networks the rule is nonlinear behaviour (Willy et al., 2003),
where the law changes concerning the scale of variables (parameters) and as such is the
distortion of the linear graph or the proportionality relation.(Yoshida, 2010) When people
connect, the elements of complexity can be found in the nonlinearity, communication,
emergence, diversity and prediction. The core attributes of most dynamical systems are
thus nonlinearities (a value of one part is here not a weighted sum of another part) which
are rarely included in the law.

Nonlinearities can be caused also by the speech, writing and argumentation; they all are
based on communication, on the transmission (lat. communicare, to share) of meanings
from one person/group to another through the reciprocally understood signs, symbols and
semantic rules.” Communication has its etymological root in “commun” (from which are
derived also words like ‘commune, community, commonage or commonalty’) focusing on
the integrated body or synchronised movement of members, in the absence of causality
(people are not forced to do something but moved by ideas). In the paraphrased words of
Aristotle’s Rhetoric (2012) (the art of communication) logos, ethos and pathos should be
included also in decision-making to have ‘the art of regulation’.

3 Milgram (1967) has in cooperation with other researchers examined the average path length for social networks
of people in the United States. Out of 296 letters, 64 of them reached the target destination with the average path
length was around six.

4The famous economist Joseph Schumpeter has conveyed his argument for a dynamic approach in economic
modelling by coining the phrase that neglecting dynamic aspects is like performing Shakespeare’s Hamlet
without the prince of Denmark (Grass et al., 2008).

5 What one person can just say at one end of the world can be considered deeply by the other person at the other
end of the world.
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Aggregation not only exhibits nonlinearity but inevitably leads also to the emergence
of new properties, behaviours or meanings that are produced in interaction with other
parts. Emergence (as the default rule in any kind of aggregation) is present also in legal
rules (that are interpreted in their connections and combinations by default); together with
the exponential function, nonlinearity and diversity they exhibit conditions away from
legal certainty. Diversity often enhances the robustness of complex systems (the ability to
maintain functionality), it drives productivity and innovation (Page, 2010), and is better
than echo chambers or information cocoons (Sunstein, 2006, 2017) in which people hear
what they want to hear. It is the diversity of perspectives that makes the magic work
(Tetlock and Gardner, 2015).

To understand complex systems diverse and/or ‘many models approach’ is needed to
reason, explain, design, communicate, act, predict, and explore them (Page, 2018).
Regulation can frame the flow of such variety — but it should be similar to the variety
itself. To address variety Ashby’s law of requisite variety (Ashby, 1957) is needed: only
variety| can destroy variety;. The quality of regulation is bounded with the quantity of
information that is transmitted in a certain channel. Based on requisite variety internal
forms should be as complex as the external ones to be effective. To base decisions on it,
there should be a system/model present in the first place and its mechanisms known.

The interdependent, dynamic, complex and nonlinear interactions of parts open the
question of their direction, coordination (the ability to communicate) and control (trust)
on which the classical (Cartesian or mechanical, i.e. the non-adaptable and non-learnable)
regulatory approaches cannot be the right answer. The inefficiency of static rules comes
not only from the linguistic inversion of ‘static’, but primarily (and regardless of the word)
from the above-mentioned (basic) meanings of communication and the stated elements
of complexity. Static rules neither can predict nor prosper. Humans can. There should be
some other mechanism instead of the classical common sense or intuition of politicians or
experts based on experience to regulate the dynamic, more and more interconnected and
thus globalised future. To better mimic complexity than classic rules, such mechanism
should include/reflect the people as the vibrant, living community.

The old way to address complexity in individual matters

In the absence of globalised, connected world Aristotle used the notion of phronesis
that means ‘in different contexts, “intelligence”, “good sense”, “prudence’” (Woods and
Aristotle, 1992, p. 47) — which is usually translated as “practical wisdom” (PW) — for
the right use of what, when, where, who, with what, how and for what purpose in
a particular/personal context. PW depends on the ability to perceive a situation, to have
appropriate feelings or desires about it, to deliberate about what was appropriate in such
circumstances, and to act (Schwartz and Sharpe, 2011). PW needs mental skill or the
ability to correctly frame a situation; concerning other people, it is known as empathy. It
means understanding (or taking the perspective of) what another person feels (to recognise
what is important or what facts are relevant for him). Aristotle listed PW among virtues as
a mean state between unscrupulousness and unworldliness, because ’in all cases, the mean
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relative to us is best... For opposites rule out one another; the extremes are opposed
both to one another and the mean because the mean is each one of the opposites in
relation to the other’ (Aristotle, 1992, p. 16). PW thus looks for a mean state, and can as
moderation be seen as the principle of individual life. For the later discussion, it is relevant
the mentioned virtues and PW are context-dependent (Schwartz and Sharpe, 2011) and
aim towards a mean state based on opposites that rule out one another. Decision-making
is synonymous with PW and vice versa: the latter gives ‘commands since its end is what
should or should not be done, while judgement only judges’ (Aristotle, 2004, p. 114).
Rules and incentives thus need PW to use them in life vis-a-vis the context, moral virtues
and means with which goals can be achieved. PW can be present in the best people, but
— maybe faced with the constraints of small contexts that one person can have — Aristotle
placed the superiority of the collective in front of a few excellent people:

For the many, who are not as individuals excellent man, nevertheless can, when they have
come together, be better than the few best people, not individually but collectively, just as
feasts to which many contribute, are better than feasts provided at one person’s expense.
For being many, each of them can have some part of virtue and practical wisdom, and
when they come together, the multitude is just like a single human being, with many feet,
hands, and senses and so too for their character traits and wisdom. That is why the many
are better judges of works of music or of the poets. For one of them just one part, another
another, and all of them the whole thing (Aristotle, 1998, p. 83).

On issues that affect the community of people, a better solution than individual PW can be
CW that can more precisely elaborate a wider context of things, which per se (as context)
implies systemic approach. “This is, in fact, the root meaning of the word “system,” which
derives from the Greek synhistanai (“to place together”). To understand things systemically
literally means to put them into a context, to establish the nature of their relationships’
(Capra, 1997, p. 27). People in groups can through the multitude of PWs generate CW
that enhances the capacities to perceive, reason and decide on a collective’s questions.
Additional reasons the multitude rather than the few best people should be in authority
were for Aristotle also the exclusion from office and poverty of the many: ‘[t]he remaining
alternative, then, is to have them participate in deliberation and judgement’ (1998, p. 83).
In individual/personal things PW, and general/common matters CW should hence prevail.
Many minds, deliberating together, can improve the quality of the few best; this could
happen when special conditions/circumstances are present, and with them deals the next
section.

II. Collective Wisdom — Its Preconditions and The Shift from Experts
to The People and Databases

To begin with, the dilemma of the value of experts over citizens as laymen must be dispelled
in some cases. The sole enumeration of conditions for CW can be the ex-post rationalisation
and/or choice-supportive bias if results would not confirm the advantages of CW. But they
do. The complex environment can be addressed with efforts to aggregate information
that shows impressive accuracy (Ayres, 2007; Dawes, 1979, 1979; Galton, 1889; Malone,
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2018; Meehl, 2013). The below-given conditions act contrary to crowd thinking that
exhibits sentiments like the impulsiveness, mobility, irritability, suggestibility, credulity,
exaggeration, ingenuousness, intolerance, dictatorialness, conservatism and low morality
of crowds (Bon, 2001). Despite honourable causes that lead people to join masses,
deliberation and opinion could suffer from the personal flaws (anchors, ignorance, framing,
loss aversion, under/over-confidence, reputation, hindsight and other cognitive biases) that
can emerge in the herd behaviour, social conformity (in esprit de corps) and group thinking
(Janis, 1980); these conditions can go to extremes due to group polarisation and cascade
effects (Sunstein, 2006, 2009). Quiet members regardless of their intelligence are usually
put aside in the face of the louder (emotionally or otherwise more appealing), but less
intelligent members. It is thus important that a systematic exploration of relevant issues
provides the exploration also of unshared information that does not support members’
existing references (Stasser and Titus, 1985). Because — based on experimental evidence —
even a mild social influence can undermine CW effect (Lorenz et al., 2011) it is important
to know elements that (can) lead to CW. The first of them is evolution itself.
Evolutionary, tiny changes. When Charles Darwin had studied Adam Smith (Ridley,
2017) he could have found his idea on the invisible hand, that individual self-interest
may indirectly benefit society more than direct (public) actions. Parsons also used
the evolutionary approach in idea that social systems may evolve to a state in which
they can better deal with environmental pressures when they improve the ability to
adapt (Parsons, 1991); based on further occupational differentiation they can cause the
emergence of specialized organizations with ‘legitimate authority’ under a system of
normative order(1985). For Parsons (Parsons, 1985) the functions of any system of action
(pattern-maintenance, integration, goal-attainment, and adaptation) are the link between
the structural and the dynamic aspects of the system. As humans (also as systems) evolved
based on evolution, also ‘collective decision-making processes are par excellence of
evolutionary processes in the social realm... [that] develop because of the selection
pressures exerted on it’ (Gerrits and Marks, 2017, p. 6). Decision-makers are frequently
limited by their ability to scale, weight and adapt to the changing contexts. In the light
of the evolutionary approach, classical public deliberation could be less effective because
people many times uncritically adapt their meanings to the others’ meanings, (and less
to their actions) and do not know about other (silenced or unspoken) possibilities. All
parts de facto interact and thus have an impact on the whole; the latter (the community of
people) cannot be effectively addressed when only some parts decide.

Evolutionary changes express diversity that is seen in the (un)critical and (in)dependent
thinking on which actions should be re-tested. Without diversity, ‘in the presence of change
it reduces the robustness of the system’ (Johnson, 2002). When collective integrates (too
many) unchangeable units into it, the system’s robustness to survive is at risk due to
the lower parallel connections that maintain communication and coordination with the
external environment. The diversity and independence (that are necessary for a crowd
to be wise) are to Surowiecki (2005) conditions for CW that should avoid the problems
of cognition, coordination, and cooperation. These conditions should be enabled through
a formal system that connects all the members in a way that the high-ability members
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are not limited with the low-ability ones and vice versa (through e.g. negative correlation
or statistical regression), where the formal system can change its patterns of doings
through the quick extraction of new data, newly enacted/changed decisions and actions,
all connected with feedback loops.

It was already that sole communications can cause nonlinearities, so it comes as a rule
that dispersed information of the public is always diverse at the same time. Ability to
adapt based on such information lead Hayek to claim that ‘civilization rests on the fact
that we all benefit from knowledge which we do not possess. And one of the ways in which
civilization helps us to overcome that limitation. .. is by the utilization of knowledge
which is and remains widely dispersed among individuals’ (Hayek, 1998, p. 15). Experts
inevitably lack many tiny and diverse pieces of information that the public has. The first
could consider what is called “regulatory due process” and understand public comment as
the crucial, vital and fundamental safeguard against errors. This per se cannot avoid the
mentioned group thinking, because it must be further processed — it is not about formally
higher political legitimacy but about the substantive avoidance of errors (that lead to the
former). Active citizenship from the ‘bottom-up’ approach is based on greater pressure of
citizens and users for better service as the ‘top-down’ control and inspection can deliver,
but it is not enough. The system is also needed to process all diverse information into
a meaningful whole that does not disregard anybody’s opinion but engraves it into a final
decision. Legal rules could also exhibit this when the system will transfer nomo-statics
into nomo-dynamics.

This kind of system should systematically explore and balance relevant aspects of group
members. The uncritical creation or maintenance of thoughts based on opinions or
endorsements of others without considering a full range of different and dissenting
opinions (especially if they are grounded on facts) leads towards mistakes, regardless
of the best logical arguments. Diversity should be the unbiased entrance condition for
a decision’s acceptance. Page enumerates four procedural conditions (the problem has
to be hard; the people have to be smart and diverse; the group size has to be bigger
than a handful and chosen from a large population) under which group can outperform
individual professionals (Page, 2008, p. 162),° who are as a group usually (in social
science) no superior to ordinary people (this idea is elaborated in the following subsection),
apparently because each of individual predictions contains bits of truth mixed with various
errors, where these bits add up to a larger truth, whereas errors cancel each other by negative
correlation. The more diverse opinions are represented, the more complementary bits of
truth can be combined. Owing to the law of large numbers logic the average or median
result should be closer to the expected value and is higher than individual members’ scores.
Opposites cancel out one another. Regulators need to understand how people think and
respond to regulated matter; without considering many various and unshared information
regulation will express only the limited experts’ perspectives and based on them also
similar results (that can also cause many unintended consequences). Participation is not
worthy only due to its democratic element, but also — under the given conditions of CW —

6 Surowiecki also gives four conditions that characterize wise crowds: ‘diversity of opinion, independence,
decentralization, and aggregation’ (Surowiecki, 2005, p. 10).
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due to its better estimation of reality. Rousseau is known by his ideas on direct democracy,
but it is less known he spoke about the “extrapolated democracy”,’ similarly, as Aristotle
did about the virtue of character;? they both talk on opposites that cancel out one another
(now known as the mutual cancelling regression analysis). Under specific conditions,
groups can be more intelligent than individuals. The reason seems to be in the mix of right
and wrong answers, where the wrong ones tend to cancel each other out, leaving the right
ones (O’Reilly, 2010),” and the same could stand also for their cognitive biases (as they
are also balanced during a process).

The presence of CW factor and social intelligence. Woolley et al. have in the Science
journal presented two studies (with 699 people working in groups) in which they found
evidence of CW factor that does not correlate with the average or maximum individual
intelligence of group members, but with ‘the average social sensitivity of group members
[as measured by the Reading the Mind in the Eyes test], the equality in distribution of
conversational turn-taking, and the proportion of females in the group’ (Woolley et al.,
2010, p. 686). Their conclusions are contrary to group polarisation and cascade effects.
Engel et al. (2014) found CW was correlated with the individual group members’ ability
to reason about the mental states of others (the social ability called ‘Theory of Mind’
or “ToM’,'® which is by its content present already in Aristotle’s PW) also in online
environments, where CW factor characterizes group performance as well as for face-to-
face groups. The online group communication only via text is enough when the ability to
reason on the mental states of others can fit into the general concept of emotional (Engel
et al., 2014), or wider social intelligence.11 Diversity is thus secured when consensus
is ‘off the table’, and CW when all persons’ independent and impartial inferences are

7 There is often a great deal of difference between the will of all and the general will; the latter regards only the
common interest, while the former has regard to private interests, and is merely a sum of particular wills; but
take away from these same wills the pluses and minuses which cancel one another, and the general will remains
as the sum of the differences (Rousseau, 2002, p. 142).

8 In all cases, the mean relative to us is best; for that is as knowledge and rational principle prescribe. And in
all cases that also produces the best state. And this is evident from induction and argument. For opposites rule
out one another; the extremes are opposed both to one another and the mean because the mean is each one of
the opposites concerning the other: the equal is larger than the smaller but smaller than the larger. So it must be
the case that virtue of character is concerned with certain 35 means and is itself a certain mean state (Aristotle,
1992, p. 16).

9 E.g. Michaela and Juliana have predicted places on which Maggie (6), Cole (5), and Brody (1) will
achieve in an upcoming event. Michaela/Juliana classified them on 6/10th, 3rd/7th and 5th/1st place. Errors
are squared so that negative errors and positive errors do not cancel one another out; Michaela’s error is
(6-6)2+(3-5)%+(5-1)2 = 0+4+ 16 = 20. Juliana’s error is (10— 6) + (7-5)%+ (1 - 1)2 = 16 +4+0 = 20.
Their average error is 20, while they collectively predict Maggie/Cole/Brody will take 8th/5th/3rd place
8-62+(5-5%2+3B-12%=4+0+4 = 8. Their collective prediction is more accurate than either of
their predictions. If more guessers were added, their predictions will be even more accurate. More on prediction
diversity see (Page, 2008, pp. 197-235).

10 An individual has a theory of mind if he imputes mental states to himself and others, like purpose or intention,
as well as knowledge, belief, thinking, doubt, guessing, pretending, liking, promising, trusting and so forth.
A system of inferences of this kind is viewed as a theory because such states are not directly observable, and the
system can be used to make predictions about the behaviour of others (Premack and Woodruff, 1978).

1T Social sensitivity can be social intelligence that is organized into social awareness (what we sense about
others) and social facility (what we then do with that awareness) (Goleman, 2007).
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elaborated and correlated. Diverse and independent opinions can, therefore, be present in
emotionally and socially open and unbiased people as in large databases, where negative
correlation diminishes the people’s biases on both sides. A preference to use one or another
is conditioned with the availability of data (the latter), values (the first) and uncertainty
(both). It seems social ability is (along with the independence and diversity) needed to
form CW. People who have developed social abilities (ToM), who are cautious, humble,
nondeterministic, open-minded, reflective, numerate, pragmatic, analytical, with diverse
views, probabilistic, thoughtful updaters, checking and thinking on biases, are known as
superforecasters (Tetlock and Gardner, 2015) (they could fit also in the Rawls’s veil of
ignorance in which persons have no knowledge on their characteristics, social and historical
circumstances, and use only their mental powers to solve a problem). Tetlock and Gardner
(2015) have based on empirical tests confirmed that when such people are grouped, they
not only beat individual experts but even prediction markets as a form of CW.

Equation vs. expertise

Decision-makers many times neglect the long-known fact that a group of individuals
can make statistically more reliable predictions than individual experts. The latter as
individual persons, can neither store in their memories, nor mentally process a large
amount of data. Galton was the first who demonstrated that the median estimate of a group
can be more accurate than experts (Galton, 1907). This (opposite) approach is based on
the scientifically validated idea of a team source and statistical equations (Dawes, 1979;
Galton, 1907; Grove and Meehl, 1996; Meehl, 2013; Page, 2008; Woolley et al., 2010),
while the classical majority voting is similar to correlation analysis that tells us only the
interdependence among two variables, while (in CW) regression analysis tells us about
the impact of one or more variables on the dependent variable. In the CW version of
democracy, independent variables are citizens, who without knowing on others’ votes,
vote as individuals in their private lives, while these votes are then processed to show their
mean state. ‘In sharp contrast to traditional experts, statistical procedures not only predict,
they also tell you the quality of the prediction. Experts either don’t tell you the quality of
their predictions or are systematically overconfident in describing their accuracy’ (Ayres,
2007, p. 116). This distinction means the shift from experts to evidence-based decision-
making that specifically states the amount of data, weights, prediction, and its quality.
The ‘experts camp’ also tries to use artificial intelligence in the ‘rule-based’ (if X, then Y)
approach that collapses when various possible or new choices are possible, while in the
‘neural networks’ camp, the computer is not taught of rules that had been envisioned
by a human brain, but reconstructs the human brain itself: based on lots of examples
of a given phenomenon neural networks themselves (computing power plus algorithms)
identify patterns within the (large amount of) data (Lee, 2018). Already Gulick in Notes
on the theory of organisation not only presented the functions of the chief executive with
the now well-known POSDCORB acronym (Planning, Organizing, Staffing, Directing,
Coordinating, Reporting and Budgeting), but he also warned on experts’ caveats (caveamus
expertum) who has the
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tendency to assume knowledge and authority in fields in which he has no competence. In
this particular, educators, lawyers, priests, admirals, doctors, scientists, engineers, accountants,
merchants and bankers are all the same—having achieved technical competence or “success” in
one field, they come to think this competence is a general quality detachable from the field and
inherent in themselves. They do not remember that the robes of authority of one kingdom confer no
sovereignty in another; but that there they are merely a masquerade (Gulick, 2003, p. 11).

Shanteau’s theory of expert competence (1992) is based on a distinction between the
dynamic and the static domain, where decision and cognitive researchers should focus
on both. Taleb (2010) uses this distinction as a practical, rule of thumb solution for
the expert vs. the non-expert dilemma, i.e. what moves (and thus requires knowledge,
episteme) and what does not move (and does not require knowledge, but only craft).
Experts who tend to be not experts are for him ‘stockbrokers, clinical psychologists,
psychiatrists, college admissions officers, court judges, councillors, personnel selectors,
intelligence analysts... economists, financial forecasters, finance professors, political
scientists, risk experts... and personal financial advisers’ (Taleb, 2010).!> Decision-
makers in the public domain (that moves and changes daily) tend not to be experts if they do
not incorporate dynamic elements into their decision-making. For things ‘that move’ data
are needed, so experts without knowing them, cannot (solely based on past experiences)
predict well what will/could happen. Science should express the richness of nature and
assemble facts through a variety of disciplinary lenses, in ways that can support, and
are causally indistinguishable from, a range of competing, value-based political positions
(Sarewitz, 2004). They should openly associate science with possible courses of action
(Pielke Jr, 2007).

That ‘the common man is a better judge of his own needs in the long run than any
cult of experts’ (Gulick, 2003, p. 11) was further advocated by Slovic (1987) because
laypeople have a much richer conceptualisation of risk than experts. Faced especially
with the lack of consensus on values and high uncertainty experts should be the honest
brokers of policy alternatives (Pielke Jr, 2007) where they present alternatives, but live
to decision-makers a possibility to reduce choices based on their preferences and values.
The higher are risks the larger is the duty to include along with experts also the groups of
experts and people, who can provide more diverse information. Decisions supported with
the numerous, quantitative data and more or less frequent (not very rare) events are often
a better predictor than decisions based on experts and their experience. The various and
independent people can be better predictors than experts (due to e.g. their overconfidence,
confirmation bias, disrespect of base rate, narrow frames, the rigid and inflexible minds
unprepared to weight or ponder personal as well as contrarian opinions, who do not update
their beliefs in response to new facts, on rigid insistence on logic/experiences where
common sense can fail in new conditions, where diligence in analysing the available
information could show other aspects, or simply due to subjective judgement that is not
calibrated, weighted with other various and diverse opinions). For the enlisted reasons

12 The enumeration is similar to the above-given Gulick types of experts.
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experts can ‘score less than chimpanzees’ because they guess randomly (Rosling et al.,
2018; Tetlock and Gardner, 2015).

Along with one or many group wisdoms, there is also big data wisdom; deep learning
based on algorithms can give new knowledge on data correlations (Christian and Griffiths,
2016; Lee, 2018). Regression does not have troubles with updating beliefs in the face of
disconfirming information. Unlike experts, statistical regressions (based on collected data
or the people’s inputs) do not have emotions (feelingless data) and put appropriate weights
upon various factors. Experts could make better decisions when they are acknowledged
with results of statistical prediction (as statistical support), but they still disregard
a prediction and stick to their convictions. Before a question when to leave a final decision
to statistical and/or model prediction instead of experts, a track should be kept how experts
decided in disregard of predictions’ suggestions. The best optimization would be probably
to add their expert evaluation in the statistical equation (where the over/under-confidence
cancels out each other) which importance of use rises with the importance of a problem.

Collective wisdom approach towards Nomo-dynamics

Isaac Newton in his reworking of Bernard de Chartres’ quotation famously stated, ‘If
I have seen a little further it is by standing on the shoulders of giants’ (Newton, 1675). The
scientific community has progressed many times by building on previous discoveries, while
this is not evident neither in the majoritarian nor in the proportional electoral systems.
Representative democracy emerged in the 18—19th century due to various reasons (among
them were/are the lack of time, expertise, large distance, disinterest, a lack of motivation,
etc.), but in the era of information technology (IT) at least the lack of time and distance can
be left out of consideration. Nowadays the citizens’ perspectives, choices, incorporating
beliefs and cultural backgrounds should be included in public decision-making, especially
when this is not so hard to do. Although individually each person has diverse knowledge
or differing beliefs, their CW provides more accurate data. This could be sine qua non of
the new ‘smart legitimacy’. When authority and openness walk hand in hand, mechanisms
can be created to extract CW from diverse participants. The complexity of relations
makes things complicated, so a smart assembly of parts to form the manageable (able to
change), systemic is needed. Even if the elaboration of relations cannot be known with
full mathematical precision (like all details of the plane’s operations are not known) their
overall understanding can be. Based on the mentioned elements of complexity, diversity
and variety in the environment, only the similar conditions in the society can address them
— through some system. And here (see Figure 1) people and their data come to the fore in
various ways:
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Figure 1: Collective wisdom and its alternatives
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There are a) simple, b) complicated and c) more complicated ways to harness CW: a)
and b) can be made from the unconnected individuals, who (independently and without
knowing each other’s answers) provide data for other purposes (in the open databases)
or to solve a specific problem, while the more complicated ways can be made with the
connected individuals, who act with a certain degree of mutual dependency (from the
most loose connection, where results of others are seen [which can affect decisions of
the later opinion-givers], to the more connected (where social ability comes to the fore)
and the most connected, where the later opinion-givers mimic the previous ones. The
options a) and b) are based on data aggregation and statistical analysis, while c) results
in self-organisation processes. The examples of a/b/c are the open data (portals)/public
forums/communication (via pheromones of mimicking insects) that gives and changes
weights of given alternatives. These options circulate the notions of ‘social machines’,
‘social computing’ as a crowdsourced media reports on public problems (Shadbolt et al.,
2019) or ‘social collective intelligence’ as a mix of CW and social informatics (Miorandi
et al., 2014) that includes the ideas of hybrid computing (people and machines working
together to create new types of problem-solving ability, from peoples’ everyday use of
their mobile connection to data, algorithms and social networks), adaptivity and learning
(gaining knowledge of how the system responds to different circumstances and using that
to readapt). One of such examples is the Smart Society project (Smart Society Project,
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2017) as a socio-technical ecosystem, in which the physical and virtual dimensions of life
are intertwined and where people interact. All alternatives of CW could serve as an input
for flows that together with the stocks, patterns and feedback represent the system (the
upper part in Figure 1). CW could be the answer on the question on ‘[h]Jow much energy
and creativity might be unlocked if all people in an organization feel in control’ (Malone,
2003, p. 63)? Regarding the implementation steps, the government could establish different
public platforms on which the people could provide their opinions on public matters. This
citizen-centred approach could reframe discussion between autonomy and paternalism
towards the shared decision making, collaboration or the calibration of public interest
according to the citizen’s inputs, towards partnerships among the public institutions,
citizens and communities. Such an approach could promote practices that will more likely
nurture CW than simply proclaim the principle of autonomy.

One of the most obvious ways IT can help ‘is by helping groups remember and share the
lessons that individuals have learned separately’ (Malone, 2018, p. 233). CW can better
adapt than the classical static rules due to its mimicking of complex adaptive systems.
Among the usual (more mechanically-connected) ways of reaching CW and/or collective
decisions are the charrette, focus groups, future search, the Samoa circle or the Delphi
method, while the IT (especially Internet) — based (unconnected people as individuals,
but statistically [just] aggregated) ways are many forms of crowdsourcing that integrate
the creative energies of online communities into day-to-day operations (to rate or design
product or solve problems) of many organizations (Brabham, 2013; Grier, 2013), like the
prediction markets (e.g. the University of lowa’s Iowa Electronic Markets, the Hollywood
Stock Exchange, FantasyScotus, Amazon Product Review Tool, customers’ [books, films,
photos] ratings) supported with the various decision-making software based on more
the collaborative decision-making, big data and machine learning (e.g. Decision Lens,
LexPredict, Foldit, Climate CoLab). From the systemic (and formal, institutional) point of
view, self-interest could not be at odds with the greater good, if a public model of “CW
decision-making” (CWDM) is organised. One of the first was examples was participatory
budgeting that started in Porto Alegre, Brazil, in 1989, as an anti-poverty measure that
helped reduce child mortality by nearly 20%. Since then PB has spread to over 3,000
cities around the world (Oliveira, 2017). Based on the mentioned examples a political
organization based on the CWDM can be a new way to address complexity. How much
time Homo politicus has left to realise this (especially in the more and more connected,
intertwined problems that are more and more present on the global level)?

In the meantime, along the experts and MPs (public assemblies), other ways can express
a larger diversity than the first two; this can be done with the committees or groups
of experts, with an individual that enables/builds diversity into his decisions (by using
Bayes theorem or Bayes nets, a Markov chain or other stochastic models) (Carrier, 2012;
Edwards et al., 2007; Gamerman, 1997; Nielsen and Jensen, 2007), while CW (through
the aggregation and statistical analysis of independent, individual opinions) probably bits
them all. CWDM emphasizes consensus-building; it does this not by the ‘winner-takes-all’
dynamic of majoritarian decision-making, but by the independent, diverse and analysed
citizens’ inputs. In the majoritarian case, a minority will probably do everything in its
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power to undermine the majoritarian decision (for the important cases, the classical legal
theory provides solutions in a higher majority or in negotiation), while in the second all
are represented in it. This way can be named as synomy (syn, together and nomos, laws) or
the wisdom of collective decision-making. This kind of collective decision-making does
not disregard an opposing part: it is included in a decision.

Figure 2: Different rules for different environments (own construction)
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CWDM should thus be able to i) process data obtained from the real world (based on
[stochastic] indicators); here a citizen scientist as a volunteer comes to the fore who
collects and/or processes data as part of a scientific enquiry (e.g. the Christmas Bird Count
as a major source of scientific data on trends in the status of bird species in North America,
the Evolution MegalLab and OPen Air Laboratories — citizen science projects invite the
public to take part in scientific investigations by contributing data, processing data or
both (Silvertown, 2009; Worthington et al., 2012); ii) record measurements that uncover
patterns between interactions; iii) enable/change different and independent input values and
follow how patterns change; iv) compare results of patterns vis-a-vis predictable scenarios
based on the average or median result and/or various (publicly-known) algorithms and v)
adapt new decisions/scenarios. If citizens’ inputs are included in such (or similar) way in
decision-making, CWDM is present (Brabham, 2013; Briskin et al., 2009; Landemore and
Elster, 2012; Surowiecki, 2005; Tovey, 2008) provided that in search for optimal decisions
includes the patterns, network, connections, diversity, aggregation and averaging (instead
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of singular decision-makers, deliberation, division, disconnection and sameness). The
power of CW can due to mutual cancelling remove the behavioural and other biases
(Ariely, 2008; Kahneman, 2013); due to the higher calculation power over brains’ limits
of processing power (Marois and Ivanoff, 2005) CW can be a better answer for the
complex environment, with its numerous combinations. Given the (un)known problem-
solution relations there are at least four possibilities for which different rules can be
(proportionately with requisite variety) used, as it is seen in the Figure 2.

The environment evolves in its own (systemically-interconnected) ways, and it does not
consider formal (democratic) decisions automatically. The latter must hence address
the first accordingly with the similar level of complexity: simple rules for the known
environment, dynamic or adaptable norms for the dynamic environment, systemic rules
for the complicated environment for CW for the complex environment.

IV. Conclusion

CW is the capacity for a group of individuals to envision a future and reach it in a complex
context. By using the nervous system metaphor CW is the ability to identify patterns in the
world, encode these patterns in some medium, and utilize this patterned medium to make
useful, non-random decisions. CW is a form of choice architecture that could be installed
into democratic general rulemaking (at least for more complex, dynamic problems). The
emphasis is on the citizens’ knowledge who, together with authorities’ pattern policies. The
more and more increasing complexity of regulation of society prevents the classical idea
of society’s management to be fully apprehended in legal norms. Since this is not possible,
an increasing gap opens between the formal determination of rights and obligations and
their actual implementation. The theory of complex systems could with an analysis of
complexity that looks for patterns in a simple behaviour from a data set with the concept
of emergence give a new perspective on a rule’s understanding: an essential difference
from the present understanding is not only that the collective as a whole represents more
than just the sum of its parts. Only appropriately sized (numerically) dominated diversity
can tame opposing diversity: only diversity; can break diversity, and vice versa. Stability
of a dynamical system is, therefore, the property of the system (and not of the people
as individuals) as a whole; stability means the coordination of measures between the
system’s parts.

CW is about the inclusion of all diverse information, where the essential creator is the
people, our evolutionary skills of selection that look for relevant information but grouped
in a common pattern. This paper claims that events cannot be satisfactorily regulated if
diversity is not similar on the side of regulator and the side of regulated; emergence is
the cause that complex systems cannot be precisely predicted in advance; an awareness
(of self and others) is the basis of every management; the implementation of awareness is
possible through sensors that measure previously given criteria that allow the fact-finding
and adapting to new circumstances. These inferences show that public systems and their
decisions cannot be built solely based on the information we have, because it is the system of
different sensors in different places with the detection of data (similar as the installation of
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sensors in the plane allows you to fly properly or promptly to respond to the surroundings)
that enables deduction on appropriateness of some sort of regulation. It is not about to
be able based on facts to make the best decisions and ex-post enforce also subjective
responsibility for mistakes, but to have also the ex-ante system of facts perception that
is designed to allow the detection of a wide range of data from which patterns can be
seen. First, it is necessary to have relevant data (which we recognise/understand as such),
and only then it can be analysed and placed in mutual relations. Mechanical — by the
hand of one or some experts — rules can cope neither with dynamic nor with the complex
environment. If this is common sense, it is not so common in the present parliamentarian
and bureaucratic procedures. Decreased costs of IT should change the public decision-
making processes, but further efforts are needed to undermine the Motorhead lyrics that
‘everything changes, [but] all stays the same’. Let this paper be one small step towards CW.
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