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Abstract: The aim of the paper is to provide an analysis of news and financial data using their
network representation. The formation of network structures from data sources is carried out using
two different approaches: by building the so-called market graph in which nodes represent financial
assets (e.g., stocks) and the edges between nodes stand for the correlation between the corresponding
assets, by constructing a company co-mention network in which any two companies are connected
by an edge if a news item mentioning both companies has been published in a certain period of
time. Topological changes of the networks over the period 2005–2010 are investigated using the
sliding window of six-month duration. We study the stability of the market graph and the company
co-mention network over time and establish which of the two networks was more stable during
the period. In addition, we examine the impact of the crisis of 2008 on the stability of the market
graph as well as the company co-mention network. The networks that are considered in this paper
and that are the objects of our study (the market graph and the company co-mention network) have
a non-changing set of nodes (companies), and can change over time by adding/removing links
between these nodes. Different graph similarity measures are used to evaluate these changes. If
a network is stable over time, a measure of similarity between two graphs constructed for two
different time windows should be close to zero. If there was a sharp change between the graphs
constructed for two adjacent periods, then this should lead to a sharp increase in the value of the
similarity measure between these two graphs. This paper uses the graph similarity measures which
were proposed relatively recently. In addition, to estimate how the networks evolve over time we
exploit QAP (Quadratic Assignment Procedure). While there is a sufficient amount of works studying
the dynamics of graphs (including the use of graph similarity metrics), in this paper the company
co-mention network dynamics is examined both individually and in comparison with the dynamics
of market graphs for the first time.

Keywords: graph dynamics; social networks; market graph; graph similarity measures

1. Introduction

The modern economy is a complex system consisting of an enormous number of companies that
interact with each other to achieve their own goals. Modeling the aggregate as well as local behavior
of such systems is an extremely important, albeit complex problem. One of the modern approaches
to building models of economic or financial systems is graph models that are based on transforming
empirical data into a network representation using additional reasonable assumptions. In such graphs,
nodes usually correspond to companies, and edges between nodes reflect the relations between them.
The following may serve an example of such relationships:
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• direct links between companies, for example, a supplier-consumer type relationship, i.e., one of
the companies supplies goods or services to another company [1–5],

• relations between banks [6–10] (lenders and borrowers in the interbank loan market);
• the connections reflecting investments of one of the companies into another one [11–14].

Unfortunately, such information is often confidential and not always available to researchers.
Therefore, for the construction of network models of economic interaction, not directly observable
links between economic agents are often used:

• One of the possibilities in discovering connections between companies is to use correlations
between the returns of companies’ assets. In accordance with the efficient market hypothesis, it is
assumed that stock prices of companies and their mutual behavior reflect all publicly available
information about companies. Thus, economic and financial connections between companies may
be reflected by the correlation of the log returns of company assets [15–32].

• Some researchers believed that a connection between companies arises, if both companies have
common members of the board of directors [33–37].

• Several papers dealt with company co-mention networks in which connection between companies
is reflected by the fact of mentioning the both companies in one news item [38–41].

• Also, in various applications it can be useful to build graphs of industrial or spatial affiliation of
companies [40].

It should be noted that in the course of their activities, economic agents generate a large amount of
publicly available information which includes news reports on companies published by news agencies.
News flow also includes SEC reports, court documents, reports of various government agencies,
business resources, company reports, announcements, industrial, and macroeconomic statistics.
The news flow containing financial and economic news items is extremely intense (thousands of
news items per second) and exhibits high unstructurability. The analysis of the characteristics of time
series corresponding to the flow of financial and economic news is an important and interesting task.
The study of such characteristics would allow a deeper understanding of the features of the news flow
background and its dependence on the current situation on financial markets.

News analytics data providers such as Thompson Reuters and Raven Pack collect data from
different sources including news agencies and social media (blogs, social networks, etc.) and process
such data in real time [42,43]. The paper [44] studies structural characteristics of news flows generated
by news agencies, enterprises, organizations, social networks, etc.

Following ideas of [38,39] the current paper presents a company co-mention network as a
graph where the world’s major companies mentioned in financial, business-related, and economic
news flow are shown as nodes. If any two companies are mentioned in the same piece of news,
the company co-mentions graph shows it as the edge between two nodes. Various important
characteristics of company co-mention networks were studied with use of different SNA metrics,
such as eigenvector centrality, degree of centrality, betweenness centrality, closeness centrality,
frequency, etc. in papers [38,39], and key companies of networks were found. It was demonstrated that
the degree distributions as well as the clustering-degree of the analyzed graphs follow a power law, but
using a non-typical exponent value. The subgraph analysis in terms of industrial and spatial affiliation
allowed for key company identification in the network and the possibility to research the analogous
power-law distribution for company co-mention network subgraphs. The QAP analysis method
was used in [40] to examine the correlations between the company co-mention network and graphs,
describing sectoral (and spatial) affiliation. Papers [38,39] explore how the structural characteristics of
the company co-mentions graph change over time, such as the distribution of the vertices degrees,
the distribution of the average clustering coefficient, the edge density, the size of maximum clique,
its connectivity. It was found that the power-law structure of the co-mention graph is quite stable.
The degree exponent as well as the clustering-degree coefficient were at their lowest values during the
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2007–2008 financial crisis. All maximum cliques comprise a big amount of companies from banking
sector. The maximum independent set was the largest at the peak of the 2008 financial crisis.

The aim of the paper is to provide a joint analysis of news and financial data using their network
representation. The formation of the network structures from different data sources is carried out
using two different approaches:

• by building the so-called market graphs in which nodes represent financial assets (e.g., stocks) and
the edges between nodes stand for the correlation between the corresponding assets.

• based on companies’ co-mention in the news flow. The company co-mention network is
constructed as follows: two companies are connected by an edge if a news item mentioning
both companies has been published in a certain period of time.

The market graph as well as the company co-mention network are changing over time by means of
adding or by removing links. Two co-mention networks built for two consecutive periods contain the
same nodes (companies). However, the presence or absence of an edge (a link between two companies)
depends on whether the news item mentioning these two companies was published during this period
or not. The news generating process is random, so the presence of an edge in a specific period of time
may vary from one period to another. We could not find any papers in which this behavior of the news
flow is modeled. In this paper we construct the company co-mention network as well as the market
graph using empirical data.

The main research questions that we would like to answer in this paper are the following ones:

1. Does the market graph remain stable over time? How significantly do the market graphs
constructed for two consecutive 6-month windows differ? How did the crisis of 2008 change
the stability of the market graph? Were the changes of the market graph during the crisis minor
or noticeable?

2. Does the company co-mention network remain stable over time? How significantly do the
company co-mention networks constructed for two consecutive windows differ? How did the
crisis of 2008 change the stability of the company co-mention network? Were the changes of the
company co-mention network during the crisis small or huge?

3. What of the two networks was more stable over time: the market graph or the company
co-mention network?

4. How do the market graph and the company co-mention network constructed for the same time
window differ?

To examine how the networks have actually evolved over time we will employ the approach
described in the paper [45] based on the use of different graph similarity metrics. To avoid one-sided
results associated with the wrong choice of the graph similarity metrics, in our study we will use four
different measures:

• the Hamming distance (h) between graphs;
• a network similarity measure d proposed in [46] that quantifies how the set of central nodes

(their ranking) has changed in a network;
• D-measure which is proposed in [47] and proved to be discriminative and computationally

efficient to distinguish and quantify graph dissimilarities and which can identify and quantify
topological differences between graphs;

• graph diffusion distance (GDD) [48] based on measuring the average similarity of heat diffusion
on each graph.

Note the last three measures have appeared relatively recently, but have already demonstrated
their advantages in several empirical studies.

In addition, we exploit QAP (Quadratic Assignment Procedure) which was introduced in [49]
and developed in [50,51].
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The paper has the following structure. Section 2 describes the procedures for constructing the
market graph and the company co-mention network based on empirical data. In addition, in this
section we describe a methodology for assessing the stability of graphs over time based on the use
of graph similarity measures. Section 3 contains a brief description of the graph similarity measures,
which we will use in our study. In Section 4, we describe the empirical data based on which we
construct the market graph and the company co-mention network. Finally, we present our results on
the analysis of the graph stability over time in Section 5. Section 5 of this paper presents new empirical
study on the dynamics of company co-mention network both separately and in comparison with the
dynamics of market graph, based on the estimation of graph similarity metrics of graphs constructed
for successive time periods. For convenience of the reader, we list some notations in Abbreviations.

2. Data Transformation for Network Representation

2.1. Market Network Construction

The examination of properties for market networks has accentuated in the past few years. It seems
that the notion of the market graph was firstly studied in the paper [15]. In his work Boginsky
defined the market graph as a complete weighted graph in which the nodes (or vertices) serve as
stocks and weights of edges match similarity between behavior of the stocks. The simplest way
to quantify this similarity can be done with use of Pearson correlation coefficient. For this reason,
Boginsky [15] suggests that an edge between two nodes (assets) is embedded in the market graph,
if the corresponding value of Pearson correlation coefficient is bigger than a fixed threshold.

The market graph approach proposed in [15] has received much interest in the recent decade.
In particular, many papers have obtained applicable empirical results using real market data
while exploring various structural features and aspects of market graph such as maximum cliques,
maximum independent sets, degree distribution [16–19], clustering in Pearson correlation [20],
dynamics of the US market graphs [21], complexity of market graph [22]. The papers [17,23–26]
examine distinct financial markets to find differences between them. Market graphs with measures
of similarity diverse from correlation are under investigation in works [23,27–30]. An analysis for
estimation of reliability of market graph approach results was presented in [31].

We construct the market network using the Pearson correlation; it means that two companies are
connected if the value of the Pearson correlation between the two assets are above a given threshold
(in this period of time).

More precisely, the market graph is constructed as follows. We denote by Pi(t) the price of the
asset i in day t. Then

Ri(t) = ln
Pi(t)

Pi(t− 1)
(1)

is the logarithm of the ratio of the price of the asset i in day t to the price in the previous day t− 1.
Let n be the number of assets. We will suppose that random variable Ri(t), t = 1, 2, . . . , N, has a

corresponding distribution Ri, i = 1, 2, . . . , N, and the joint distribution of random R1, R2, . . . , RN is
not known.

The Pearson correlation coefficient between random variables Ri and Rj is defined by

rij =
∑(Ri(t)− Ri)(Rj(t)− Rj)√

∑(Ri(t)− Ri)2
√
(Rj(t)− Rj)2

,

where Ri =
1
T ∑T

i=1 Ri(t) denotes the mean value of Ri.
The Pearson correlation is the most popular measure exercised in the examination of the finance

market. The main shortcoming of the Pearson correlation is weak robustness to deviations from the
assumptions on identity distribution of the random variables in question.
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We will use the Pearson correlation to measure the pairwise similarity measure for stocks i and j.
The edge between the vertices i and j is added to the graph if rij ≥ θ, which means that the prices for
these two assets behave identically over time, and the degree of this similarity is determined by the
corresponding value of the Pearson correlation coefficient.

The market graph constructed with use of the measure linearly dependent on the sign correlation
was studied in [23,32]. The paper showed that the measure is capable for the analysis of the market
graphs. As pointed out in [23], the sign correlation has a few important differences from the Pearson
correlation, which makes it more applicable to our analysis than the classical correlation.

It is worth noting that for large graphs it would be more computationally effective to use a
clustering algorithm to find clusters of highly connected nodes, and then compute similarity between
pairs of nodes within each cluster and then between clusters [52]. Please note that the computation
of node similarity between all pairs over the entire graph may be much more time costly for large
networks. In our research the graph sizes do not exceed 1053 nodes and the construction of graphs
may be made in reasonable time by calculating all pairwise correlations.

To expose the evolution of market structures we use the dynamic approach which is peculiarly
useful for the comparisons of calm periods before the financial crisis of 2008 and crashes. For every
stock pair, we take the log return time series in a time window with the length of six months,
i.e., with price values included in the window. Using a sliding window approach, we can calculate the
correlation matrices for each of the six-month sliding windows by shifting each subsequent window
by one month. Thus, in the dynamic approach with sliding windows, we calculate a sequence of
correlation matrices and corresponding market graphs. We chose the window length of six months for
the following reasons. Too small a window length would lead to incorrect correlation dependencies,
since the number of assets is more than 1000. On the other hand, choosing a larger window length
would result in the effect of the shocks of one local period being reflected in the correlation matrix
constructed for this long interval.

2.2. Network Representation of News Analytics Data

In the company co-mention network, the network “node” represents a company, while the nodes
relationship is indicated by the edge. If a company was mentioned in the same news report with
some other companies, it is connected with them. The company co-mention network can be viewed as
an undirected weighted graph, and therefore, the company co-mention network can be treated as a
social network.

We conduct the analysis of the companies’ co-mention network according to the pattern outlined
in [38]:

1. we assemble all economic, business-related and financial news published over six years
(2005–2010);

2. we accomplish the process of data cleansing;
3. we chose companies cited in news reports during this time;
4. we divide the 6-year period into overlapping semiannual intervals. Each subsequent interval

is obtained by shifting the previous one 1 month ahead. The result is 67 intervals of the same
6-month size (approximately 125 trading days).

5. we calculate the number of co-mentions (link weight) for every two companies cited together at
least in one piece of news over each time interval. In case the companies are not co-mentioned in
the given interval, the link weight is 0.

6. we used these weighted calculations of the collective companies’ mentions to obtain symmetric
co-mention matrices for each interval;

7. we explore the evolution of the co-mention matrices over the time, and the results of this study
are being visualized and interpreted.
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The first operation is executed by the news analytics providers among which are Raven Pack,
Media Sentiments, and Thompson Reuters. They assemble news items in real time from various news
providers and sources. They employ AI algorithm to accomplish analysis of each news item in real
time for their subscribers. As a result, each news report is transformed into a set of metadata including
time of publication, the name of company or asset, news relevance, novelty, etc. The comprehensive
characterization of news analytics and its application in finance industry may be found in [42,43].

2.3. Methodology

Many real networks have evolved over time by adding/removing nodes or links between the
nodes. The network at time t and the network at time t + 1 may differ from each other, even if the set
of nodes has not changed. If these changes are neglectable, then the network remains stable over time.
In addition, a network that has remained stable for a period of time may change sharply at some point
in time due to some unexpected reasons.

The networks that are considered in this paper and that are the objects of our study (the market
graph and the company co-mention network) have a non-changing set of nodes (companies), and can
change over time by adding/removing links between these nodes:

• We construct the market graphs based on the correlations between assets for a 6-month window,
moving the sliding window by one month ahead to construct the following subsequent graph.

• We construct the company co-mention network (for the same companies that form the market
graph), adding an edge between two companies, if a news item mentioning both these companies
was published during a 6-month window, shifting the sliding window by one month forward to
construct the subsequent network.

To evaluate these changes, a graph similarity measure can be used. If a network is stable over
time, the measure of similarity between two graphs constructed for two different time windows
should be close to zero. If there was a sharp change between the graphs constructed for two adjacent
periods, then this should lead to a sharp increase in the value of the similarity measure between these
two graphs.

Currently, there are a large number of graph similarity measures. Each such measure has both
positive characteristics and several drawbacks. Therefore, to avoid one-sided results caused by the
wrong choice of the graph similarity measure, we will use different measures that have worked
well in applied research and that evaluate the similarity of graphs in respect of various aspects and
characteristics (topology, node ranking, etc.).

In this section, we describe two methods we will use to analyze the dynamics of graphs
(both market graph and company co-mention network). Let G1, G2, . . . , GT be the sequence of the
graphs representing the states of a complex system at time slots 1, 2, . . . , T. Let ρ(Gt1 , Gt2) be the
value of a graph similarity measure calculated for two states Gt1 and Gt2 . As such a measure of
similarity ρ, it can be possible to use various metrics that estimate the distance between the graphs
(e.g., the difference in L2-metric, graph-edit distance, or measures based on the presence of isomorphic
subgraphs). Unfortunately, the use of these simple measures did not allow us to obtain interpretable
results (both market graph and company co-mention network). Therefore, in our study we used the
similarity measures described later in Section 3.

2.3.1. Dynamics Analysis Based on the Assessment of the Neighboring Graphs Similarity

The essence of this method is simple enough and consists of using two different similarity
measures ρ1 and ρ2. It is desirable that these measures evaluate different types of graph dissimilarities
(for example, topological and structural dissimilarities). As such measures, in the following sections
we will use the Hamming distance and the d-measure defined below by Equations (2) and (3). The first
measure measures the closeness of the local structural properties of graphs, while the second measures
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the similarity of the centrality indices of vertices. Then we find the values of the measures ρ1 and ρ2

for all neighboring pairs of graphs. Thus, we get T − 1 points

(ρ1(G1, G2), ρ2(G1, G2)), (ρ1(G2, G3), ρ2(G2, G3)), . . . , (ρ1(GT−1, GT), ρ2(GT−1, GT))

on the plane (ρ1, ρ2). Visualizing these points on the plane can help a researcher

• to find the periods in which the greatest changes occurred during the transition from one time
interval to another;

• to find periods of stability in which there were no changes between adjacent graphs in terms of
measures ρ1 and ρ2;

• to understand which characteristics of graphs have changed more: those that are evaluated by ρ1

or those that are related to the measure ρ2.

In particular, this approach was applied in [46] to analyze the dynamics of immigration flows
between countries.

It should be noted that the proximity between pairs of points (ρ1(Gi−1, Gi), ρ2(Gi−1, Gi)) and
(ρ1(Gj−1, Gj), ρ2(Gj−1, Gj)) as well as all points i, i + 1, . . . , j− 1 between them on the plane (ρ1, ρ2)

does not guarantee the proximity of the initial Gi−1 and the last Gj graphs. Therefore, despite the
simplicity and clarity of the resulting visualizations, this approach has its limitations.

We apply this approach for visualization of the dynamics of both market graphs and company
co-mention networks in Section 5.1.

2.3.2. Multidimensional Scaling Analysis Approach

Another idea that we also apply in our research is to use the multidimensional scaling analysis.
First, we calculate the values of the distances between all pairs of graphs from the sequence
G1, G2, . . . , GT using the measure ρ, and form a matrix of pairwise distances

A =


0 ρ1(G1, G2) . . . ρ1(G1, GT)

ρ1(G2, G1) 0 . . . ρ1(G2, GT)

. . . . . . . . . . . .
ρ1(GT , G1) ρ1(GT , G2) . . . 0


Then applying the multidimensional scaling analysis (MSA) to matrix A, we can derive underlying
factors which influence the graph dynamics (with respect to the measure ρ). In particular, the MSA
may expose essential underlying dimensions that help the researcher to interpret observed similarities
or dissimilarities (distances) between the graphs.

This approach is applied to market graphs and company co-mention networks in Section 5.3.

3. Graph Similarity Measurement

The problem of finding adequate network stability and similarity measures has been
the focus of research in the recent decades. The numerous algorithms, techniques and
similarity measures can be grouped into several main categories: edit distance/graph
isomorphism [53–55], common subgraphs [56–58], statistical methods (feature extraction) [59–63],
and iterative methods [64–66]. Another simple way to quantify the similarity of two networks is to
find Pearson correlation coefficient for two adjacency matrices corresponding to the networks.

Paper [46] pointed out that main shortcoming of many methods for graph similarity quantification
is that they do not take into consideration topological structure of the networks. All edges are treated
equally with no regard to the fact whether they link two disconnected components or two vertices in a
dense network. To reflect and quantify topological similarities of the networks several approaches
have been developed in papers [46,67,68].
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In this section, we briefly describe the well-known Hamming distance and the graph similarity
measures proposed in [46–48] that we will use in Section 5.

3.1. The Hamming Distance: Similarity of Local Structure

The Hamming distance is a special instance graph-edit distances and measures the number of
edge deletions and insertions necessary to transform one graph into another. The Hamming distance
can be used for a network dynamics analysis which shows how a network evolved over time in terms
of its local structure. The brief description of this approach can be found in this subsection.

Let At denote the adjacency matrix of graph G at time t. The Hamming distance between networks
at two time slots t1 and t2 is defined as follows:

h (G1, G2) =
∑n

i,j

∣∣∣A(1)
ij − A(2)

ij

∣∣∣
n(n− 1)

. (2)

The Hamming distance h(G1, G2) is symmetric and varies from 0 to 1. If h(G1, G2) = 1 then the
networks are completely different. If h(G1, G2) = 0 then these networks are identical.

3.2. d-Measure: Node Similarity Measure Based on Interval Orders

Paper [46] proposes a measure that describes the distance between two graphs G1 and G2.
The measure d(G1, G2) uses an interval order idea in a network theory by evaluating how the central
nodes of network have changed.

Let G1 and G2 be two graphs which we would like to compare using the sets of their most
important nodes. Let the graphs have the same number of vertices n and the same set of nodes. Let ct

i
be the centrality of node i in graph Gt, t = 1, 2. In our study we rank the nodes of the graphs based on
the PageRank measure.

Let Rt =
[
rankt

ij

]
represent our knowledge about comparable ranking of vertices in graph Gt

formed by means of their centrality evaluation at time t:

rankt
ij =

{
1, ct

i − ct
j > ε

0, else.

Paper [46] pointed out that the selection of parameter ε should be based on the problem under
consideration. In our study we chose ε = 0.00001, so even relatively small changes in data would be
taken into account.

Then d-measure between G1 and G2 (the distance between the two rankings for the networks G1

and G2) is defined in [46] using the Hamming distance formula:

d(G1, G2) =
∑n

i 6=j

∣∣∣rank(1)
ij − rank(2)

ij

∣∣∣
n · (n− 1)

. (3)

The d-measure is symmetric and varies from 0 to 1.

3.3. D-Measure

The D-measure (dissimilarity measure) was proposed in [47].
Let the distance distribution in each node i of the graph G with n nodes, Pi = {pi(j)}, is

given, where pi(j) denotes the proportion of nodes which are connected to node i at distance j.
Comprehensive information of the network topology in a compressed way is presented in the set of n
node-distance distributions, {P1, . . . , Pn}.

For an N-nodes network, the set of n distance distributions {P1, . . . , Pn}, is normalized by
log(d + 1), where d is the diameter of network.
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NND is defined by the following equation:

NDD(G) =
J(P1, . . . , Pn)

log(d + 1)
, (4)

where

J(P1, . . . , Pn) =
1
n ∑

i,j
pi(j) log

(
pi(j)

µj

)

is the Jensen–Shannon divergence of the N distributions and µj =
1
n ∑i,j pi(j) is their average.

The D-measure was defined in [47] as follows:

D(G1, G2) = w1

√
J(µG1

,µG2 )

log 2 + w2

∣∣∣√NDD(G1)−
√

NDD(G2)
∣∣∣+ w3

2

(√
J(PαG1

,PαG2 )

log 2 +

√
J(PαGc

1
,PαGc

2
)

log 2

)
,

where µG1 , µG2 are the graphs averaged node-distance distributions, NDD is defined in (4), Gc
1, Gc

2 are
complements of G1 and G2. The last term includes the comparison of α-centrality values of the graphs
computed through the Jensen–Shannon divergence.

In our paper we use the weights w1 = w2 = 0.45, w3 = 0.1, which was suggested in [47] as the
most appropriate way to quantify structural dissimilarities in graphs.

3.4. Graph Diffusion Distance

Graph diffusion distance (GDD) was proposed in [48]. GDD is aimed at evaluating the
dissimilarity between two graphs with the same number of nodes and is based on quantification
of the average similarity of heat diffusion in the graphs. To compute the value of GDD it is necessary
to find (for each graph) Laplacian exponential kernel matrices that arise in solving the heat diffusion
problem with initial conditions restricted to single vertices. Then the value of GDD is defined in [48]
as the Frobenius norm of the difference of the kernels, at the diffusion time in which the difference is
achieved its maximum.

3.5. Combined Similarity Metric

It can be possible to visualize the overall changes in a graph as a point (h(G1, G2), d(G1, G2)) in
two-dimensional space (h, d).

In case the obtained point is a null point, (h(G1, G2), d(G1, G2)) = (0, 0), we treat the networks as
identical. When (h(G1, G2), d(G1, G2)) = (1, 0), the network structure differs entirely yet the central
elements are same (i.e., complete or empty graph). If (h(G1, G2), d(G1, G2)) = (1, 1) then two networks
are different both in local structures and sets of key elements (for example, node chain compared to
inverse chain). If (h(G1, G2), d(G1, G2)) → (0, 1) then there is a complete instability in terms of its
central elements.

Paper [46] suggests transforming the two measures into one similarity measure

lα(G1, G2) = α · d(G1, G2) + (1− α) · h (G1, G2) , (5)

where α is relative importance of the ranking distance.
When α = 0, the similarity measure can be considered similar to classical measures as being

based on the network structure. If α = 1, then the networks are similar (in the case when network
node-rankings disregarding the local structure). If α = 0.5 then both measures are equal. The main
trends in a network can be revealed by the two measures application, which can also be used to create
a comparison of pairs of temporal networks with clustering procedure. This is used on a network to
find its homogeneous periods or life cycles.

In our study, we use (5) with α = 0.1.
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3.6. QAP Procedure

One of the methods for graph similarity estimation is the applied quadratic assignment procedures
(QAP) regression. In our research we use QAP procedure to examine the stability of the market graph
and company co-mention network over time. It should be noted that the application of the standard
OLS regression would provide incorrect results due to the fact that this method relies on the assumption
of independency of the observations and that they are identically distributed. Indeed, since many
vertices of the network are connected by links, the directly or indirectly linked vertices have potentially
dependent relation. Thus, the precondition for ordinary least squares method is not met.

For this reason, QAP regression proposed by D. Krackhardt in [49] uses nonparametric
permutation. The QAP procedure permutes rows and columns of the graph matrices, and then
correlation coefficient between independent adjacency matrices and the dependent adjacency matrix is
calculated. The QAP procedure repeats permutations of rows and columns of the adjacency matrices
many times to find a test statistic for testing the null hypothesis of the regression.

It was shown in [69] that in the case of high autocorrelation the QAP procedure leads to a much
lower proportion of type 1 error than OLS regression.

In our research, we would like to find

• the dependence between the adjacency matrix of the market graph constructed in a given period
and matrices constructed for other periods;

• the dependence between the adjacency matrix of the company co-mention network constructed
in a given period and matrices constructed for other periods;

• the dependence between the adjacency matrix of the market graph constructed in a given period
and the adjacency matrix of the company co-mention network constructed for the same period.

In such network matrices, the autocorrelation might occur. By this reason we employ the QAP
regression procedure.

QAP method has proved to be successful in many applied problems: for identifying significant
factors for predicting social relations [70], for finding important factors that influence web citation
among universities [71], to study the job mobility of scientists [72], to recognize the patterns in patent
network analysis [73].

4. Data

4.1. Financial Data

The database for constructing and analyzing the market graph was taken from the Yahoo Finance.
The daily data were collected from Yahoo Finance database, which was used to retrieve historical
prices of the companies traded in the largest stock exchanges for the period from 1 January 2005 to
31 December 2010 (i.e., 1500 trading days). To study the dynamics of the market graph, the 1500-day
trading days interval was divided into 67 consecutive overlapping 125-day periods. The dates
corresponding to each period are presented in Table 1.

Table 1. Periods ID’s and their starting and ending dates.

Period Start End

1 01.01.2005 30.06.2005
2 01.02.2005 31.07.2005
3 01.03.2005 31.08.2005

. . . . . . . . .

. . . . . . . . .
65 01.05.2010 31.10.2010
66 01.06.20010 30.11.2010
67 01.07.20010 31.12.2010
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Market network is formed based on correlation; it means that a company has connection with
those companies which have the positive significant correlation of assets with it in this period of time.
In our research market graphs were constructed as it is described in Section 2.

4.2. News Analytics Data

The paper analyzes the entire scope of financial, business-related and economic news published
over six years (72 months) from 1 January 2005 to 31 December 2010. The news analytics data were
cleared to eliminate all messages on the beginning and end of the exchange trading sessions and
analytical reports with tabular data. Overall, the cleared data set contained over 8,550,000 messages
for a six-year period. The intensity of the news flow remained rather stable over the time interval.
The news count increased by an average of 2% per year. The monthly number’s magnitude ranged
from 90,000 to 145,000. The maximum points of co-mentions may correlate with the period of the early
2007–2008 financial crisis of (Figure 1).

The number of companies in which there was at least one mention of them in 5 years exceeded
24,000. Moreover, 18,500 enterprises had at least one joint mention in the same time interval.

Table 2 shows that 92.2% of the entire amount of news mentioned only one of the enterprises.
7.1% cited two companies, whereas 0.5% of all news items mentioned three companies. The number
of news containing co-mentions (i.e., related to more than one firm) ranged between 5.5% and 11.4%
in different months. Less than 0.05% of the messages contained the co-mention of four or more
enterprises. News reports containing simultaneous mention of ten or more firms were fairly rare
(fewer than 50 news items over a 6-year period). The highest number of enterprises cited in one piece
of news was 14.

Table 3 shows thatthe total of co-mentioned pairs over five years was more than 1,757,000.
Over 50% of news reports and 45% of co-mentions were associated with firms (stocks) traded in the
United States. Over 90% of news and co-mentions were connected to companies (stocks) traded on
the 15 largest exchanges. Table 4 shows the amount of news items mentioning a given number of
companies in each year from 2005 to 2010.

For each of the 72 months the number of co-mentions of each pair of companies was calculated,
then the corresponding adjacency matrices of co-mention graphs were created. At the next step,
we ranked the companies by the average co-mention number per month. The leader (the most
frequently co-mentioned company) was determined in the news stream along with other enterprises in
220 messages on average per month. For 4 years, over 4000 assets were cited with the leader. However,
only about 200 companies had co-mentions together with the leader more than one time per year.

Table 2. The amount of news (Freq.) mentioning a given number of companies (K).

K Freq. Percent Cum. Co-mentions Co-mentions
Percent. Cum.

1 7,891,180 92.22 92.22 0 69.5
2 610,824 7.14 99.36 1,221,648 69.5
3 43,352 0.51 99.86 260,112 84.3
4 6887 0.08 99.94 82,644 89.0
5 1553 0.02 99.96 31,060 90.8
6 650 0.01 99.97 19,500 91.9
7 928 0.01 99.98 38,976 94.1
8 1611 0.02 100 90,216 99.2
9 126 0 100 9072 99.8

10 33 0 100 2970 99.9
11 11 0 100 1210 100.0
14 1 0 100 182 100.0

Total 8,557,156 100 1,757,590 100
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Table 3. The amount of news items in each year from 2005 to 2010.

Year Total Amount
of News Items

News Items with
Co-Mentions

The Share of News
with Co-Mentions

Amount of
Co-Mentions

2005 1,332,680 109,560 8.22 252,344
2006 1,351,598 117,933 8.73 269,538
2007 1,460,248 124,299 8.51 422,912
2008 1,451,137 116,103 8 312,870
2009 1,471,312 101,339 6.89 254,352
2010 1,490,181 96,742 6.49 245,574

Total 8,557,156 665,976 7.78 1,757,590

Table 4. The amount of news items mentioning a given number of companies (K) in each year from
2005 to 2010.

K 2005 2006 2007 2008 2009 2010 Total

1 1,223,120 1,233,665 1,335,949 1,335,034 1,369,973 1,393,439 7,891,180
2 102,505 110,590 112,436 105,207 91,984 88,102 610,824
3 6395 6749 7408 8597 7655 6548 43,352
4 576 533 1384 1433 1335 1626 6887
5 65 45 449 309 300 385 1553
6 13 11 404 112 48 62 650
7 2 3 781 126 11 5 928
8 3 2 1314 276 3 13 1611
9 0 0 94 30 1 1 126

10 0 0 23 10 0 0 33
11 1 0 6 3 1 0 11
14 0 0 0 0 1 0 1

Total 1,332,680 1,351,598 1,460,248 1,451,137 1,471,312 1,490,181 8,557,156

01.2005 01.2006 01.2007 01.2008 01.2009 01.2010
0.8

1

1.2

1.4

·105
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(b)
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Figure 1. Monthly dynamics of (a) the amount of news; (b) the amount of news with co-mentions;
(c) the share of news items with co-mentions; (d) the amount of co-mentions, from January 2005 to
December 2010.

In our research company co-mention networks were constructed as it is described in Section 2.
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5. Empirical Result

We divide 6-year interval into 67 half-years overlapping intervals and choose 1053 companies
with highest density of news that mention them during the period under review. We excluded news
with relevance under 80 (i.e., news with 80% or less probability of being connected with the company).
Then for each time interval we check the amount of co-mentions for each pair of companies in one
article (if two companies are both mentioned in one article during the period of time, the weight of the
link is considered 1); if companies were not mentioned during the interval the weight of the link is
considered 0. Then we form unweighted symmetric matrices of co-mentions for each time interval
using these weighed calculations of the collective companies’ mentions.

The market graph is based on correlations between 1053 shares chosen while forming the
co-mention network. It means that a company has connection with those companies which have the
positive significant correlation of assets with it in this period of time. In order to have market graphs
similar to the co-mention graphs correlation threshold value is made 0.6. Figure 2 shows the dynamics
of edge density of the resulting graphs for the chosen periods. It can be seen that the edge density
had its highest values during the 2008 financial crisis (the dark fragment in the middle of the figure).
It has to be mentioned that the density of the co-mention network has been reasonably stable and has
been insignificantly rising before the 2008 financial crisis, while the market graph had noticeable edge
density rise during the major events of the financial crisis.
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Figure 2. The dynamics of edge density for the company co-mention network (dark red) and the
market graph (dark blue) from the first of 67 six-month periods (1 January 2005–30 June 2005)to the
last six-month period (1 July 2010–31 December 2010). Points mark the middles of six-month periods.
The outlier corresponds to 40–41 periods.

5.1. Similarity Analysis Using Measures h and d

We apply the proposed model to the co-mention network and to the market graph.
The information about how the structure of the market graph changed over the adjacent half-years
regarding ranking distance d and local structure distance h is shown in Figure 3.

For each six-month window (period) we constructed a market graph in accordance with the
approach described in Section 2.1. The IDs of the periods and their starting and ending dates are given
in Table 1. Thus, we obtained 67 market graphs M1, M2, . . . , M67 corresponding to the 67 six-month
periods. Similarly, we obtained 67 company co-mention networks C1, C2, . . . , C67 corresponding to
each of the 67 periods (see Table 1) using the methodology described in Section 2.2.

We found the values of d-metric for each pair of graphs constructed for all two consecutive
6-month periods, i.e., d(M1, M2), d(M2, M3), . . . , d(M66, M67). In addition, we calculated the
values of h-metrics for each pair of graphs constructed for all of two consecutive 6-month
periods,i.e., h(M1, M2), h(M2, M3), . . . , h(M66, M67).
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Figure 3 shows the evolution of ranking and local structure distances between each pair of
market graphs constructed for every pair of consecutive six-month periods, i.e., between 1 and
2, between 2 and 3,. . . , between 66 and 67. Thus, i-th point on the (h, d)-plane has coordinates
(h(Mi, Mi+1), d(Mi, Mi+1)), i = 1, . . . , 66. Each point on the plane characterizes the differences
between the graphs at the current and previous time windows, evaluated by both the Hamming
distance h and the d-measure. This visualization allows one to distinguish periods with higher or
lower intensity of graph changes.

Figure 3 shows that the local structure of the market graph changed very little until the beginning
of the 2008 crisis (blue points). However, during the crisis (red points), the values of the similarity
measure h (i.e., the Hamming distance) between consecutive graphs increased sharply (more than
ten-fold). Moreover, after the peak of the crisis was passed, the instability of the network local structure
remained at the same high level (green points). On the other hand, the value of the measure d,
which measures the proximity of the ranking of the vertices of two consecutive graphs, did not increase
during the crisis.
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Figure 3. The evolution of ranking and the Hamming distances between each pair of market graphs
constructed for every pair of consecutive six-month periods, i.e., 1–2, 2–3, . . . , 66–67.

The i-th point in Figure 3 show (h, d)-similarity of i-th and (i + 1)-th graphs constructed for the
corresponding consecutive 6-month intervals defined in Table 1. Points i = 1, . . . , 38 correspond to
periods with midpoints from July 2005 to May 2008 and are colored in blue. Points i = 39, . . . , 50
correspond to periods with midpoints from June 2008 to May 2009 and are colored in red.
Points i = 50, . . . , 66 correspond to periods with midpoints from June 2009 to October 2010 and
are colored in green. It should be noted that the local structure of the market graph changed greatly at
the beginning and during the financial crisis.

Figure 3 shows that structure of significant correlations between asset returns was slightly
changing before the crisis, while turbulence in financial markets during the crisis was inducing
the visible transformations of the market graphs. Structural changes slowed down for several periods
and then they started again. The central vertices list of the market graphs was updating more intense
before and after the crisis than during the crisis, i.e., the ranking order of the companies was more
stable during the crisis. Perhaps, it was caused by the fact that during the crisis many vulnerable
companies were from the same economic sectors that were exposed by risks.

It is well-known that if the edge densities of any two graphs are very different, then the Hamming
distance between these graphs will be large. Thus, the main contribution to the change of the market
graph structure was due to increase and decrease in the edge density of the graph which can be seen
in Figure 2).
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Please note that from the fact that the “blue” points are close to the “green” ones it does not follow
that the corresponding graphs are (h, d)-close. To understand how much the graphs from the starting
“blue” period differ from the “green” graphs, we conduct the multidimensional scaling analysis in
Section 5.3.

Similarly, we found the values of h- and d-metrics for each pair of company co-mention networks
built for all of two consecutive six-month periods, i.e., h(C1, C2), h(C2, C3), . . . , h(C66, C67) and
d(C1, C2), d(C2, C3), . . . , d(C66, C67). Points with coordinates (h(Ci, Ci+1), d(Ci, Ci+1)), i = 1, 2, . . . , 66,
are shown in Figure 4.

Unlike the market graph, the node ranking and the structure of co-mention networks did not
change significantly over time. However, the network local structure had been changing in periods
from April 2007 to March 2008 (Figure 4). This period occurs before and during the financial crisis
of 2008.

Figure 4 shows that the co-mention network local structure changed slightly in 2007 (blue points).
However, in the period before the crisis (red points), the values of the similarity measure h
(i.e., the Hamming distance) between consecutive graphs increased by more than 1.5–2 times.
Questions about what caused the changes in the local structure of the company co-mention network,
as well as whether such changes in the characteristics of the news flow may be forerunner of crisis
phenomena on the financial market, remain open. Surprisingly, at the very beginning of the crisis,
the network local structure became more stable than in 2007, and remained stable in subsequent
periods (green points). On the other hand, the value of the measure d, which measures the similarity
in the ranking of the vertices of two consecutive graphs, did not increase during the crisis.
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Figure 4. The evolution of the ranking and the Hamming distances between each pair of company
co-mention networks constructed for each pair of consecutive six-month periods, i.e., 1–2, 2–3, . . . ,
66–67.

The obtained values of the measures d and h for consecutive market graphs (Figure 3) significantly
exceed the values of the measures d and h for consecutive company co-mention networks (Figure 4).
Some values of measure d differ by more than 2 times, while the values of h-measure differ by an order
of magnitude. In this sense, the company co-mention network is more stable than the market graph.

The information about how the structure of the market graph changed in the adjacent half-years
regarding co-mention network is shown in Figure 5. The ranking distance has increased significantly
while local structure distance has been stable and not high. So, from the local structure point of view
the market graph and co-mention network are similar in many ways. The only exception are the
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periods from 41 to 51 (with midpoints in August 2008–June 2009), when the United States subprime
mortgage crisis started, and from 61 to 67 (with midpoints in April 2010–October 2010).
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Figure 5. The evolution of the ranking and the Hamming distances between the co-mention networks
and the market graphs constructed for the same period of time.

Financial and economic news which impacts an industry or a sector often mentions key companies
of the industry or the sector. Therefore, the connection between companies reflected by their joint
co-mention in a news item may be the result of their belonging to the same economic sector. It is
known that correlations between returns on assets in the same sector are quite high. Therefore, it can
be assumed that the market graph, constructed based on correlations between asset returns, and the
company co-mention network, constructed on the basis of co-mentioning in the news, should be
similar. However, as Figure 5 shows, this is not quite true: the differences are significant both with
respect to network local structure (h), and with respect to node ranking (d).

5.2. QAP Correlation and Regression Analysis

Using networks of co-mentioning companies and market graphs, we carry out a QAP correlation
analysis, since standard correlation analysis is not suitable for such data (as they are not independent
from each other). This is contrary to one of the basic assumptions of linear regression analysis.
QAP (Quadratic Assignment Procedure) was proposed and developed in [49–51,74]. We use QAP
correlation analysis to determine the significance of correlations:

• for related networks of co-mention,
• for time-related market graphs,

When using the market graph as the main network, the corresponding cells of the matrix are
compared to compute the Pearson correlation coefficient. Furthermore, this process is repeated,
randomly rearranging the columns and rows to find a correlation. Lower Pearson correlation values
for random permutations indicate a significant relationship between the respective matrices.

For the correlation analysis, we used the package R.
We apply QAP regression to find the factors which influence the market graph and the company

co-mention network. For network presented in binary data, OLS should not be used when building
regression, since this method requires observations to be independent and equally distributed.
Connections between nodes in the network imply a potentially dependent relationship between
either directly or indirectly connected nodes. Hence, the assumption is incorrect and the OLS method
cannot be used. Rows and columns of network matrices in QAP are rearranged, thus the calculation of
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correlations is done between the independent matrices and the dependent matrix. Test statistics can be
obtained after several permutations, we use them to check the null regression hypothesis.

In our study, we wanted to find a connection between market graphs, company co-mention
networks in adjacent periods of time. To investigate how the market graph is related to the company
co-mention network, we used QAP regression, where MarketGrapht at time t is used as a dependent
variable. Market graph matrices in previous periods and company co-mention networks in the current
period were used as independent variables for QAP regression.

The results of the analysis are presented in Tables 5 and 6. Rows and columns of the dependent
variable matrix were rearranged 1000 times. Matrices of independent variables are shown in Table 6.
The QAP results showed that the market graph matrix is closely related to the market graph in the
previous period of time. The exceptions are periods 37–43 (April 2008–October 2008)—the peak of the
financial crisis. Company co-mention networks had a smaller impact on the market graph, though they
are also significant for all models built.

Table 5. QAP Correlation Analysis.

Period Correlation (Co-Mention) Correlation (Market Graph)

1–7 0.1663800 0.4318455
7–13 0.1577212 0.4616943

13–19 0.1782792 0.4442250
19–25 0.1536598 0.3278332
25–31 0.1512387 0.3656817
31–37 0.1410627 0.3898995
37–43 0.1688668 0.2300743
43–49 0.1985533 0.3901301
49–55 0.2044689 0.3643512
55–61 0.2031029 0.3365267
61–67 0.2148604 0.4209299

QAP shows (Table 5) that there is a significant correlation both between adjacent co-mention
networks and between adjacent market graphs. The estimated density of repeated launches of QAP
shows that of all launches, correlations for random graphs turned out to be less than test statistics, and
therefore the obtained correlation values can be considered statistically significant.

Estimated correlation coefficients are quite high. At the same time, the company co-mention
network is stably reproduced from period to period. As for market graphs, the correlation values vary
in wide ranges and it can be argued that it decreased during the beginning of the global financial crisis.

Since we have data for several types of graphs and periods of time, this also allows us to construct
a linear regression on graphs. The market graph was taken as a dependent variable at the current time
(period) of time (Market grapht). The independent variables were the market graph at the previous
point in time (Market grapht−6) and the company co-mention network in the current period of time
(Co-mentiont).

The QAP regression analysis of the dependence of the current market graph on the previous one,
as well as on the current company co-mention graph, is given in Table 6. All coefficients of the models
are statistically significant.

We also note that the coefficient for Co-mentiont has its highest value for t = 43. This
period corresponds exactly to the beginning of 2008 crisis. This indicates that during the crisis,
the market graph had a special structure, which can be explained by the structure of a corresponding
co-mention network.
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Table 6. The results of the QAP regression analysis.

Period Const Market graph t−6 Co-mention t

7 0.001910899 0.4188506 0.01213292
13 0.002533768 0.5131000 0.01116052
19 0.001461219 0.3769753 0.01076794
25 0.005083621 0.4708504 0.01105582
31 0.014121804 0.6001313 0.02234221
37 0.015031197 0.4376609 0.03331619
43 0.170657423 0.5866308 0.10848345
49 0.051671309 0.3141328 0.05271308
55 0.006632613 0.1917882 0.03442195
61 0.098391587 0.6550072 0.05076811
67 0.018766982 0.2941414 0.02956882

5.3. Multidimensional Scaling

In this subsection we use the multidimensional scaling procedure to visually represent the matrix
of pairwise distances between graphs (both market graphs and company co-mention networks).
Multidimensional scaling was developed in [75] and aims in a graphical representation of distances
between sets of objects [76]. Given a small number of dimensions, k, and for a given distance matrix
with the distances between each pair of objects (graphs), multidimensional scaling algorithm is aimed
in placing every object (graph) into k-dimensional Euclidian space in a way such that the between-object
distances obtained by graph similarity measures would be preserved as close as possible.

The best-known methods of multidimensional scaling are metric, non-metric and generalized
multidimensional scaling methods. Please note that metric multidimensional scaling algorithm finds a
linear relationship, while non-metric multidimensional scaling algorithm is characterized by a set of
nonparametric monotonic curves. Since we used quantitative rather than ordinal scales, the preference
was given to the classical multidimensional scaling (MDS) which is also known as principal coordinates
analysis [77].

Since we consider two sequence of graphs (market graphs and company co-mention networks)
and use five measures for calculating distances between graphs, results are formed as the ten matrices of
pairwise distances between graphs (five for market graphs, and five for co-mention graphs). Therefore,
we apply the multidimensional scaling procedure to the ten distance matrices.

Let ρ be a similarity measure which finds the distance (similarity) ρ(G1, G2) between two graphs
G1 and G2. In our study we will use as ρ:

• the Hamming distance h;
• the network similarity measure d proposed in [46];
• D-measure [47];
• graph diffusion distance (GDD) [48].

Using the measure ρ, we can find the distance matrix (adjacency matrix) (ρ(Mi, Mj))
67
i,j=1

between all pairs of market graphs from our sequence M1, M2, . . . , M67. Also, using the measure
ρ, we can calculate the distance matrix (adjacency matrix) (ρ(Ci, Cj))

67
i,j=1 between all pairs of company

co-mention networks from the sequence C1, C2, . . . , C67.
Multidimensional scaling analysis allows us

• to visualize the dynamics of changes in the sequence of graphs;
• to find the number of components (factors) explaining the dynamics which is determined by

adjacency matrices.

Therefore, the multidimensional scaling analysis can provide an important insight into the
dynamics of both market graphs and company co-mention networks.
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Figure 6a presents the results of multidimensional scaling applied to the distance matrix
between market graphs which is calculated using h-measure defined in (2). Figure 6a shows that
the local structure of the market graph is stable over time. During the financial crisis of 2008
(periods 38–50), the topological dissimilarity increases significantly and quickly returns to its previous
level. Redundancy analysis shows that 56% of the variance is explained by the first principal component
which is good enough.

Figure 6b presents the results of multidimensional scaling applied to the distance matrix between
the co-mention graphs which is calculated using h-measure defined in (2). Figure 6b shows that the
topological dissimilarity of co-mention graphs is largely decreased before the beginning of the crisis
and quickly returns to its previous level after that. Only 20% of the variance is explained by the first
principal component.

Figure 6c presents the results of multidimensional scaling to the market graph for distance matrix
obtained using d-measure defined in (3). There can be seen a significant shift of the central nodes
(companies) of the market graph during the crisis. 28% of the variance is explained by the first
principal component.

Figure 6d presents the results of multidimensional scaling to the company co-mention graph for
distance matrix obtained using d-measure defined in (3). Figure 6d shows that for the co-mention
graph there is a monotone increase in the rank distance, which accelerates after the crisis. Thus,
the crisis led to significant changes in the ranking order of the co-mention graph companies. Only 31%
of the variance is explained by the first principal component.

The results of multidimensional scaling to the market graph and the co-mention graph based on
the distance matrix obtained using the linear combination of d and h defined in (5) are presented in
Figure 6e (with α = 0.5) and Figure 6f (with α = 0.05).

Figure 6g presents the results of multidimensional scaling applied to the market graph for distance
matrix obtained using D-measure. It should be noted that the results are quite similar to the results
shown in Figure 6c. 59% of the variance is explained by the first principal component.

Figure 6h presents the results of multidimensional scaling applied to the co-mention graph
for distance matrix obtained using D-measure. There can be seen a significant decrease before the
beginning of the crisis and an increase to higher level after that. 75% of the variance is explained by
the first principal component.

Figure 6k,l present the results of multidimensional scaling applied to the market graph and
to the co-mention graph respectively for distance matrix obtained using Graph Diffusion Distance.
The results are similar to the results shown in Figure 6a. 39% of the variance is explained by the first
principal component for the market graph and 13% for the co-mention graph.

The graph similarity measures (D-measure, Graph Diffusion Distance, d, h) showed similar
results for the market graph in terms of the principal component method. In the case of the D-measure
and h-metrics it suffices to use only the first principal component. For the co-mention network,
there were obtained different results for different measures. Except for the D-measure, the first
principal component explains less than 32% of the total variance.

However, it seems that the calculation of D-measure is the most time-consuming with comparison
to other similarity measures. In our study, we used the corresponding R functions to estimate the
similarity between graphs with 1053 nodes. The calculation of the similarity for each of the pairs using
D-measure lasted about 5 times longer (and even more in case of increasing the edge density of the
graphs) with comparison to d-, h-metrics and GDD.
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Figure 6. Graphic representation of the results of calculating the difference matrices between graphs.
Figures (a,c,e,g,k) present the results of multidimensional scaling applied to the distance matrix
between market graphs which is calculated using the Hamming distance, d-measure, lα-measure with
α = 0.05, D-measure and GDD, respectively. Figures (b,d,f,h,l) present the results of multidimensional
scaling applied to the distance matrix between company co-mention networks which is calculated
using the Hamming distance, d-measure, lα-measure with α = 0.05, D-measure and GDD, respectively.
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Below we draw some conclusions on the results of the multidimensional scaling (MDS).
We found that the one-factor model can explain a significant part of the change dynamics in

the structure of both the market graph and the co-mention graph. However, the reliability of the
conclusion essentially depends on the choice of a graph similarity measure.

One-factor estimates obtained by the MDS based on the distance matrix for the market graphs
are turned out to be slightly diverse for different graph similarity measures. In particular, the use of
h-measure and GDD metrics gives very similar results, which are different from the results obtained
for d- and D- measures. The one-factor estimates obtained by the MDS for the co-mentioning graphs
are more sensitive to the choice of the graph similarity measure.

We would like to note that visual representations of the evolution of the market graph constructed
using the Hamming distance and GDD-measure (Figure 6a,k), show very similar temporal dynamics.

The visual representations of the evolution of the company co-mention network constructed using
these two measures (Figure 6b,l) show also quite similar temporal dynamics, which differ only in sign.

The apparent similarity of the edge density dynamics (Figure 2) with the dynamics shown
in Figure 6a,k indicates that the main factor, that has been identified by the MDS when using the
Hamming distance or GDD-measure, is the graph edge density. In other words, the dynamics of graph
changes obtained using the Hamming distance or GDD-measure can be easily explained by such a
simple factor as the graph edge density.

On the other hand, the use of d-measures allowed us to identify almost identical dynamics for
both the market graph and the co-mention network over time (Figure 6c,d). The figures show that
these changes took place smoothly and continuously, while the ranking of the central nodes during the
entire period under consideration changed quite significantly in both graphs.

The results obtained using the D-measure are more ambiguous. Figure 6g,h show that one factor
is not sufficient to explain the dynamics of the market graph. It seems that the D-measure is a more
adequate tool for network comparison, since it uses more factors to explain the differences between
the graphs.

One method out of five (d-measure) shows a significant difference in the structure of graphs in
the pre-crisis and after crisis periods. The dynamics of changes for the market graph are turned out to
be not similar to the dynamics of the company co-mention network. However, we obtained the closest
similarity when applying d-measure.

6. Conclusions

In this paper, we applied the methods of graph similarity analysis to study the network structures
that describe the correlation relationship between the profitability of financial assets (market graphs)
and the co-mentions of companies in the news flow (co-mention networks) during 2005–2010. In order
to analyze the variability of the network structures over time, different methods were used to calculate
the graphs similarity (graph diffusion distance, D-measure, node ranking similarity-based metric and
the Hamming distance). In addition, QAP correlation and regression analysis were used to examine
graphs similarity. The results of applying different methods for measuring differences in network
structures turned out to be generally consistent with each other. The structures of graphs in adjacent
periods are quite similar. However, the Hamming distance has shown great sensitivity to differences in
market graphs, based on the data for the half year during the financial crisis of 2008, and the preceding
and subsequent periods as well. On the other hand, nodes similarity-based metric better reflects the
migration of the position of the central nodes in the co-mention graph. In addition, the use of the QAP
procedure confirmed the presence of significant correlations between the adjacency matrices of the
market graph and the company co-mention graph.

Our study analyzes changes in the graph properties corresponding to two parallel processes as
well as similarities or differences in their dynamics. Moreover, we examine how stable the results
of this analysis are regarding the choice of the graph similarity metrics. To do this, we calculated
distance matrices of graphs constructed from data for successive periods, and analyzed the distance
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matrices using the multidimensional scaling method (MSM). The results of applying five different
graph similarity measures are compared. We can make the following conclusions:

• We found that the market graph constructed based on correlations between financial asset returns
was significantly less stable over time than the company co-mention network in the period
2005–2010. In fact, the value of the Hamming distance between two consecutive market graphs
reached the value around 0.1 in some periods, i.e., about 10% of links were added or removed in
the graph when the six-month sliding window was shifted one month ahead. At the same time,
the value of the Hamming distance between any two consecutive company co-mention networks
did not exceed 0.06. In addition, the values of the d metric for the market graph were twice or
triple as great as for the co-mention network.

• A common and quite intuitive point of view is that the changes in the news flow intensity
and structure may be the cause of the volatility in financial markets. On the other hand,
sharply increased volatility can cause a sharp surge in the amount of news items published
by news agencies. According to these ideas, the structure of the news flow and the level of
volatility should be correlated. However, as our results show, the structure and intensity of
the news flow is extremely stable and cannot be either the cause or the result of changes in the
volatility of the financial market.

• According to empirical data, the structure of the co-mention network slightly changed
approximately one year before the crisis began. However, these changes are minor and cannot
explain the appearance of the global financial crisis that broke out a year after.

• Please note that changes of the market graph structure are either related to the increase in volatility
caused by the fall in financial asset prices during the crisis (the first peak in Figure 2), or to the
volatility associated with the subsequent increase in asset prices (the second hump in Figure 2).
These changes of the market graph structure are also well reflected in the Figure 6a,c,e,g,k.
Perhaps, one could make the market graph more stable in time applying the dynamic formation
of the threshold θ.

In this paper, we examined the evolution similarity of two network structures reflecting the same
fundamental process, namely the pricing of financial assets. Obviously, company co-mentions is
only a small part of the news flow background, but they are observable and available in real time,
while correlations between asset prices are available with a delay. If the information contained in
company co-mentions in financial and economic news flow is significant for stock market participants
then it should be reflected in asset prices and similar trends should be present in the dynamic market
graphs. Therefore, an interest for further research may include:

• the development of methods for joint analysis of trends in the evolution of two simultaneously
formed networks;

• the development of models and methods for the detection of local mutual causality in the
evolution of company co-mention network and market graphs.
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Abbreviations

Pi(t) the price of the asset i in day t
Ri(t) the log return of asset i in day t defined by Equation (1)
n the number of assets
rij the Pearson correlation coefficient between random variables Ri and Rj defined

in Section 2.1
ρ1, ρ2 any two different similarity measures
G1, G2, . . . , GT the sequence of the graphs representing the states of a complex system at time slots

1, 2, . . . , T
A the matrix of pairwise distances between all pairs of graphs from the sequence

G1, G2, . . . , GT using the measure ρ

h (G1, G2) the Hamming distance between networks G1 and G2 at two time slots t1 and t2 defined
in Section 3.1

At the adjacency matrix of graph G at time t

Rt =
[
rankt

ij

]
the matrix representing information about relative ranking of nodes based on their
centralities at time t

d(G1, G2) the d-measure between G1 and G2 (the distance between the two rankings for the networks
G1 and G2) defined by Equation (3)

D(G1, G2) the D-measure (dissimilarity measure) between G1 and G2 defined by Equation (5)
GDD(G1, G2) the graph diffusion distance between G1 and G2 described in Section 3.4
lα(G1, G2) the linear combination of d(G1, G2) and h(G1, G2) defined by Equation (5)
M1, M2, . . . , M67 67 market graphs corresponding to the 67 six-month periods
C1, C2, . . . , C67 67 company co-mention networks corresponding to each of the 67 periods
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